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#### Abstract

We present an application of the theory of Arnold diffusion to interconnected power systems. Using a Hamiltonian formulation, we show that Arnold diffusion arises on certain energy levels of the swing equations model. The occurrence of Arnold diffusion entails complex non-periodic dynamics and erratic transfer of energy between the subsystems. Conditions under which Arnold diffusion exists in the dynamics of the swing equations are found by using the vector-Melnikov method. These conditions become analytically explicit in the case when some of the subsystems undergo relatively small oscillations. Perturbation and parameter regions are found for which Arnold diffusion occurs. These regions allow for a class of interesting systems from the point of view of power systems engineering.
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## 1. Introduction

We apply the results on Arnold diffusion of Holmes and Marsden [26] (see also [1, section 4]) to power systems. We note that the results in fact apply to all systems of the forced pendulum family such as interconnected power systems employing the swing equations model, coupled Josephson junction circuits with negligible dissipation, a Josephson junction driven by a direct current source (plus a small alternating current) coupled to two (respectively one) nonlinear oscillators, and coupled mechanical pendulums. The precise calculations are carried out here for a dynamical model of interconnected power systems.

In the dynamical behavior of a large interconnected power system, the question of transient stability is often considered. This concerns the systems behavior following a sudden fault (such as short circuit) or a large impact (such as lightning). The transient stability is precisely the Lyapunov stability in a state space formulation of a simplified differential equations model possessing multiple equilibria. Let the dynamics be given by $\dot{x}=f(x)$ and let $x_{0}$ be a stable equilibrium point which is presumably "closest" to the pre-fault equilibrium point (see [32,9]). The transient stability problem is to determine whether a given point in the state space belongs to the region of stability of this stable equilibrium point. Thus the transient stability problem leads to an investigation of the region of stability of a given stable equilibrium point [ $28,33,13,14,18$ ]. Many studies of transient stability [ $28,33,13,14,18$ ] have been conducted exploiting a first integral of the differential equation as a Lyapunov (energy) function.

Kopell and Washburn [29] were the first to show the presence of chaotic motion in the classical swing equations model of power systems for a 2 degree of freedom system (3 generators). Their work is based on the original Melnikov method for vector fields (see Holmes [24]) and the energy function was not exploited to locate the energy levels where chaos resides.

Here we show the presence of Arnold diffusion in the ( $n \geq 3$ )-degree of freedom Hamiltonian system (with constraints) of the classical model. In the case when ( $n=2$ ) only hor-
seshoes are present. This case is analogous to the one obtained by Kopell and Washburn except that we also specify the energy levels on which chaos resides, an advantage of exploiting the energy function.

The paper is organized in the following way. In section 2 we summarize the key result of Holmes and Marsden [26]. Section 3 contains some motivation and the derivation of the swing equations model. In section 4 we consider specific choices of parameter ranges to simplify the model before applying the results of section 2. In this section we also study the Hamiltonian formulation of the swing equations. They form a Zn degree of freedom system with two time-independent constraints. In section 5 we show that the conditions of section 2 can be satisfied for a large choice of parameters. These conditions can be simplified if all but one of the subsystems undergo small oscillations. This case is discussed in section 6. Conclusions and suggestions for future work are collected in section 7 .

## 2. Arnold Diffusion in Hamiltonian Systems

In this section we summarize the results of Holmes and Marsden [26] for Hamiltonian systems with $n$-degrees of freedom ( $n \geq 3$ ). These results extend the work of Arnold [11].

## Problem Statement

Consider the unperturbed Hamiltonian system

$$
\begin{equation*}
H^{0}(q, p, \vec{x}, \vec{y})=F(q, p)+G(\vec{x}, \vec{y}) \tag{2.1}
\end{equation*}
$$

where $F$ is a Hamiltonian which possesses a homoclinic orbit ( $\bar{q}, \bar{p}$ ) associated with a hyperbolic saddle point $q_{0}, P_{0}$ (one may similarly consider a heteroclinic orbit). Let $\overline{\mathrm{h}}$ be the energy constant of this orbit, i.e., $F(\bar{q}, \vec{p})=\bar{h}$. The parameters ( $q, p, \vec{x}, \vec{y}$ ) are assumed to be canonical coordinates on a $2(n+1)$-dimensional symplectic manifold $P ; q$ and $p$ are real and $\vec{x}=\left(x_{1}, \ldots, x_{n}\right), \vec{y}=\left(y_{1}, \ldots, y_{n}\right)$ are $n$-vectors. We assume that in a certain region of the state space a canonical transformation to action-angle coordinates ( $v_{1}, \ldots, v_{n}, I_{1}, \ldots, I_{n}$ ) can be found such that the system (2.1) takes the form

$$
\begin{equation*}
\mathrm{H}^{0}(\mathrm{q}, \mathrm{p}, \vec{v}, \overrightarrow{\mathrm{I}})=\mathrm{F}(\mathrm{q}, \mathrm{p})+\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{G}_{\mathrm{i}}\left(\mathrm{I}_{\mathrm{i}}\right) \tag{2.2}
\end{equation*}
$$

where $\quad G_{j}(0)=0$ for all $j$
and

$$
\begin{equation*}
\Omega_{j}\left(I_{j}\right)=\frac{\partial G_{j}}{\partial I_{j}}>0 \quad \text { for } I_{j}>0 \tag{2.3}
\end{equation*}
$$

Applying the reduction procedure (see Holmes and Marsden [25,26]), we solve $H^{0}=h$ for $I_{n}$, thereby eliminating the action $I_{n}$. We also replace the time variable by the $2 \pi$-periodic angle $\vartheta_{11}$. Then the equations

$$
\begin{align*}
& \mathrm{G}_{\mathrm{g}}\left(\mathrm{I}_{\mathrm{j}}\right)=\mathrm{h}_{\mathrm{j}} \\
& v_{j}=\Omega_{j}\left(\mathrm{I}_{j}\right) v_{\mathrm{n}}+v_{j}(0), \quad \mathrm{j}=1, \ldots, \mathrm{n}-1  \tag{2.4}\\
& \mathrm{q}=70, \quad \mathrm{p}=\mathrm{p}_{0}
\end{align*}
$$

describe an ( $n-1$ )-parameter family of invariant ( $n-1$ )-dimensional tori $T\left(h_{1}, \ldots, h_{n-1}\right.$ ). For a fixed set of $h_{1}, \ldots, h_{n-1}$, the torus $T\left(h_{1}, \ldots, h_{n-1}\right)$ is connected to itself by the $n$-dimensional homoclinic manifold

$$
\begin{align*}
& \mathrm{G}_{\mathrm{j}}\left(\mathrm{I}_{j}\right)=\mathrm{h}_{\mathrm{j}} \\
& v_{\mathrm{j}}=\Omega_{j}\left(\mathrm{I}_{\mathrm{j}}\right) \vartheta_{\mathrm{n}}+\vartheta_{j}^{0}, \quad 1 \leq \mathrm{j} \leq \mathrm{n}-1  \tag{2.5}\\
& \mathrm{q}=\bar{q}\left(v_{n}-v_{n}^{0}\right), \quad \mathrm{p}=\overline{\mathrm{p}}\left(\vartheta_{\mathrm{n}}-v_{n}^{0}\right)
\end{align*}
$$

This manifold consists of the coincident stable and unstable manifolds of the torus $T\left(h_{1}, \ldots, h_{n-1}\right)$, i.e.,

$$
W^{8}\left(T\left(h_{1}, \ldots, h_{n-1}\right)\right)=W^{u}\left(T\left(h_{1}, \ldots, h_{n-1}\right)\right)
$$

The perturbed problem considered here has the following form

$$
\begin{equation*}
H^{\mu}(q, p, \vec{v}, \vec{I})=F(q, p)+\sum_{i=1}^{n} G_{i}\left(I_{1}\right)+\mu H^{1}(q, p, \vec{v}, \vec{I}) \tag{2.6}
\end{equation*}
$$

where $\mathrm{H}^{1}$ is $2 \pi$-periodic in $v_{1}, \ldots, v_{\mathrm{n}}$ and $\mu>0$. For sufficiently small $\mu$, KAM theory asserts that (under non-resonance and non-degeneracy conditions given below) a positive measure of the ( $n-1$ )-dimensional tori $T\left(h_{1}, \ldots, h_{n-1}\right)$ persists (see Arnold [12, appendix 8]). We denote these tori by $T_{\mu}\left(h_{1}, \ldots, h_{n-1}\right)$. Their corresponding stable and unstable manifolds
$W^{8}\left(T_{\mu}\right)$, respectively $W^{4}\left(T_{\mu}\right)$, are $C^{k}$ close, $k \geq 1$, to the unperturbed homoclinic manifold

$$
W^{\mathrm{a}}\left(\mathrm{~T}\left(\mathrm{~h}_{1}, \ldots, \mathrm{~h}_{\mathrm{n}-1}\right)\right)=\mathrm{W}^{\mathrm{u}}\left(\mathrm{~T}\left(\mathrm{~h}_{1}, \ldots, \mathrm{~h}_{\mathrm{n}-1}\right)\right)
$$

Let $\mathrm{h}>\overline{\mathrm{h}}$ be the total energy of the perturbed Hamiltonian $\mathrm{H}^{\mu}$ of equation (2.6). Now consider the n-parameter family of orbits flling the unperturbed homoclinic manifold. Let

$$
\left(\overline{(\bar{p}}, \overline{\mathrm{p}}, \vartheta_{1}, \ldots, v_{n}, \mathrm{I}_{1}, \ldots, I_{\mathrm{n}}\right)=\left(\overline{\mathrm{q}}(\mathrm{t}), \overline{\mathrm{p}}(\mathrm{t}), \Omega_{1}\left(\mathrm{I}_{1}\right) t+v_{1}^{0}, \ldots, \Omega_{\mathrm{n}}\left(\mathrm{I}_{\mathrm{n}}\right) t+v_{n}^{0}, \mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{n}}\right)
$$

be the parameterization of these orbits and select one. Let $\left\{F, H^{+}\right\}$denote the ( $q, p$ ) Poisson bracket of $F(q, p)$ and $H^{1}\left(q, p, \vartheta_{1}, \ldots, \vartheta_{n}, I_{1}, \ldots, I_{n}\right)$ evaluated on this orbit. Similarly let $\left\{\mathrm{I}_{\mathrm{k}}, \mathrm{H}^{1}\right\}=-\frac{\partial \mathrm{H}^{1}}{\partial \vartheta_{\mathrm{k}}}, k=1, \cdots, \mathrm{n}-1$ be evaluated on the same orbit. Then define the Melnikov vector $M\left(\mathfrak{\vartheta}^{0}\right)=\left(M_{1}, \ldots, M_{n-1}, M_{n}\right)$ by

$$
\begin{equation*}
\mathrm{M}_{k}\left(\vartheta_{1}^{0}, \ldots, \vartheta_{n}^{0}, \mathrm{~h}, \mathrm{~h}_{1}, \ldots, \mathrm{~h}_{\mathrm{n}-1}\right):=\int_{-\infty}^{\infty}\left\{\mathrm{I}_{\mathrm{k}}, \mathrm{H}^{1}\right\} \mathrm{dt}, \quad \mathrm{k}=1, \ldots, \mathrm{n}-1 \tag{2.7}
\end{equation*}
$$

and

$$
M_{n}\left(v_{1}^{0}, \ldots, v_{n}^{0}, \mathrm{~h}, \mathrm{~h}_{1}, \ldots, \mathrm{~h}_{\mathrm{n}-1}\right):=\int_{-\infty}^{\infty}\left\{\mathrm{F}, \mathrm{H}^{1}\right\} \mathrm{dt} .
$$

where the integrals above are required to be, in an appropriate sense, conditionally conver-
gent. That is, they mean $\lim _{n \rightarrow \infty} \int_{-S_{n}}^{T_{n}}$ for suitable sequences $S_{n}, T_{n} \rightarrow \infty$.
Consider the following conditions:
(C1) F possesses a homoclinic orbit ( $\bar{q}(t), \overline{\mathrm{P}}(\mathrm{t})$ ) connecting a saddle point ( $\mathrm{q}_{0}, \mathrm{P}_{0}$ ) to itself. Let .
$\bar{h}$ be the energy of this orbit.
(C2) $\mathrm{n}_{\mathrm{j}}\left(\mathrm{I}_{\mathrm{j}}\right)=\mathrm{G}_{\mathrm{j}}\left(\mathrm{I}_{\mathrm{j}}\right)>0$ for $\mathrm{j}=1, \ldots, \mathrm{n}$.
(C3) The constants $\mathrm{G}_{\mathrm{j}}\left(\mathrm{I}_{\mathrm{j}}\right)=\mathrm{h}_{\mathrm{j}}, \quad \mathrm{j}=1, \ldots, \mathrm{n}$ are chosen such that the unperturbed frequencies $\Omega_{1}\left(I_{1}\right), \ldots, \Omega_{n}\left(I_{n}\right)$ satisfy the non-degeneracy conditions (i.e., $\Omega_{j}^{j}\left(I_{j}\right) \neq 0, j=1, \ldots, n$ ) and the non-resonance condition, i.e., the equation
$\sum_{i=1}^{n} k_{i} \Omega_{i}\left(I_{i}\right)=0, \quad$ where $k_{i}$ are integers, implies $k_{i}=0$ for all $1 \leq i \leq n$.
(C4) The multiple $2 \pi$-periodic Melnikov vector $M: R^{n} \rightarrow R^{n}$ has at least one transversal zero, i.e., a point $\left(v_{1}^{\prime 0}, \ldots, v_{n}^{\prime 0}\right)$ such that

$$
M\left(v_{1}^{\prime 0}, \ldots, v_{n}^{\prime 0}\right)=0
$$

and
$\operatorname{det}\left[D M\left(v_{1}^{\prime 0} \ldots, v_{n}^{\prime 0}\right)\right] \neq 0$,
where $D M$ is the $n \times n$ Jacobian matrix of the vector $M$ with respect to the initial phases ( $v_{1}^{0}, \ldots, v_{\mathrm{n}}^{0}$ ).

We can now state the main result.

## Theorem 2.1 [ Holmes \& Marsden ]

If conditions (C1)-(C4) hold for the perturbed system (2.6) then, for $\mu$ sufficiently small, the perturbed stable and unstable manifolds $W^{s}\left(\mathrm{~T}_{\mu}\right)$ and $\mathrm{W}^{u}\left(\mathrm{~T}_{\mu}\right)$ of the perturbed torus $\mathrm{T}_{\mu}$ intersect transversally. Moreover, a finite transition chain of such tori $\mathrm{T}_{\mu}^{1} \ldots, \mathrm{~T}_{\mu}^{\mathrm{k}}$ can be chosen such that $W^{u}\left(T_{\mu}^{j}\right) \mathbb{W} W^{p}\left(T_{\mu}^{j+1}\right)$ and $W^{u}\left(T_{\mu}^{j+1}\right) \mathbb{W} W^{p}\left(T_{\mu}^{j}\right), 1 \leq j \leq k-1$.
( $\overline{\text { i }}$ denotes transversality of the intersection) The transition chain of tori are responsible for the occurence of Arnold diffusion. Holmes and Marsden suggest that these transition tori can survive certain positive and negative damping, employing a technique which they had devoloped in [25].

An example which illustrates Theorem 2.1 is that of a simple pendulum linearly coupled to two nonlinear oscillators. Its perturbed Hamiltonian function can be written as follows (with the two oscilators in action-angle variables).
$H^{\mu}=\frac{p^{2}}{2}-\cos q+G_{1}\left(I_{1}\right)+G_{2}\left(I_{2}\right)+\left(\frac{\mu}{2}\right)\left[\left(\left(2 I_{1}\right)^{\frac{1}{2}} \sin \vartheta_{1}-q\right)^{2}+\left(\left(2 I_{2}\right)^{\frac{1}{2}} \sin \vartheta_{2}-q\right)^{2}\right]$
One shows that conditions (C1)-(C4) are satisfied for this systems by direct computation.

## 3. The mathematical model

We introduce the simplest model of a power system. The equations resemble a system of differential equations describing a set of coupled pendulums with constant forcing. Recently [ $9,10,16,17,32$ ] this model has been subjected to serious theoretical analysis to assist in understanding its dynamical behavior.

The model consists of three main components: generators, a transmission network and loads (fig 1). We assume that the transmission network has ( $n+m$ ) nodes numbered $1, \ldots, n, n+1, \ldots, n+m$ with 0 as a reference (datum). A generator is connected to each node 1 through $n$, while an impedance load is connected to every node (fig $:$.

We perform a standard network reduction on the network, retaining as nodes only the internal nodes of the $n$ generators. The swing equations which express the generator dynamics under the assumptions of constant rotor winding fiux, constant raechanical torque, and the absence of voltage regulaters are as follows (see [ $6,19,32$ ] for desails).

$$
\begin{aligned}
& \frac{d}{d t} \delta_{i}=\omega_{i}-\omega_{R} \\
& M_{i} \frac{d}{d t} \omega_{i}+D_{i} \omega_{i}=P_{m i}-P_{e i}, \quad i=1, \ldots, n
\end{aligned}
$$

where
$M_{k}$ : inertia constant
$D_{k}: \quad$ damping constant
$P_{m k}$ : constant mechanical power (torque) input
$P_{\text {ek }}: \quad$ electrical power (torque) output demanded by the network .
$\delta_{k}: \quad$ the angle of the internal complex voltage or the torque angle of the $k^{\text {th }}$ machine.
$\omega_{k}$ : the rotor angular velocity of the $k^{\text {th }}$ machine
$\omega_{R}$ : the reference frequency of the power system (usually $\omega_{R}=2 \pi 60 \mathrm{rad} / \mathrm{sec}$ )
The electrical power output is a function of the angle differences as follows,

$$
P_{e i}:=G_{i j} E_{i}^{2}+\sum_{\substack{j=1 \\ j \sim i}}^{n} E_{i} E_{j} Y_{i j} \cos \left(\Theta_{i j}-\delta_{i}+\delta_{j}\right), \quad i=1, \ldots, n
$$

where $G_{i j}, Y_{i j}, \Theta_{i j}$ and $E_{i}$, are all constants, defined as follows,
$\mathrm{E}_{4}$ : the magnitude of internal complex voltage (the magnitude of voltage behind the transient reactance).
$Y_{i j}: \quad$ the transfer admittance magnitude between internal nodes i and j .
$\Theta_{\mathrm{ij}}$ : the transfer admittance phase between internal nodes i and j .
$\mathrm{G}_{\mathrm{ij}}$ : the total admittance at the internal node of generator i.
Assume $\Theta_{i j}=\frac{\pi}{2}$ and assume also that the damping constants $D_{i}=0$.
If we define $P_{i}\left(:=P_{m i}-G_{i j} E_{i}^{2}\right)$ to be the exogenous specified mechanical input power and denote the constant quantity $\mathrm{E}_{\mathrm{i}} \mathrm{E}_{\mathrm{j}} \mathrm{Y}_{\mathrm{ij}}=$ : $\mathrm{y}_{\mathrm{ij}}$, then we may write the swing equations for machine ias

$$
\begin{align*}
& \dot{\delta}_{i}=\omega_{i}-\omega_{R}  \tag{3.1.i}\\
& M_{i} \dot{\omega}_{i}=P_{1}-\sum_{\substack{j=1 \\
j \neq i}}^{n} y_{i j} \sin \left(\delta_{i}-\delta_{j}\right) \tag{3.2.i}
\end{align*}
$$

We note that the system of equations (3.1), (3.2) describe an n-degree of freedom Hamiltonian system with the energy function:
$W=\sum_{i=1}^{n} \frac{1}{2} M_{i}\left(\omega_{i}-\omega_{R}\right)^{2}-\sum_{i=1}^{n} P_{i} \delta_{i}-\sum_{i<j} y_{i j} \cos \left(\delta_{i}-\delta_{j}\right)$
This energy function is Hamiltonian on the covering space $R^{2 n}$, but only locally Hamiltonian on the "true" space $\mathrm{R}^{\mathrm{n}} \times \mathrm{T}^{\mathrm{m}}$ where the $\delta_{j}$ are considered modulo $2 \pi$.

The energy function $W$ has been utilized as a Lyapunov function to determine an estimate of the region of attraction of a stable equilibrium point of the swing equations (see Willems [41], El-Abiad and Nagapan [18], Fouad [19], Pai [32]).

Assume that the mechanical power produced is totally absorbed by the network, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{n} P_{i}=0 . \tag{3.3}
\end{equation*}
$$

Summing up equations (3.2.i) gives

$$
\sum_{i=1}^{n} M_{i} \dot{\omega}_{i}=\sum_{i=1}^{n} P_{i}=0
$$

Integrating with respect to time gives

$$
\begin{equation*}
\sum_{i=1}^{\mathrm{n}} M_{i} \omega_{1}(t)=C_{1} \quad \text { (constant) } \tag{3.4}
\end{equation*}
$$

which when evaluated at the initial time $t=0$ equals

$$
\sum_{i=1}^{n} M_{i} \omega_{i}(0)=C_{1} .
$$

Using equations (3.1) and the constraint (3.4), one obtains

$$
\begin{equation*}
\sum_{i=1}^{n} M_{1} \dot{\delta}_{1}(t)=C_{1}-\omega_{R} \sum_{i=1}^{n} M_{i} . \tag{3.5}
\end{equation*}
$$

Let us define the total inertia of the system to be the sum of the individual inertias, i.e.,

$$
M:=\sum_{i=1}^{n} M_{i}
$$

Integrating the constraint equation (3.5) with respect to time, we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} M_{i} \delta_{i}(t)=C_{1} t-\left(\omega_{R} M\right) t+C_{2} \tag{3.6}
\end{equation*}
$$

Rewriting the constraints (3.4) and (3.6) and replacing the constants by their values one gets

$$
\begin{align*}
& \sum_{i=1}^{n} M_{1} \omega_{i}(t)=\sum_{i=1}^{n} M_{i} \omega_{i}(0)  \tag{3.7}\\
& \sum_{i=1}^{n} M_{i} \delta_{i}(t)=\sum_{i=1}^{n} M_{i} \delta_{i}(0)+t\left(\sum_{i=1}^{n} M_{i} \omega_{i}(0)-M \omega_{R}\right) \tag{3.8}
\end{align*}
$$

Equations (3.7) and (3.8) are time-dependent constraints. We make a coordinate change to transform these constraints to time-independent constraints, thus simplifying the system of equations. These constraint equations reduce the space of the dynamical motion by one degree of freedorn or two dimensions, as is seen below.

Define the following transformation.

$$
\begin{aligned}
& \omega_{i} \rightarrow \bar{\omega}_{i}=\omega_{i}-\frac{1}{M} \sum_{j=1}^{n} M_{j} \omega_{j}(0) \\
& \delta_{i} \rightarrow \bar{\delta}_{i}=\delta_{i}+t\left(\omega_{R}-\frac{1}{M} \sum_{j=1}^{n} M_{j} \omega_{j}(0)\right)-\frac{1}{M} \sum_{j=1}^{n} M_{j} \delta_{j}(0)
\end{aligned}
$$

where we have employed the so called center-of-angle reference frame without transforming to center-of-angle coordinates. Our transformation is analogous to the one utilized by Kopell and Washburn [29] except for the factor of (1/M).

With this transformation and dropping the overbars we can summarize the autonomous swing equations with constraints as follows:

$$
\begin{align*}
& \dot{\delta}_{i}=\omega_{i}  \tag{3.9.i}\\
& M_{i} \dot{\omega}_{i}=P_{i}-\sum_{\substack{j=1 \\
j \sim i}}^{\mathrm{n}} y_{i j} \sin \left(\delta_{i}-\delta_{j}\right), \quad 1 \leq i \leq n, \tag{3.10.i}
\end{align*}
$$

with the time-invariant constraints

$$
\begin{align*}
& \sum_{i=1}^{n} M_{i} \delta_{i}=0  \tag{3.11}\\
& \sum_{i=1}^{n} M_{i} \omega_{i}=0 \tag{3.12}
\end{align*}
$$

and the energy (Hamiltonian) function

$$
\begin{equation*}
W=\sum_{i=1}^{n} \frac{1}{2} M_{i} \omega_{i}^{2}-\sum_{i=1}^{n} P_{i} \delta_{i}-\sum_{i<} \sum_{j} y_{i j} \cos \left(\delta_{i}-\delta_{j}\right) \tag{3.13}
\end{equation*}
$$

From the constraint equations (3.11) and (3.12) it is observed that the system can be reduced by one degree of freedom. This procedure of eliminating a degree of freedom by making use of a conservation law is a special case of the procedure of reduction; see Abraham and Marsden [4, ch.4].

## 4. Perturbation and Scaling Parameters

We begin by choosing "transfer" parameters for the swing equations model.

### 4.1. Transfer susceptance parameters

Choose the coupling parameters $y_{i j}, i, j=1,2, \ldots, n-1$ to be very small (i.e., weak coupling) of order $\varepsilon, \varepsilon>0$, (how small $\varepsilon$ must be, is determined later). Let (recall $y_{i j}=y_{j i}$ )

$$
y_{i j}=\varepsilon B_{i j} \quad 1 \leq i, j \leq n-1 \quad i \neq j
$$

and

$$
y_{\text {in }}=B_{\text {in }} \quad 1 \leq \mathrm{i} \leq \mathrm{n}-1 .
$$

Then our system of equations becomes

$$
\begin{align*}
& \dot{\delta}_{k}=\omega_{k} \quad 1 \leq k \leq n  \tag{4.1.k}\\
& M_{i} \dot{\omega}_{i}=P_{i}-\varepsilon \sum_{\substack{j=1 \\
j=1}}^{n-1} B_{i j} \sin \left(\delta_{i}-\delta_{j}\right)-B_{i n} \sin \left(\delta_{i}-\delta_{n}\right) \quad 1 \leq i \leq n-1  \tag{4.2.i}\\
& M_{n} \dot{\omega}_{n}=P_{n}-\sum_{j=1}^{n-1} B_{n j} \sin \left(\delta_{n}-\delta_{j}\right) \tag{4.2.n}
\end{align*}
$$

with time-invariant constraints

$$
\begin{array}{ll}
\sum_{i=1}^{n} M_{i} \delta_{i}=0, & \text { or }
\end{array} \delta_{n}=-\sum_{j=1}^{n-1} \frac{M_{j}}{M_{n}} \delta_{j},
$$

and the Hamiltonian

$$
\begin{align*}
W^{2}\left(\delta_{1}, \ldots, \delta_{n}, \omega_{1}, \ldots, \omega_{n}\right)= & \sum_{j=1}^{n-1} \frac{1}{2} M_{j} \omega_{j}^{2}+\frac{1}{2} M_{n} \omega_{n}^{2}-\sum_{j=1}^{n-1} P_{j} \delta_{j}-P_{n} \delta_{n}  \tag{4.5}\\
& -\varepsilon \sum_{i<1}^{n-1} B_{i j} \cos \left(\delta_{i}-\delta_{j}\right)-\sum_{j=1}^{n-1} B_{j n} \cos \left(\delta_{j}-\delta_{n}\right)
\end{align*}
$$

### 4.2. The case of uncoupled machines

Consider the case $\varepsilon=0$. This corresponds to machines $1, \ldots, n-1$ are connected to machine $n$ but not to each other. From (4.3). (4.4) and (4.5).
$W^{0}\left(\delta_{1}, \ldots, \delta_{n-1}, \omega_{1}, \ldots \omega_{n-1}\right)=\sum_{j=1}^{n-1} \frac{1}{2} M_{j} \omega_{j}^{2}+\frac{1}{2} M_{n}\left(-\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \omega_{k}\right)^{2}$

$$
\begin{equation*}
-\sum_{j=1}^{n-1} P_{j} \delta_{j}+P_{n}\left(\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \delta_{k}\right)-\sum_{j=1}^{n-1} B_{j n} \cos \left(\delta_{j}+\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \delta_{k}\right) \tag{4.6}
\end{equation*}
$$

Our next main concern is to evaluate the effect of the two states $\delta_{n}$ and $\omega_{n}$ on the rest of the system. These states are functions of the rest of the states subscripted $1, \ldots, n-1$ via equations (4.3) and (4.4) and thus they produce the coupling of equation (4.6).
$\omega_{n}$ and $\delta_{n}$ shall be restricted to be periodic with small amplitude. This implies that the coupling Hamiltonian of equation (4.6) shall be of the same small order and hence one obtains the Hamiltonian formulation of Arnold diffusion as in section 2 (see also [26] and [1]). In the power systems context this amounts to considering the effect of the largest (infinite) machine on the system.

### 4.3. Determination of the Critical Set

We now locate the critical points of the energy function $W^{0}$. They must satisfy the following equations.

$$
\begin{aligned}
& \frac{\partial W^{0}}{\partial\left(M_{j} \omega_{j}\right)}=\frac{1}{M_{j}}\left[M_{j} \omega_{j}+M_{n} \omega_{n} \frac{d \omega_{n}}{d \omega_{j}}\right]=0 \\
& \frac{\partial W^{0}}{\partial \delta_{j}}=-P_{j}+B_{j n} \sin \left(\delta_{j}-\delta_{n}\right)+\left(\frac{d \delta_{n}}{d \delta_{j}}\right)\left[-P_{n}-\sum_{1=1}^{n-1} B_{l n} \sin \left(\delta_{1}-\delta_{n}\right)\right]=0 .
\end{aligned}
$$

Recall from section 2 that $P_{n}=-\sum_{j}^{n-1} P_{j}$, so we may write the critical set equations as follows,

$$
\begin{align*}
& \frac{\partial W^{0}}{\partial\left(M_{j} \omega_{j}\right)}=\omega_{j}+\sum_{k=0}^{n-1} \frac{M_{k}}{M_{n}} \omega_{k}=0  \tag{4.7.j}\\
& \frac{\partial W^{0}}{\partial \delta_{j}}=-P_{j}+B_{j n} \sin \left(\delta_{j}+\sum_{k=0}^{n-1} \frac{M_{k}}{M_{n}} \delta_{k}\right)-\frac{M_{j}}{M_{n}}\left[\sum_{j=1}^{n-1}\left(P_{i}-B_{i n} \sin \left(\delta_{i}-\delta_{n}\right)\right]=0\right. \tag{4.8.j}
\end{align*}
$$

or in a matrix form

$$
\left[\begin{array}{c}
\frac{\partial W^{0}}{\partial\left(M_{j} \omega_{j}\right)} \\
\frac{\partial W^{0}}{\partial \delta_{j}}
\end{array}\right]=\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]\left[\begin{array}{c}
\omega_{j} \\
-P_{j}+B_{j n} \sin \left(\delta_{j}+\sum_{k=1}^{n=1} \frac{M_{k}}{M_{n}} \delta_{k}\right)
\end{array}\right]=0
$$

with the elements of $A$ given by

$$
a_{j j}=1+\frac{M_{j}}{M_{n}} \text { and } a_{j k}=\frac{M_{k}}{M_{n}} \quad \text { for all } j, k \text { and } j \neq k
$$

Similarly, the elements of $B$ are

$$
b_{j j}=1+\frac{M_{j}}{M_{n}} \text { and } b_{j k}=\frac{M_{j}}{M_{n}} \text { for all } j, k \text { and } j \neq k
$$

Therefore the $2(n-1) \times 2(n-1)$ matrix

$$
\left[\begin{array}{ll}
A & 0 \\
0 & B
\end{array}\right]
$$

is nonsingular with determinant $>1$. Thus equations (4.7) and (4.8) are equivalent to the following simpler conditions:

$$
\begin{align*}
& \omega_{i}=0  \tag{4.9.i}\\
& P_{i}-B_{i n} \sin \left(\delta_{1}+\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \delta_{k}\right)=0, \quad 1 \leq i \leq n-1  \tag{4.10.i}\\
& \text { Let } \quad \Delta_{i}:=\delta_{i}+\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \delta_{k}, \quad \text { and define } \\
& \Delta_{i}^{\mathrm{g}}:=\delta_{i}^{g}+\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \delta_{k}^{\mathrm{g}}
\end{align*}
$$

to be the mod- $(2 \pi)$ constant "angle" such that (4.10.i) is satisfied for all $i=1, \ldots, n-1$. Assume that the point $\left(\left(\Delta_{i}^{\mathrm{B}}, 0\right), \mathrm{i}=1, \ldots, \mathrm{n}-1\right)$ is a local minimum of the energy function $\mathrm{W}^{0}$ (or a stable point of the differential equation, see $[8,16,37]$ for a detailed treatment of the critical set). One can verify that every point of the critical set is non-degenerate (the Hessian matrix of $\mathrm{W}^{0}$ is nonsingular).

We remark that the $\Delta_{i}^{\mathrm{s}}, \mathrm{i}=1, \ldots, \mathrm{n}-1$, uniquely determine the $\delta_{k}^{\mathrm{g}}, \mathrm{k}=1, \ldots, \mathrm{n}-1$, i.e., the matrix defining the linear map $\left(\delta_{1}^{\mathrm{g}}, \ldots, \delta_{\mathrm{n}-1}^{\mathrm{s}}\right) \rightarrow\left(\Delta_{1}^{\mathrm{s}}, \ldots, \Delta_{\mathrm{n}-1}^{\mathrm{s}}\right)$ of $(4.11)$ is invertible.

Let us now define as new state variables ( $\pi, \omega$ ) where

$$
\Omega=\left(\sigma_{1}, \ldots, \sigma_{n-1}\right), \quad \text { with } \quad \sigma_{k}=\delta_{k}-\delta_{k}^{3} \quad 1 \leq k \leq n-1, \text { and }
$$ $\omega_{2}=\left(\omega_{1}, \ldots, \omega_{n-1}\right) \quad$ is the same as before. Then we rewrite the Hamiltonian as follows

$$
\begin{aligned}
H(\Omega, \omega) & =\sum_{i=1}^{n-1} \frac{1}{2} M_{i} \omega_{i}^{2}+\frac{1}{2} M_{n}\left[-\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \omega_{k}\right]^{2} \\
& -\sum_{i=1}^{n-1} P_{i} \sigma_{i}+P_{n}\left[\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \sigma_{k}\right] \\
& -\sum_{i=1}^{n-1} B_{i n}\left[\cos \left(\sigma_{i}+\sum_{k=1}^{n-1} \frac{M_{k}}{M_{n}} \sigma_{k}+\Delta_{i}^{s}\right)-\cos \left(\Delta_{i}^{s}\right)\right]
\end{aligned}
$$

with $H(0,0)=0$.

### 4.4. The Choice of Constants (Parameters)

Suppose $M_{11-1} \ll M_{1}, \ldots$, andM $M_{n-2} \ll M_{n}$. Let us express this condition by introducing a nonzero small parameter $\alpha$ such that

$$
M_{n}:=\frac{M_{n}^{\infty}}{\alpha^{2}}, \quad M_{n-1}:=\bar{M}_{n-1}, \quad \text { and } \quad M_{1}:=\frac{\bar{M}_{1}}{\alpha} \quad 1 \leq i \leq n-2
$$

where the overbarred quantities are of the same order $(O(1))$ and $M_{n}^{\infty}$ is large. Denote

$$
\begin{aligned}
\mu_{1} & =\frac{\bar{M}_{i}}{M_{n}^{\infty}} \quad 1 \leq i \leq n-2 \\
\mu_{n-1} & =\alpha \bar{\mu}_{n-1}=\alpha \frac{\bar{M}_{n-1}}{M_{n}^{\infty}}
\end{aligned}
$$

Note that for an infinite machine (i.e., $M_{n}$ or $M_{n}^{\infty} \rightarrow \infty$ ), we have $\mu_{i} \rightarrow 0,1 \leq i \leq n-1$. We further require that each "large" machine is connected to the $n$-th machine via a "strong" line (see fig 2), i.e., we let

$$
B_{i n}=\frac{\bar{B}_{i}}{\alpha}, \quad 1 \leq i \leq n-2 \quad \text { and } \quad B_{n-1, n}=\bar{B}_{n-1}
$$

Correspondingly let

$$
P_{n}=\frac{\bar{P}_{n}}{\alpha}, \quad P_{i}=\frac{\bar{P}_{i}}{\alpha}, \quad 1 \leq i \leq n-2 \quad \text { and } \quad P_{n-1}=\bar{P}_{n-1} .
$$

Let $\mu=\left(\mu_{1}, \ldots, \mu_{n-2}, \bar{\mu}_{n-1}\right)$, and rewrite the Hamiltonian function as

$$
\begin{align*}
H^{(\mu, a)} & =\sum_{i=1}^{n-2} \frac{1}{2} \frac{\bar{M}_{i}}{\alpha} \omega_{i}^{2}+\frac{1}{2} \bar{M}_{n-1} \omega_{n-1}^{2}+\frac{1}{2} \frac{M_{n}^{\infty}}{\alpha^{2}}\left[\alpha \sum_{k=1}^{n-1} \mu_{k} \omega_{k}\right]^{2} \\
& -\sum_{i=1}^{n-2} \frac{\bar{P}_{i}}{\alpha} \sigma_{i}-\bar{P}_{n-1} \sigma_{n-1}+\frac{\bar{P}_{n}}{\alpha}\left[\sum_{k=1}^{n-1} \alpha \mu_{k} \sigma_{k}\right] \\
& -\sum_{i=1}^{n-2} \frac{\bar{B}_{i}}{\alpha}\left[\cos \left(\sigma_{i}+\alpha \sum_{k=1}^{n-1} \mu_{k} \sigma_{k}+\Delta_{i}^{s}\right)-\cos \left(\Delta_{i}^{s}\right)\right] \\
& -\bar{B}_{n-1}\left[\cos \left(\sigma_{n-1}+\alpha \sum_{k=1}^{n-1} \mu_{k} \sigma_{k}+\Delta_{n-1}^{s}\right)-\cos \left(\Delta_{n-1}^{s}\right)\right] \tag{4.12}
\end{align*}
$$

One may observe from (4.12) that the coupling between subsystems $1, \ldots, n-1$ is due to the states $\delta_{n}$ and $\omega_{n}$ of the $n$-th machine. That is, if $M_{n}^{\infty}=\infty$ then the parameters $\mu_{\mathrm{k}}=0, \mathrm{k}=1, \ldots, \mathrm{n}-1$ and one obtains the decoupled ('unperturbed') Hamiltonian. For notational simplicity let $\mu_{1}=\cdots=\mu_{n-2}=\bar{\mu}_{n-1}=\mu$.

The unperturbed Hamiltonian $(\mu=0)$ is

$$
\begin{align*}
H^{(0, a)}= & \sum_{i=1}^{n-2} \frac{1}{2} \frac{\bar{M}_{i}}{\alpha} \omega_{i}^{2}-\sum_{i=1}^{n-2} \frac{\bar{P}_{i}}{\alpha} \sigma_{i}-\sum_{i=1}^{n-2} \frac{\bar{B}_{i}}{\alpha}\left[\cos \left(\sigma_{i}+\Delta_{i}^{s}\right)-\cos \left(\Delta_{i}^{s}\right)\right]+ \\
& \left\{\frac{1}{2} \bar{M}_{n-1} \omega_{n-1}^{2}-\bar{P}_{n-1} \sigma_{n-1}-\bar{B}_{n-1}\left[\cos \left(\sigma_{n-1}+\Delta_{n-1}^{s}\right)-\cos \left(\Delta_{n-1}^{s}\right)\right]\right\} \tag{4.13}
\end{align*}
$$

We note that the perturbation affects the critical set: the unperturbed system has the point ( $\Delta_{1}^{\mathbf{s}}, \ldots, \Delta_{\mathrm{m}-1}^{\mathrm{z}}, \Omega$ ) as a critical point. But after perturbation this critical point is transformed to the point ( $\delta_{1}^{\mathrm{s}}, \ldots, \delta_{\mathrm{n}-1}^{\mathrm{g}}$, 응 $)$ via equation (4.11). Thus it is necessary to use the Melnikov version developed by Holmes and Marsden [26].

The perturbation parameter is $\mu$ and the purpose of the parameter $\alpha$ is explained as follows. The unperturbed (i.e., $\mu=0$ ) Hamiltonian system describes a system of pendulums with constant forcing. The phase portrait of each of its subsystems is thoroughly discussed in Andronov and Chaikin [ 7, p.293]. Under the assumptions that $\bar{P}_{j}<\bar{B}_{j}, 1 \leq j \leq n-1$, one obtains the phase portrait for each subsystem $j$ as in fig (3).

The parameter $\alpha$ is selected to boost the energy values of the level curves of subsystem $\mathrm{i}, 1 \leq \mathrm{i} \leq \mathrm{n}-2$, compared to the energy values of the level curves of the subsystem $\mathrm{n}-1$. More
precisely let the energy constant of the separatrix (or homoclinic orbit) of subsystem n-1 be $\overline{\mathrm{h}}$. Then one chooses $\alpha$ small enough such that the total (system's) unperturbed Hamiltonian, with an energy constant $h>\bar{h}$ and $h$ close to $\bar{h}$, possesses solution curves which are cross products of one homoclinic orbit (that of subsystem $n-1$ ) and ( $n-2$ ) closed orbits (those of subsystem $i, 1 \leq i \leq n-2$ ).

As a consequence of this choice of parameters, the Hamiltonian system will satisfy the first three conditions of section 2 (i.e., (C1)-(C3)). Also note that the combined subsystems $\mathrm{i}, 1 \leq \mathrm{i} \leq \mathrm{n}-2$ admit, implicitly, action-angle coordinates (see Arnold [12, pp. 285]).

We now scale the perturbed Hamiltonian $H^{(\mu, a)}$, (equation 4.12), by multiplying through by $\left(\frac{\alpha}{\bar{M}_{j}}\right)$, where $\bar{M}_{j}: 1 \leqslant \mathrm{j} \leqslant \mathrm{n}-1$ are of the same order $\left(O(1)\right.$ ) (for clarity, assume all $\bar{M}_{\mathrm{j}}$ are the same). We expand in powers of the small perturbation parameter $\mu$ to obtain the following (expanded) Hamiltonian.

$$
\begin{align*}
\mathrm{H}^{\mu}= & \sum_{i=1}^{n-2} \frac{1}{2} \omega_{i}^{2}-\rho_{1} \sigma_{i}-\beta_{i}\left[\cos \left(\sigma_{1}+\Delta_{i}^{s}\right)-\cos \left(\Delta_{i}^{s}\right)\right] \\
& +\alpha\left[\frac{1}{2} \omega_{n-1}^{2}-\rho_{n-1} \sigma_{n-1}-\beta_{n-1}\left[\cos \left(\sigma_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right)-\cos \left(\Delta_{n-1}^{s}\right)\right]\right] \\
& +\alpha \mu \frac{1}{2}\left[\sum_{i=1}^{n-2} \omega_{i}+\alpha \omega_{n-1}\right]^{2}+\alpha \mu\left[\sum_{i=1}^{n-2} \rho_{n} \sigma_{i}+\alpha \rho_{n} \sigma_{n-1}\right] \\
& +\alpha \mu \sum_{i=1}^{n-2} \beta_{i} \sin \left(\sigma_{i}+\Delta_{i}^{\beta}\right)\left[\sum_{k=1}^{n-2} \sigma_{k}+\alpha \sigma_{n-1}\right]+0\left(\alpha^{2} \mu^{2}\right) \\
& +\alpha^{2} \mu \beta_{n-1} \sin \left(\sigma_{n-1}+\Delta_{n-1}^{\mathrm{s}}\right)\left[\sum_{k=1}^{n-2} \sigma_{k}+\alpha \sigma_{n-1}\right]+0\left(\alpha^{s} \mu^{2}\right) \tag{4.14}
\end{align*}
$$

where $\rho_{\mathrm{k}}=\overline{\mathrm{P}}_{\mathrm{k}} / \overline{\mathrm{M}}_{\mathrm{k}}, \beta_{\mathrm{k}}=\overline{\mathrm{B}}_{\mathrm{k}} / \overline{\mathrm{M}}_{\mathrm{k}}$ and so on.
At this point one may identify the subsystems as follows:
(A) The subsystem ( $\mathrm{n}-1$ ),

$$
\alpha F\left(\sigma_{n-1}, \omega_{n-1}\right)=\alpha\left(\frac{1}{2} \omega_{n-1}^{2}-\rho_{n-1} \sigma_{n-1}-\beta_{n-1}\left[\cos \left(\sigma_{n-1}+\Delta_{n-1}^{s}\right)-\cos \left(\Delta_{n-1}^{s}\right)\right]\right)
$$

(the Hamiltonian of a pendulum with constant forcing), which possesses the homoclinic orbit denoted $\left(\bar{\sigma}_{n-1}, \bar{\omega}_{n-1}\right)$ and shown in fig(4). Let $F\left(\bar{\sigma}_{n-1}, \bar{\omega}_{n-1}\right)=\bar{h}$.
(B) For each i, i=1, .., n-2, the subsystem(i)

$$
G_{i}\left(\sigma_{1}, \omega_{i}\right)=\frac{1}{2} \omega_{i}^{2}-\rho_{1} \sigma_{i}-\beta_{i}\left[\cos \left(\sigma_{i}+\Delta_{i}^{g}\right)-\cos \left(\Delta_{i}^{\mathrm{g}}\right)\right]
$$

which is a nonlinear oscillator with amplitude-dependent frequencies (this is a property of the closed orbits of a pendulum phase portrait (see fig 5 )). Denote a solution curve of the oscillator $i$, which is a projection of a homoclinic orbit of the total unperturbed system on the subspace $i$, by ( $\bar{\sigma}_{i}, \bar{\omega}_{i}$ ).
(AB) Finally we identify the terms of order $\mu$ as a perturbation energy function, $\mathrm{H}^{1}$.

$$
\begin{aligned}
H^{1} & =\frac{1}{2} \alpha\left[\sum_{1=1}^{n-2} \omega_{i}+\alpha \omega_{n-1}\right]^{2}+\alpha\left[\sum_{i=1}^{n-2} \rho_{n} \sigma_{i}+\alpha \rho_{n} \sigma_{n-1}\right] \\
& +\alpha \sum_{i=1}^{n-2} \beta_{1} \sin \left(\sigma_{i}+\Delta_{i}^{g}\right)\left[\sum_{k=1}^{n-2} \sigma_{k}+\alpha \sigma_{n-1}\right]+\alpha^{2} \beta_{n-1} \sin \left(\sigma_{n-1}+\Delta_{n-1}^{g}\right)\left[\sum_{k=1}^{n-2} \sigma_{k}+\alpha \sigma_{n-1}\right]
\end{aligned}
$$

## 5. The Existence of Arnold Diffusion

We now investigate whether the conditions of section 2 can be verified. First one notes that the solutions of each subsystem $i, 1 \leq i \leq n-2$, are all closed orbits. Thus the solutions of the combined ( $n-2$ )-subsystems lie on ( $n-2$ ) dimensional tori and a transformation to actionangle variables is possible. In fact for each subsystem $i$ the action is
$I_{i}\left(\bar{h}_{i}\right)=\frac{1}{\pi} \int_{\sigma_{\min }}^{\sigma_{l_{\max }}}\left[2\left(\bar{h}_{i}+\rho_{i} \sigma_{i}+\beta_{i} \cos \left(\sigma_{i}+\Delta_{i}^{g}\right)\right]^{\frac{1}{2}} d \sigma_{i}\right.$
where

$$
\overline{\mathrm{h}}_{1}:=\mathrm{h}_{\mathrm{i}}-\cos \left(\Delta_{i}^{\beta}\right) \quad, \quad \overline{\mathrm{h}}_{\mathrm{i}}<-\rho_{i}\left(\pi-\Delta_{i}^{g}\right)+\beta_{i} \cos \left(\Delta_{i}^{s}\right)
$$

$h_{i}$ is the energy constant such that $G_{i}\left(\sigma_{i}, \omega_{i}\right)=h_{i}$
$\sigma_{\mathrm{i}_{\max }}\left(\sigma_{\mathrm{i}_{\min }}\right)$ is the maximum (minimum) value of $\sigma_{i}$ at which the energy level curve, $G_{i}\left(\sigma_{i}, \omega_{i}\right)=h_{i}$ crosses the $\sigma_{i}$-axis.

If $\rho_{i}=0$, the integral (5.1.i) may be transformed into an elliptic integral which can be looked up in Integral Tables.

Secondly, the frequencies $\Omega_{i}$ of the closed orbits of each subsystem $i, 1 \leq i \leq n-2$, are amplitude dependent. Therefore one may select energy constants $G_{i}\left(\sigma_{i}, \omega_{i}\right)=h_{i}, 1 \leq i \leq n-2$, such that these frequencies are rationally independent. Thus the first three conditions of section 2 ( (C1). (C2) and (C3) ) are clearly satisfled. Now we seek to satisfy condition (C4), so we compute the Melnikov integrals.

Using the perturbed Hamiltonian $\mathrm{H}^{\mu}$, eqn. (4.14), and evaluating the integrals along a homoclinic orbit ( $\sigma_{1}, \ldots, \bar{\sigma}_{n-1}, \bar{\omega}_{1}, \ldots, \bar{\omega}_{n-1}$ ), one obtains

$$
\begin{align*}
\widetilde{M}_{1}:=\int_{-\infty}^{\infty}\left\{G_{i} H^{1}\right\} d t & =\int_{-\infty}^{\infty}-\bar{\omega}_{i}\left(\alpha\left(-\beta_{i} \cos \left(\bar{\sigma}_{i}+\Delta_{i}^{s}\right)\left[\sum_{k=1}^{n-2} \bar{\sigma}_{k}+\alpha \bar{\sigma}_{n-1}\right]\right)\right. \\
& +\alpha\left[\sum_{j=1}^{n-2} \rho_{j}-\beta_{j} \sin \left(\bar{\sigma}_{j}+\Delta_{j}^{s}\right)\right] \\
& \left.+\alpha^{2}\left(\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right)\right] \\
& +\alpha\left[\sum_{k=1}^{n-2} \bar{\omega}_{k}+\alpha \bar{\omega}_{n-1}\right]\left(\rho_{i}-\beta_{i} \sin \left(\bar{\sigma}_{i}+\Delta_{i}^{s}\right)\right] d t \tag{5.2.i}
\end{align*}
$$

We note that only a product of the oscillators variables (subscripted $i, 1 \leq i \leq n-2$ ) with the homoclinic orbit variables (subscripted ( $n-1$ )) would produce nonvanishing terms.

The Melnikov integral measures the separation between the stable and unstable manifolds by measuring the energy differences along two curves which are, respectively, asymptotic to the invariant torus as $t \rightarrow \infty$ and $t \rightarrow-\infty$. Because these curves need not be close on the torus, the limits of integration must be chosen carefully. Such terms arise from products of oscillator variables in (5.2.i). These terms are zero when the appropriate limits are chosen, and so may be omitted from (5.2.i) - see appendix A (A similar phenomena occurs in the pendulum oscillator example of Holmes and Marsden [26] although they did not discuss it]). Hence the integral of (5.2.i) above reduces to

$$
\begin{aligned}
\widetilde{M}_{i}=\int_{-\infty}^{\infty} & \left\{-\alpha^{2}\left[\frac{d}{d t}\left[\rho_{i}-\beta_{1} \sin \left(\bar{\sigma}_{1}+\Delta_{i}^{s}\right)\right]\right] \bar{\sigma}_{n-1}+\alpha^{2}\left[\rho_{i}-\beta_{i} \sin \left(\bar{\sigma}_{i}+\Delta_{i}^{s}\right)\right] \bar{\omega}_{n-1}\right. \\
& \left.-\alpha^{2}\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right)\right] \bar{\omega}_{1}\right\} d t
\end{aligned}
$$

One may divide by $\alpha^{2}$ to obtain the Melnikov integral independent of the (scaling) parameter $\alpha$. Letting $\widehat{M}_{i}=\frac{\widetilde{M}_{i}}{\alpha^{2}}$.

$$
\begin{align*}
\hat{M}_{i}=\int_{-\infty}^{\infty}\{ & -\left[\frac{d}{d t}\left[\rho_{i}-\beta_{i} \sin \left(\bar{\sigma}_{i}\left(\Omega_{i}\left(t-t_{i}\right)\right)+\Delta_{i}^{j}\right)\right]\right] \bar{\sigma}_{n-1}(t) \\
& +\left[\rho_{i}-\beta_{i} \sin \left(\bar{\sigma}_{i}\left(\Omega_{i}\left(t-t_{i}\right)\right)+\Delta_{i}^{g}\right)\right] \bar{\omega}_{n-1}(t) \\
& \left.-\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}(t)+\Delta_{n-1}^{s}\right)\right] \bar{\omega}_{i}\left(\Omega_{i}\left(t-t_{i}\right)\right)\right\} d t \tag{5.3.i}
\end{align*}
$$

where the variables $\bar{\sigma}_{1}, \bar{\omega}_{i}$ are periodic in $t$, and with (amplitude dependent) frequency $\Omega_{1}$. Note that $\bar{\omega}_{1}\left(\Omega_{1} t\right)=\frac{d}{d t} \bar{\sigma}_{i}\left(\Omega_{1} t\right)$. Similarly, along the sar.ie homoclinic orbit $\left(\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{n-1}, \bar{\omega}_{1}, \ldots, \bar{\omega}_{n-1}\right)$ one computes

$$
\begin{align*}
\widetilde{M}_{n-1}:= & \int_{-\infty}^{\infty}\left\{F, H^{1}\right\} d t \\
= & \int_{-\infty}^{\infty}-\alpha \bar{\omega}_{n-1}\left\{\alpha^{2}\left(-\beta_{n-1} \cos \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right)\left[\sum_{k=1}^{n-2} \bar{\sigma}_{k}+\alpha \bar{\sigma}_{n-1}\right]\right. \\
& \left.+\alpha^{2}\left[\sum_{j=1}^{n-2} \rho_{j}-\beta_{j} \sin \left(\bar{\sigma}_{j}+\Delta_{j}^{g}\right)\right)+\alpha^{s}\left(\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right]\right\} \\
& +\alpha^{2}\left[\sum_{k=1}^{n-2} \bar{\omega}_{k}+\alpha \bar{\omega}_{n-1}\right] \alpha\left(\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] d t . \tag{5.4}
\end{align*}
$$

As before, products of oscillator variables can be omitted and so only a product of variables of subscripts $\{i=1, \ldots n-2\}$ and $\{n-1\}$ contribute to the evaluation of the integrals. Hence the

Melnikov integral reduces to

$$
\begin{aligned}
\widetilde{M}_{n-1}=\int_{-\infty}^{\infty}\{ & -\alpha^{s}\left[\frac{d}{d t}\left(\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right)\right] \sum_{k=1}^{n-2} \bar{\sigma}_{k} \\
& -\alpha^{s}\left[\sum_{j=1}^{n-2}\left(\rho_{j}-\beta_{j} \sin \left(\bar{\sigma}_{j}+\Delta_{j}^{s}\right)\right) \bar{\omega}_{n-1}\right] \\
& \left.+\alpha^{s}\left[\sum_{k=1}^{n-2}\left(\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right) \bar{\omega}_{k}\right]\right\} d t
\end{aligned}
$$

which shows that the Melnikov function can be made independent of $\alpha$, ( $\alpha$ does not affect the transversal zeros), we therefore scale the Melnikov integral as follows. Let $\hat{\mathrm{M}}_{n-1}=\frac{\widetilde{\mathrm{M}}_{n-1}}{\alpha^{3}}$, so

$$
\begin{align*}
\hat{M}_{n-1}=\sum_{k=1}^{n-2} \int_{-\infty}^{\infty}\{ & -\frac{d}{d t}\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] \bar{\sigma}_{k}\left(\Omega_{k}\left(t-t_{k}\right)\right) \\
& +\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] \bar{\omega}_{k}\left(\Omega_{k}\left(t-t_{k}\right)\right) \\
& -\left[\rho_{k}-\beta_{k} \sin \left(\bar{\sigma}_{k}\left(\Omega_{k}\left(t-t_{k}\right)+\Delta_{k}^{s}\right)\right] \bar{\omega}_{n-1}(t)\right\} d t \tag{5.5}
\end{align*}
$$

We may now state the following result.
Theorem 5.1 : Let $h>\bar{h}$ be such that the subsystems $i, 1 \leq i \leq n-2$, possess closed orbits only. If the Melnikov integrals defined by equations (5.3) and (5.5) possess at least one transversal zero, then, for a sufficiently large machine $M_{n}$ (i.e., for $\mu$ sufficiently small), Arnold diffusion arises on the energy level $h$.

Following remark 4 on p. 672 of Holmes and Marsden [26] (which is due to Weinstein) it is noted that transversal intersection of the perturbed stable and unstable manifolds of the invariant tori occurs for almost all Hamiltonian vector fields. We note that our system has a specific vector field even though there is a freedom to change parameters (e.g, $\rho_{j}, \beta_{j}$, etc.). Thus we must test explicitly if the Melnikov integral equations possess transversal zeros. Remark: One may consider the Fourier expansion of the closed curves $\bar{\sigma}_{k}, \bar{\omega}_{k}, k=1, \ldots, n-2$, up to any integer J , as

$$
\begin{aligned}
\bar{\sigma}_{k}\left(\Omega_{k}\left(t-t_{k}\right)\right) & \approx \sum_{j=1}^{J} a_{j} \cos \left(j \Omega_{k}\left(t-\bar{t}_{k}\right)\right) \\
& \approx \sum_{j=1}^{J} a_{j}\left[\cos \left(j \Omega_{k} t\right) \cos \left(j \Omega_{k} \bar{t}_{k}\right)+\sin \left(j \Omega_{k} t\right) \sin \left(j \Omega_{k} \bar{t}_{k}\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{W}_{k}\left(\Omega_{k}\left(t-t_{k}\right)\right) & \approx \sum_{j=1}^{J}-j \Omega_{k} a_{j} \sin \left(j \Omega_{k}\left(t-\bar{t}_{k}\right)\right) \\
& \approx \sum_{j=1}^{J}\left(-j a_{j} \Omega_{k}\right)\left[\sin \left(j \Omega_{k} t\right) \cos \left(j \Omega_{k} \bar{t}_{k}\right)-\sin \left(j \Omega_{k} \bar{t}_{k}\right) \cos \left(j \Omega_{k} t\right)\right] .
\end{aligned}
$$

This expansion seems useful for computational purposes when the unperturbed solutions $\bar{\sigma}_{k}, \bar{w}_{k}$ are not available in a closed analytic form. Of course one should obtain an upper bound on the error for this approximation to be meaningful. In the case when the amplitude of the periodic solutions are very small one can approximate these solutions by the first terms of the Fourier expansion, with some small error term. This is treated next.

## 6. A Restricted Case to Small Oscillations

If one requires that the solution orbits of each unperturbed subsystem $i, 1 \leq i \leq n-2$, is of a sufficiently small order of :nagnitude, then one can derive explicit conditions for a transversal zero.

Consider the original Hamiltonian equation (eqn. 4.12) (before scaling in $\alpha$ ). Assume that $\alpha$ is sufficiently small and that the closed unperturbed solutions of each subsystem $i$, $1 \leq i \leq n-2$, is of order $\alpha$ in magnitude, i.e., one may substitute $\alpha \sigma_{i} \quad$ (respectively, $\alpha \omega_{i}$ ) for $\sigma_{i}$ (respectively, $\omega_{i}$ ) for all $1 \leq i \leq n-2$. Let $\bar{\mu}_{n-1}, \mu_{k}=\mu, k=1, \ldots, n-2$. After cancellations and collections of terms we obtain.

$$
\begin{aligned}
H_{\alpha}^{\mu} & =\alpha \sum_{i=1}^{n-2} \frac{1}{2} \bar{M}_{i} \omega_{i}^{2}+\alpha \sum_{i=1}^{n-2}\left(\frac{\bar{B}_{i}}{2} \cos \left(\Delta_{i}^{\beta}\right) \sigma_{i}^{2}\right) \\
& +\alpha^{2} \sum_{i=1}^{n-2} \bar{B}_{1} \cos \left(\Delta_{i}^{\beta}\right)\left(\sigma_{i}^{n-1} \mu \sigma_{k}\right)+O\left(\alpha^{1} \mu^{s}\right) \\
& +\frac{1}{2} \bar{M}_{n-1} \omega_{n-1}^{2}-\bar{P}_{n-1}\left[\sigma_{n-1}+\alpha \sum_{k=1}^{n-1} \mu \sigma_{k}\right]
\end{aligned}
$$

$$
\begin{aligned}
& -\bar{B}_{n-1}\left[\cos \left(\sigma_{n-1}+\Delta_{n-1}^{s}\right)-\cos \left(\Delta_{n-1}^{s}\right)-\alpha^{2}\left(\sum_{k=1}^{n-1} \mu \sigma_{k}\right) \sin \left(\sigma_{n-1}+\Delta_{n-1}^{s}\right)+O\left(\alpha^{1} \mu^{s}\right)\right] \\
& +\frac{1}{2} \alpha^{2} M_{n}^{\infty}\left[\sum_{k=1}^{n-1} \mu \omega_{k}\right]^{2}
\end{aligned}
$$

where $1=1$ and $s=2$. We may write the Hamiltonian in a scaled form.

$$
\begin{align*}
H_{\alpha}^{\mu} & =\alpha \sum_{j=1}^{n-2} \frac{1}{2} \omega_{i}^{2}+\alpha \sum_{1=1}^{n-2}\left(\beta_{\text {in }} \cos \Delta_{i}^{s}\right) \frac{\sigma_{i}^{2}}{2} \\
& +\alpha^{2} \sum_{j=1}^{n-2} \beta_{\text {mn }} \cos \left(\Delta_{i}^{s}\right)\left(\mu \sigma_{i} \sum_{k=1}^{n-1} \sigma_{k}\right)+O\left(\alpha^{1} \mu^{s}\right) \\
& +\frac{1}{2} \omega_{n-1}^{2}-\bar{\rho}_{n-1}\left[\sigma_{n-1}+\alpha \mu \sum_{k=1}^{n-1} \sigma_{k}\right] \\
& -\beta_{n-1, n}\left[\cos \left(\sigma_{n-1}+\Delta_{n-1}^{s}\right)-\cos \left(\Delta_{n-1}^{s}\right)-\alpha^{2}\left(\mu i \sum_{k=1}^{n-1} \sigma_{k}\right) \sin \left(\sigma_{n-1}+\Delta_{n-1}^{s}\right)+0\left(\alpha^{1} \mu^{s}\right)\right] \\
& +\frac{1}{2} \alpha^{2} \mu\left[\sum_{k=1}^{n-1} \omega_{k}\right]^{2} \tag{6.1}
\end{align*}
$$

This formulation is particularly interesting since it resembles Arnold's first example of "Arnold diffusion" (see Arnold [11]). We shall show that the Hamiltonian, $\mathrm{H}_{\alpha}^{\mu}$ will meet all the requirements of section 2.

One may consider $\mu$ as a perturbation parameter which couples the Hamiltonian system, and a as a small (nonzero) parameter which measures the "size" of the neighborhood of the stable equilibrium point of the decoupled ( $\mu=0$ ) subsystem $i, 1 \leq i \leq n-2$, within which solutions are restricted.

For a fixed $\alpha>0$ set $\mu=0$ to obtain the decoupled system. We note that the nonlinear oscillators are amplitude dependent due to higher order terms in $\alpha$.

Again one may identify the subsystems as follows.
(a) the subsystem n-1 with Hamiltonian

$$
F\left(\sigma_{n-1}, \omega_{n-1}\right):=\frac{1}{2} \omega_{n-1}^{2}-\bar{\rho}_{n-1} \sigma_{n-1}-\beta_{n-1, n}\left[\cos \left(\sigma_{n-1}+\Delta_{n-1}^{s}\right)-\cos \left(\Delta_{n-1}^{s}\right)\right]
$$

possesses a homoclinic orbit $\left(\bar{\sigma}_{n-1}, \bar{\omega}_{n-1}\right)$ of energy level $F\left(\bar{\sigma}_{n-1}, \bar{\omega}_{n-1}\right)=\bar{h}$, and
(b) each subsystem $i, i=1, \ldots, n-2$, with Hamiltonian

$$
\mathrm{G}_{\mathrm{i}}\left(\sigma_{\mathrm{i}}, \omega_{\mathrm{i}}\right)=\alpha\left(\frac{1}{2} \omega_{i}^{2}+\left(\beta_{\mathrm{in}} \cos \left(\Delta_{i}^{\mathrm{B}}\right)\right) \frac{\sigma_{\mathrm{i}}^{2}}{2}\right)+0\left(\alpha^{2}\right)
$$

is a nonlinear oscillator. Note that $O\left(\alpha^{2}\right)$, which is independent of $\mu$, is responsible for the amplitude dependent frequencies of which

$$
\left(\beta_{\text {in }} \cos \left(\Delta_{i}^{\mathrm{g}}\right)\right)^{\text {k/2 }}
$$

is the first term of the Taylor expansion.
(c) The coupling Hamiltonian is the following function of $\mu$ and $\alpha$

$$
\begin{aligned}
& \mathrm{H}_{\mu}^{1}=\mu \mathrm{H}^{1}=\alpha^{2} \sum_{\mathrm{i}=1}^{\mathrm{n}-2} \mu \beta_{\mathrm{m}} \cos \left(\Delta_{i}^{\mathrm{k}}\right) \sigma_{\mathrm{i}} \sum_{\mathrm{k}=1}^{\mathrm{n}-1} \sigma_{\mathrm{k}} \\
& -\alpha \mu \bar{\rho}_{n-1} \sum_{k=1}^{n-1} \sigma_{k}+\alpha^{2} \mu \sum_{k=1}^{n-1} \sigma_{k} \beta_{n-1, n} \sin \left(\sigma_{n-1}+\Delta_{n-1}^{\mathrm{B}}\right) \\
& +\frac{1}{2} \alpha^{2} \mu\left[\sum_{k=1}^{n-1} \omega_{k}\right]^{2}+O\left(\alpha^{1} \mu^{s}\right)
\end{aligned}
$$

where $s=2$ and $1=1$.
We now compute the Melnikov integrals along a homoclinic orbit ( $\bar{\omega}_{1}, \ldots, \bar{\omega}_{n-1}, \bar{\sigma}_{1}, \ldots, \bar{\sigma}_{n-1}$ ).

$$
\begin{align*}
& \text { (1.i) } \widetilde{M}_{i}=\int_{-\infty}^{\infty}\left\{G_{i}, H^{1}\right\} d t \\
& =\int_{-\infty}^{\infty}\left[\bar{\omega}_{1} \cdot\left[-\beta_{\mathrm{in}} \cos \left(\Delta_{\mathrm{j}}^{\mathrm{g}}\right) \sum_{\mathrm{k}=1}^{\mathrm{n}=1} \bar{\sigma}_{\mathrm{k}}\right]+\bar{\omega}_{\mathrm{i}} \cdot\left[-\sum_{\mathrm{j}=1}^{\mathrm{n}-2} \beta_{\mathrm{jn}} \cos \left(\Delta_{\mathrm{j}}^{\mathrm{g}}\right) \bar{\sigma}_{\mathrm{j}}\right]\right. \\
& +\bar{\omega}_{1} \cdot\left[\bar{\rho}_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right)\right] \\
& \left.+\left(\sum_{k=1}^{n-1} \bar{\omega}_{k}\right)\left(\beta_{\text {in }} \cos \left(\Delta_{1}^{\beta}\right) \bar{\sigma}_{1}\right)\right) d t \tag{6.2.i}
\end{align*}
$$

Integrals of products of oscillators (subscripted $1 \leq i \leq n-2$ ) vanish as before, so (6.2.i) reduces to (see appendix A)
$\overline{\mathbb{M}}_{i}=\int_{-\infty}^{\infty}\left[\left(\beta_{i n} \cos \left(\Delta_{i}^{g}\right)\right)\left[-\bar{\omega}_{1} \bar{\sigma}_{n-1}+\bar{\omega}_{n-1} \bar{\sigma}_{i}\right]+\bar{\omega}_{i}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right]\right) d t$
Noting that $\sigma_{i}=A_{k} \sin \left(\Omega_{i} t\right)+O(\alpha)$, first substitute in the Hamiltonian equation (6.1), then
rewrite the Melnikov integral as

$$
\begin{align*}
\tilde{\mathbb{Z}}_{\mathrm{i}} & =\int_{-\infty}^{\infty}\left\{\mathrm{G}_{\mathrm{i}}, \mathrm{H}^{1}\right\} d \mathrm{dt} \\
& =\left(\beta_{\mathrm{in}} \cos \left(\Delta_{i}^{\beta}\right)\left[\left[\bar{\sigma}_{\mathrm{n}-1} A_{i} \cos \left(\Omega_{i} t\right)\right]_{-\infty}^{\infty} \cos \Omega_{i} t_{i}+\left[\bar{\sigma}_{n-1} A_{i} \sin \left(\Omega_{i} t\right)\right]_{-\infty}^{\infty} \sin \Omega_{i} t_{i}\right]\right. \\
& +\left[\int_{-\infty}^{\infty} V_{1}\left\{-\Omega_{i} A_{i} \sin \Omega_{i} t\right\} d t\right] \cos \left(\Omega_{i} \mathrm{t}_{\mathrm{i}}\right) \\
& -\left[\int_{-\infty}^{\infty} \mathrm{V}_{1}\left\{-\Omega_{1} A_{4} \cos \left(\Omega_{i}\right) t\right\} d t\right] \sin \left(\Omega_{i} t_{i}\right) \tag{6.3.i}
\end{align*}
$$

where we have used
$\frac{\mathrm{d}}{\mathrm{dt}} \bar{\sigma}_{1} \bar{\sigma}_{\mathrm{n}-1}=\bar{\omega}_{1} \bar{\sigma}_{\mathrm{n}-1}+\bar{\sigma}_{1} \bar{\omega}_{\mathrm{n}-1}$
and
$V_{1}=-2\left(\beta_{\mathrm{in}} \cos \left(\Delta_{i}^{\mathrm{s}}\right) \bar{\sigma}_{\mathrm{n}-1}+\rho_{\mathrm{n}-1}-\beta_{\mathrm{n}-1, \mathrm{n}} \sin \left(\bar{\sigma}_{\mathrm{n}-1}+\Delta_{\mathrm{n}-1}^{\mathrm{s}}\right)\right.$.
Similarly, one computes the following Melnikov integral
(2) $\tilde{N}_{n-1}=\int_{-\infty}^{\infty}\left\{F, H^{1}\right\} d t$

$$
\begin{align*}
& =\int_{-\infty}^{\infty}\left(\overline { \omega } _ { n - 1 } \cdot \left[-\beta_{n-1, n} \cos \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right) \sum_{k=1}^{n-1} \bar{\sigma}_{k}-\sum_{j=1}^{n-2}\left(\beta_{j n} \cos \Delta_{j}^{\beta}\right) \bar{\sigma}_{j}\right.\right. \\
& +\left(\bar{\rho}_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right)\right] \\
& -\left(\sum_{k=1}^{n-1} \bar{\omega}_{k}\right) \cdot\left(\bar{\rho}_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right)\right] d t \tag{6.4}
\end{align*}
$$

which, with $\rho_{\mathrm{n}-1}:=\bar{\rho}_{\mathrm{n}-1}$ and $\beta_{\mathrm{n}-1}:=\beta_{\mathrm{n}-1, \mathrm{n}}$, reduces to (see appendix A)

$$
\begin{aligned}
\mathbb{\mathbb { X }}_{n-1}=\sum_{k=1}^{n-2} \int_{-\infty}^{\infty} & \left(\frac{d}{d t}\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{s}}\right)\right] \bar{\sigma}_{k}\right. \\
& \left.-\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{s}}\right)\right] \bar{\omega}_{k}-\beta_{k n} \cos \left(\Delta_{k}^{s}\right) \bar{\omega}_{n-1} \bar{\sigma}_{k}\right) d t
\end{aligned}
$$

by direct computations and noting that $\sigma_{k}\left(t-t_{k}\right)=A_{k} \cos \left(t-t_{k}\right)$. one obtains

$$
\begin{align*}
\hat{\mathbf{N}}_{n-1}=\sum_{k=1}^{n-2} \quad & \left(\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right)\right] A_{k} \cos \Omega_{k} t\right]_{-\infty}^{\infty} \cos \Omega_{k} t_{k} \\
& \left.+\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{B}}\right)\right] A_{k} \sin \Omega_{k} t\right)_{-\infty}^{\infty} \sin \Omega_{k} t_{k} \\
& +2\left(\int_{-\infty}^{\infty}\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] \Omega_{k} A_{k} \sin \Omega_{k} t d t\right) \cos \Omega_{k} t_{k} \\
& -2\left[\int_{-\infty}^{\infty}\left[\rho_{n-1}-\beta_{n-1} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{g}\right)\right] \Omega_{k} A_{k} \cos \Omega_{k} t d t\right) \sin \Omega_{k} t_{k} \\
& -\left(\int_{-\infty}^{\infty}\left(\beta_{k n} \cos \left(\Delta_{k}^{g}\right)\right) \bar{\omega}_{n-1} A_{k} \cos \left(\Omega_{k} t\right) d t\right) \cos \left(\Omega_{k} t_{k}\right) \\
& -\left(\int_{-\infty}^{\infty}\left(\beta_{k m} \cos \left(\Delta_{k}^{g}\right)\right) \bar{\omega}_{n-1} A_{k} \sin \left(\Omega_{k} t\right) d t\right) \sin \left(\Omega_{k} t_{k}\right) \tag{6.5}
\end{align*}
$$

From appendix (A) and eqn. (6.3.i) one obtains

$$
\begin{equation*}
\tilde{M}_{1}\left(t_{1}\right)=a_{i 1} \cos \Omega_{1} t_{1}+b_{11} \sin \Omega_{1} t_{1} \tag{6.6.i}
\end{equation*}
$$

where $a_{11}, b_{11}$ are nonzero constants for all except a discrete set of frequencies $\Omega_{i}$. Thus, $\mathbb{N}_{1}$ has isolated zeros in $t_{1}$ (two in each period $2\left(\frac{\pi}{\Omega_{1}}\right)$ ) Also at these (isolated) discrete zeros,
$\frac{\partial \mathbb{M}_{1}}{\partial t_{i}} \neq 0$. Indeed, we set $\widetilde{\mathbb{M}}_{i}=0$ in (6.6.i) to obtain

$$
\begin{equation*}
\tan \left(\Omega_{1} t_{1}^{*}\right)=-\frac{a_{11}}{b_{11}} \tag{6.7.1}
\end{equation*}
$$

Let us define $\sin \left(\Omega_{1} t_{i}^{\circ}\right)=-\frac{a_{i 1}}{\left[a_{11}^{2}+b_{11}^{2}\right]^{K}}$. Eqn (6.7.i) gives

$$
\begin{equation*}
\Omega_{1} t_{1}^{\circ}=-\tan ^{-1}\left(\frac{a_{11}}{b_{i 1}}\right)+\bmod (\pi) \tag{6.8.i}
\end{equation*}
$$

Thus

$$
\begin{aligned}
& \frac{\partial \widehat{\mathbb{M}}_{i}}{\partial t_{1}}\left(t_{i}^{*}\right)=-a_{i 1} \Omega_{1} \sin \Omega_{1} t_{i}^{*}+\Omega_{i} b_{i 1} \cos \Omega_{i} t_{i}^{*} \\
& \frac{\partial \mathbb{M}_{1}}{\partial t_{1}}\left(t_{i}^{*}\right)=\Omega_{i}\left[\sqrt{a_{i 1}^{2}+b_{1 i}^{2}}\right] \neq 0
\end{aligned}
$$

Therefore, for almost all frequencies $\Omega_{i}, \mathbb{M}_{i}\left(t_{i}\right)=0$ and $\frac{\partial \mathbb{\mathbb { M }}_{i}}{\partial t_{i}}\left(t_{i}\right) \neq 0$ on the set $\left\{t_{1} \cdot \varepsilon R \mid(6.8 . i)\right.$ is satisfied $\}$

From appendix $A$ and equation (6.5) it follows that
$\mathbb{N}_{n-1}\left(t_{1}, \ldots, t_{n-9}, t_{n-2}\right)=\sum_{k=1}^{n-2} a_{n-1, k} \cos \left(\Omega_{k} t_{k}\right)+b_{n-1, k} \sin \left(\Omega_{k} t_{k}\right)$
where $a_{n-1, k}, b_{n-1, k}$ are nonzero for all $k, 1 \leq k \leq n-2$.
To obtain a transversal zero for the ( $n-2$ )-vector we observe that

$$
\tilde{\mathbb{M}}\left(t_{1}, \ldots, t_{n-2}\right)=\left(\widetilde{\mathbb{M}}_{1}, \ldots, \tilde{\mathbb{M}}_{n-3}, \widetilde{\mathbb{M}}_{n-1}\right)^{t}
$$

has the Jacobian determinant

$$
\begin{equation*}
\operatorname{det}[D \mathbb{M}]=\prod_{k=1}^{n-8} \frac{\partial \tilde{\mathbb{M}}_{k}}{\partial t_{k}} \cdot \frac{\partial \tilde{M}_{n-1}}{\partial t_{n-2}} \tag{6.11}
\end{equation*}
$$

This follows since $\mathbb{X}_{k}$ is a function only of $t_{k}, k=1, \ldots, n-3$, hence the Jacobian matrix $D \hat{M}$ is a lower triangular matrix. Thus, if a transversal zero $t_{k}^{*}$ of each $\mathrm{X}_{\mathrm{k}}, \mathrm{k}=1, \ldots, \mathrm{n}-3$ is substituted into (5.10), then one would only require that the Melnikov function of (6.10) possess a transversal zero in the variable $t_{n-1}$. In this way, (6.11) will be trivially satisfied and it then follows that the vector has a transversal zero.

To establish these claims, First substitute in (6.10) the transversal zeros $\mathrm{t}_{1}^{*}, \mathrm{t}_{2}^{*}, \ldots, \mathrm{t}_{\mathrm{n}-\mathrm{s}}^{*}$ of $X_{k}, k=1, \ldots, n-3$ and obtain

$$
\mathbb{N}_{n-1}=a_{n-1, n-2} \cos \Omega_{n-2} t_{n-2}+b_{n-1, n-2} \sin \Omega_{n-2} t_{n-2}+\sum_{k=1}^{n-9} \frac{a_{n-1, k} b_{k 1}-b_{n-1, k} a_{k 1}}{\left(a_{k 1}^{2}+b_{k 1}^{2}\right)^{\frac{1}{2}}}
$$

where we have used the following two equalities obtained from equation (6.7),

$$
\sin \left(\Omega_{k} t_{k}^{0}\right)=-\frac{a_{k 1}}{\left(a_{k 1}^{2}+b_{k 1}^{2}\right)^{\frac{1}{2}}} \text { and } \cos \left(\Omega_{k} t_{k}^{0}\right)=+\frac{b_{k 1}}{\left(a_{k 1}^{2}+b_{k 1}^{2}\right)^{\frac{1}{2}}}
$$

Thus for $\mathbb{M}_{n-1}=0$, one requires

$$
\left[\begin{array}{ll}
a_{n-1, n-2} & b_{n-1, n-2}
\end{array}\right]\left[\begin{array}{c}
\cos \Omega_{n-2} t_{n-2}  \tag{6.12}\\
\sin \left(\Omega_{n-2} t_{n-2}\right.
\end{array}\right]=\sum_{k=1}^{n-3}-\frac{a_{k 1} b_{n-1, k}-b_{k 1} a_{n-1, k}}{\left(a_{k 1}^{2}+b_{k 1}^{2}\right)^{\frac{1}{2}}}
$$

Taking derivatives of (6.10) with respect to $t_{n-2}$,
$\frac{\partial \tilde{\mathrm{N}}_{n-1}}{\partial t_{n-2}}=\Omega_{n-2}\left[b_{n-1, n-2} \quad-a_{n-1, n-2}\right]\left[\begin{array}{l}\cos \Omega_{n-2} t_{n-2} \\ \sin \Omega_{n-2} t_{n-2}\end{array}\right]$
To ensure that (6.13) does not vanish, we require that
$\left[\begin{array}{l}\cos \Omega_{n-2} t_{n-2} \\ \sin \Omega_{n-2} t_{n-2}\end{array}\right] \neq k_{1}\left[\begin{array}{l}a_{n-1, n-2} \\ b_{n-1, n-2}\end{array}\right]$
where $k_{1} \varepsilon R$, thus
Theorem 6.1 : If equations (6.12) and (6.14) are satisfied for some ( $t_{n-2}$ ) then, ior a sufficiently large $n$-th machine ( $M_{n}$ ), Arnold diffusion arises in the Hamiltonian system (6.1) on every energy level $h>\bar{h}$ and $h$ is near $\bar{h}$.

We note that equations (6.12) and (6.14) are in fact satisfied by discrete values of $t_{n-2}$.
If one requires that the sum in (6.12) vanishes, one obtains the following condition,

$$
\left[\begin{array}{l}
\cos \Omega_{n-2} t_{n-2} \\
\sin \Omega_{n-2} t_{n-2}
\end{array}\right]=k_{2}\left[\begin{array}{c}
b_{n-1, n-2} \\
-a_{n-1, n-2}
\end{array}\right]
$$

where $k_{2}$ is a nonzero real constant. Then equation (6.13) becomes

$$
\frac{\partial M_{n-1}}{\partial t_{n-1}}=k_{2} \Omega_{n-2}\left[\left(b_{n-1, n-2}\right)^{2}+\left(a_{n-1, n-2}\right)^{2}\right] \neq 0
$$

Therefore a sufficient condition for the Melnikov vector to possess a transversal zero is

$$
\begin{equation*}
\sum_{k=1}^{n-3} \frac{a_{k 1} b_{n-1, k}-b_{k 1} a_{n-1, k}}{\left(a_{k 1}^{2}+b_{k 1}^{2}\right)^{\frac{1}{2}}}=0 \tag{AA}
\end{equation*}
$$

or equivalently (using equation (6.12))

$$
\begin{equation*}
\tan \left(\Omega_{n-2} t_{n-2}\right)=-\frac{a_{n-1, n-2}}{b_{n-1, n-2}} \tag{BB}
\end{equation*}
$$

We state the following

Corollary: If equation (AA), (or (BB)), holds, then for sufficiently large machine ( $M_{n}$ ), Arnold diffusion arises in the Hamiltonian system (6.1) on infinitely many energy levels $h>\overline{\mathrm{h}}$.

## 7. Conclusions

Theorems 5.1 and 6.1 can be extended to the case when the small parameter $\varepsilon$ (see section 4.) is nonzero. This is possible as long as $\varepsilon$ is in the order of $\mu^{2}$ (i.e., $O(\varepsilon)=O\left(\mu^{2}\right)$ ) and thus it will have no effect on the existence of transversal zeros. This follows since the Melnikov method respects only the first terms of a perturbed solution expansion in a power series in $\mu$.

Our results ensure the presence of horseshoes (and hence chaotic orbits) in the special case of the two degree of freedom swing equations (three machines). This is similar to the case considered by Kopell and Washburn [29].

Holmes and Marsden [26] have developed a technique which may be employed to show that, on certain energy surfaces, Arnold diffusion can survive suitable positive and negative damping perturbations. It would be interesting to see if this technique can be applied in the case of the linear damping of the swing equations (i.e., $D_{i} \neq 0$ ).

We finally summarize our conclusions and suggestions for future work in the following. (A) Theoretical work: (1) In Melnikov integrals for $n$ degree of freedom systems terms due only to products of oscillators may arise. These terms are not a measure of the separation between stable and unstable manifolds. They, rather, measure asynchronous distance between the oscillators. This phenomena, found by the present authors, needs to be explored more systematically.
(2) The Melnikov approach can be extended to consider more terms in the approximation of the separation between the stable and unstable manifolds. This seems appropriate from applications point of view since it is tuned for computations. (3) Allowing for certain positive and negative damping in the theory of Arnold diffusion has been mentioned in Holmes and Marsden [25,26]. The affects of damping needs to be explored
for the case of the classical model of power systems.
(B) Applications: (1) Many model systems in the physical sciences and engineering exist which satisfy the conditions of the theorems on chaotic behavior or Arnold diffusion. One needs to test for the presence of complicated dynamics of these models. For example, a study of the Josephson junction circuit (with negligible damping) can be conducted on similar lines to our approach.
(2) Computer simulations would verify the presence of complex irrugular dynamics in the swing equations under the conditions provided in section 4. Moreover they would display these dynamies for possible further studies. In the case of periodic but not necessarily small oscillators, tests can be conducted computationally.
(3) The effects of a small amount of damping should be stidied. This allows for a more realistic modeling of many engineering systems.
(4) For large perturbations (large $\mu$ ) one can get many other effects, such as collision of non-resonant tori (see [1] and the references therein). The systematic exploration of these would be useful for many engineering systems in general and power systems in specific.

## B. Appendix A

The simplification of the Melnikov integrals for small amplitude oscillations

We perform explicit calculations to first show that the integrals of a product of variables of oscillators over the infinite integral domain vanish. Second we show that integrals of products of oscillator variables with the homoclinic orbit variables (subscripted $n-1$ ) result in equations (6.6.i) and (6.10).

Equation (6.6.i) Case 1 Products of Oscillator Variables
From equation (6.2.i) we note that the products of oscillator variables are composed of the following basic integral.

$$
\begin{equation*}
\Psi=\int_{-\infty}^{\infty} \bar{\omega}_{i}\left(t-t_{i}\right) \bar{\sigma}_{k}\left(t-t_{k}\right) d t \tag{A.1}
\end{equation*}
$$

where the bar denotes the unperturbed solutions given by

$$
\begin{aligned}
& \alpha \bar{\sigma}_{k}(t)=\alpha A_{k} \cos \Omega_{k} t+O\left(\alpha^{2}\right) \\
& \alpha \bar{\omega}_{i}(t)=-\alpha A_{j} \Omega_{j} \sin \Omega_{j} t+O\left(\alpha^{2}\right)
\end{aligned}
$$

where $\alpha$ is sufficiently small. Perform a change of integration variables on (A.1) and obtain

$$
\Psi=\int_{-\infty}^{-} \bar{\omega}_{i}\left(\tau+t_{k}-t_{j}\right) \bar{\sigma}_{k}(\tau) \mathrm{d} \tau
$$

For $i=k$. $\quad t_{k}=t_{i} \quad$ and so

$$
\begin{aligned}
\Psi & =\int_{-\infty}^{\infty} \bar{\omega}_{i}(\tau) \bar{\sigma}_{k}(\tau) \mathrm{d} \tau=\int_{-\infty}^{\infty}-\mathrm{A}_{k}^{2} \Omega_{\mathrm{k}} \sin \left(\Omega_{\mathrm{k}} \tau\right) \cos \left(\Omega_{\mathrm{k}} \tau\right) \mathrm{d} \tau \\
& =\mathrm{C}_{\mathrm{k}} \int_{-\infty}^{\infty} \frac{1}{2} \sin \left(2 \Omega_{\mathrm{k}} \tau\right) \mathrm{d} \tau=\lim _{\mathrm{L} \rightarrow \infty} \frac{\mathrm{C}_{\mathrm{k}}}{2}[\cos (\mathrm{~L})-\cos (-\mathrm{L})]=0
\end{aligned}
$$

Note that we have substituted the first terms of the expressions for the unperturbed solutions. The error terms, $O\left(\alpha^{2}\right)$ are included in the higher order terms that do not affect the Melnikov integrals. To see this, first substitute the small oscillation variables in the Hamiltonian function and thus the $O\left(\alpha^{2}\right)$ term will be collected with the higher order terms. Now rewrite the Melnikov integrals.

For $k \neq i$, let $t_{i}^{*}=t_{k}-t_{i j}$, then

$$
\begin{aligned}
\Psi & =\int_{-L}^{L}-A_{1} A_{k} \Omega_{1} \sin \Omega_{1}\left(\tau+t_{i}^{*}\right) \cos \left(\Omega_{k} \tau\right) d \tau \\
& =\frac{-A_{1} A_{k} \Omega_{i}}{2} \int_{-L}^{L}\left[\sin \left[\left(\Omega_{i}+\Omega_{k}\right) \tau+\Omega_{i} t_{i}^{*}\right]+\sin \left[\left(\Omega_{i}-\Omega_{k}\right) \tau+\Omega_{i} t_{i}^{*}\right]\right] d \tau
\end{aligned}
$$

To obtain conditional convergence and for a fixed $i$ and $k$, write

$$
\begin{aligned}
\Psi & =A_{j} A_{k} \frac{\Omega_{i}}{2} \lim _{L \rightarrow \infty}\left\{\left.\frac{\cos \left[\left(\Omega_{i}+\Omega_{k}\right) \tau+\Omega_{i} t_{i}^{*}\right]}{\Omega_{1}+\Omega_{k}} \right\rvert\, L_{L}\right. \\
& \left.\left.+\frac{\cos \left[\left(\Omega_{i}-\Omega_{k}\right) \tau+\Omega_{i} t_{i}^{*}\right]}{\Omega_{i}-\Omega_{k}} \right\rvert\, \frac{L}{L}\right\}
\end{aligned}
$$

Let

$$
\Psi_{1}=\left.\frac{\cos \left[\left(\Omega_{1}+\Omega_{k}\right) \tau+\Omega_{i} t_{\mathrm{N}}^{\prime}\right]}{\Omega_{\mathrm{i}}+\Omega_{k}}\right|_{L} ^{L}
$$

and

$$
\Psi_{2}=\left.\frac{\cos \left[\left(\Omega_{i}-\Omega_{k}\right) \tau+\Omega_{j} t_{i}^{*}\right]}{\Omega_{i}-\Omega_{k}}\right|_{-L}
$$

We claim that there is a sequence $L_{n}$ of values of $L$ converging to $\infty$ such that $\Psi=0$.
To see this, write

$$
\begin{aligned}
\Psi_{1} & =\frac{1}{\left(\Omega_{j}+\Omega_{k}\right)}\left\{\cos \left[\left(\Omega_{i}+\Omega_{k}\right) L\right] \cos \Omega_{i_{i}} t_{i}^{*}-\sin \left[\left(\Omega_{i}+\Omega_{k}\right)\right] \sin \Omega_{i} t_{i}^{*}\right. \\
& \left.\left.-\left(\cos \left[-\left(\Omega_{i}+\Omega_{k}\right) L\right] \cos \Omega_{i} t_{i}^{*}-\sin \left[-i \Omega_{i}+\Omega_{k}\right) L\right] \sin \Omega_{i} t_{i}^{*}\right]\right\} \\
& =\frac{1}{\left(\Omega_{i}+\Omega_{k}\right)}\left\{-2 \sin \left[\left(\Omega_{i}+\Omega_{k}\right) L\right] \sin \Omega_{i} t_{j}^{*}\right\}
\end{aligned}
$$

Similarly

$$
\begin{aligned}
\Psi_{2} & =\frac{1}{\left(\Omega_{i}-\Omega_{k}\right)}\left\{\cos \left[\left(\Omega_{i}-\Omega_{k}\right) L\right] \cos \Omega_{1} t_{i}^{*}-\sin \left[\left(\Omega_{i}-\Omega_{k}\right)\right] \sin \Omega_{i} t_{i}^{*}\right. \\
& \left.-\left(\cos \left[-\left(\Omega_{i}-\Omega_{k}\right) L\right] \cos \Omega_{i} t_{i}^{*}-\sin \left[-\left(\Omega_{i}-\Omega_{k}\right) L\right] \sin \Omega_{i} t_{i}^{*}\right]\right\} \\
& =\frac{1}{\left(\Omega_{i}-\Omega_{k}\right)}\left\{-2 \sin \left[\left(\Omega_{i}-\Omega_{k}\right) L\right] \sin \Omega_{i} t_{i}^{*}\right\}
\end{aligned}
$$

Then consider

$$
\begin{aligned}
\bar{\Psi} & =\left(\Omega_{i}+\Omega_{k}\right)\left(\Omega_{i}-\Omega_{k}\right) \Psi \\
& =A\left\{\left(\Omega_{i}-\Omega_{k}\right) \sin \left[\left(\Omega_{i}+\Omega_{k}\right) L\right]+\left(\Omega_{i}+\Omega_{k}\right) \sin \left[\left(\Omega_{1}-\Omega_{k}\right) L\right]\right\} \sin \Omega_{i} t_{i}^{*} \\
\bar{\Psi} & =A \sin \Omega_{i_{i}} t_{i}^{*}\left\{\left(\Omega_{1}-\Omega_{k}\right)\left[\sin \Omega_{i} L_{\mathrm{i}} \cos \Omega_{k} L+\cos \Omega_{i} L \sin \Omega_{k} L\right]\right. \\
& \left.+\left(\Omega_{i}+\Omega_{k}\right)\left[\sin \Omega_{1} L \cos \Omega_{k} L-\cos \Omega_{i} L \sin \Omega_{k} L\right]\right\} \\
\bar{\Psi} & =A \sin \Omega_{i} t_{i}\left\{\sin \Omega_{i} L \cos \Omega_{k} L\left(\Omega_{i}-\Omega_{k}+\Omega_{i}+\Omega_{k}\right)\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.+\cos \Omega_{\mathrm{i}} L \sin \Omega_{k} L\left(\Omega_{i}-\Omega_{k}-\Omega_{i}-\Omega_{k}\right)\right\} \\
=2 A \sin \Omega_{i} t_{\mathrm{i}} \cdot\left\{\Omega_{\mathrm{i}}\left(\sin \Omega_{i} L \cos \Omega_{k} L\right)-\Omega_{k}\left(\cos \Omega_{\mathrm{i}} L \sin \Omega_{k} L\right)\right\}
\end{gathered}
$$

Consider the quantity in braces

$$
\left\{\Omega_{\mathrm{i}} \sin \Omega_{\mathrm{i}} \mathrm{~L} \cos \Omega_{\mathrm{k}} \mathrm{~L}-\Omega_{\mathrm{k}} \cos \Omega_{\mathrm{i}} \mathrm{~L} \sin \Omega_{\mathrm{k}} \mathrm{~L}\right\}
$$

which we equate with zero and obtain

$$
\tan \left(\Omega_{i} \mathrm{~L}\right)=\frac{\Omega_{\mathrm{k}}}{\Omega_{\mathrm{i}}} \tan \left(\Omega_{\mathrm{k}} \mathrm{~L}\right)
$$

A simple sketch of these functions shows that there exist a sequence $L_{n}$ of time, $L_{n} \rightarrow \infty$ values at which the equality holds. (Rational independence of the frequencies is sufficient for the existence of this sequence).

Case 2 A product of a homoclinic and oscillator variables
The basic product components of the Melnikov integral (6.2.i) are as follows

$$
\begin{align*}
& \int_{-\infty}^{\infty} \bar{\omega}_{1}\left(\tau-\mathrm{t}_{1}\right) \bar{\sigma}_{\mathrm{n}-1}(\tau) \mathrm{d} \tau  \tag{A.2a}\\
& \int_{-\infty}^{\infty} \bar{\omega}_{\mathrm{n}-1}(\tau) \bar{\sigma}_{1}\left(\tau-\mathrm{t}_{1}\right) \mathrm{d} \tau  \tag{A.2b}\\
& \int_{-\infty}^{\infty} \bar{\omega}_{1}\left(\tau-\mathrm{t}_{1}\right) \dot{\bar{\omega}}_{\mathrm{n}-1}(\tau) \mathrm{d} \tau \tag{A.2c}
\end{align*}
$$

where $t_{i}$ is the initial phase.
$\left(\right.$ A.2c) $=\lim _{\mathrm{L} \rightarrow \infty}\left\{\left[\bar{\omega}_{\mathrm{i}}\left(\tau-\mathrm{t}_{\mathrm{i}}\right) \bar{\omega}_{\mathrm{n}-1}(\tau)\right]_{-\mathrm{L}}^{\mathrm{L}}-\int_{-\mathrm{L}}^{\mathrm{L}} \bar{\omega}_{\mathrm{i}} \bar{\omega}_{\mathrm{n}-1} \mathrm{~d} \tau\right\}$
Noting that $\lim _{\mathrm{L} \rightarrow \infty} \bar{\omega}_{\mathrm{n}-1}( \pm \mathrm{L})=0$ (the velocity component of the saddle of the homoclinic orbit equals zero), then
(A.2.c) $=\lim _{L \rightarrow \infty}\left\{-\int_{-L}^{L} \dot{\bar{\omega}}_{i} \bar{\omega}_{n-1} d \tau\right\}$

$$
=\lim _{\mathrm{L} \rightarrow \infty}-\left\{\left[\dot{\bar{\omega}}_{1}\left(\tau-\mathrm{t}_{1}^{*}\right) \bar{\sigma}_{\mathrm{n}-1}(\tau)\right]_{-\mathrm{L}}^{\mathrm{L}}-\int_{-\mathrm{L}}^{\mathrm{L}} \frac{\mathrm{~d}}{\mathrm{~d} \tau} \dot{\bar{\omega}}_{\mathrm{i}}\left(\tau-t_{i}^{0}\right) \bar{\sigma}_{\mathrm{n}-1}(\tau) \mathrm{d} \tau\right\}
$$

Again the first limit goes to zero. First note that

$$
\begin{aligned}
\bar{W}_{i}\left(\tau-t_{i}^{\circ}\right) & =-A_{i} \Omega_{i} \sin \left(\Omega_{i}\left(\tau-t_{i}^{\circ}\right)\right) \\
& =\bar{\omega}_{i}(\tau) \cos \left(\Omega_{i} t_{i}^{\circ}\right)+\Omega_{1} \bar{\sigma}_{i}(\tau) \sin \Omega_{i} t_{i}^{*}
\end{aligned}
$$

and
$\bar{\sigma}_{1}\left(\tau-t_{i}^{*}\right)=A_{i} \cos \left(\Omega_{i}\left(\tau-t_{i}^{*}\right)\right)=\left[\bar{\sigma}_{1}(\tau) \cos \left(\Omega_{i} t_{i}^{*}\right)+\frac{1}{\Omega_{i}} \bar{\omega}_{i}(\tau) \sin \left(\Omega_{i} t_{i}{ }^{\circ}\right)\right]$
where we negle sted the error terms which do not affect the Melnikov integrals. Then the first term of (A.2c) biecomes

$$
\begin{aligned}
& \lim _{L \rightarrow \infty} \bar{\sigma}_{n-1}(\tau) \dot{\bar{\omega}_{1}}\left(\tau-t_{i}^{*}\right)\left|\frac{L}{L}=-\Omega_{1}^{2} \lim _{M \rightarrow \infty} \bar{\sigma}_{n-1}(\tau) \bar{\sigma}_{i}\left(\tau-t_{i}^{0}\right)\right| \begin{array}{c}
\frac{M+t_{i}^{0}}{\Omega_{1}} \\
\frac{-M+t_{i}^{0}}{\Omega_{1}}
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& =\lim _{M \rightarrow \infty} A_{i} A_{i}\left[\bar{\sigma}_{a-1}\left(\frac{M+t_{i}^{+}}{\Omega_{1}}\right)-\bar{\sigma}_{n-1}\left(\frac{-M+t_{i}^{*}}{\Omega_{1}}\right)\right] \cos M \tag{A.3}
\end{align*}
$$

where we wrote $A_{1} \cos \Omega_{1} \tau$ for $\bar{\sigma}_{i}(\tau)$. Note that $\bar{\sigma}_{n-1}$ is the component of the homoclinic orbit such that
$\lim _{M \rightarrow \infty} \bar{\sigma}_{n-1}( \pm M)=\bar{\sigma}_{n-1}( \pm \infty)=\left(\pi-2 \Delta_{n-1}^{\mathrm{g}}\right)$,
where the saddle point is ( $\pi-2 \Delta_{n-1}^{\mathbf{s}}, 0$ ), and hence (A.3) vanishes. Therefore,

$$
\begin{aligned}
(\mathrm{A} .2 \mathrm{c}) & =\int_{-\infty}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} \tau} \dot{\bar{\omega}}_{\mathrm{i}}\left(\tau-\mathrm{t}_{1}\right) \bar{\sigma}_{\mathrm{n}-1}(\tau) \mathrm{d} \tau=-\Omega_{1}^{2} \int_{-\infty}^{\infty} \bar{\omega}_{\mathrm{i}}\left(\tau-\mathrm{t}_{1}\right) \bar{\sigma}_{\mathrm{n}-1}(\tau) \mathrm{d} \tau \\
& =-\Omega_{1}^{2}(\text { A.2a }) .
\end{aligned}
$$

Thus the basic terms are those of (A.2a) and (A.2b).
The integral of (A.2b) is treated the same way,

$$
\begin{equation*}
-\int_{-\infty}^{\infty} \bar{\sigma}_{n-1}(\tau) \bar{\omega}_{1}\left(\tau-t_{i}^{*}\right) d \tau \tag{A.4}
\end{equation*}
$$

where the first term vanishes (see A.3) and hence (A.4) reduces to (the negative of) the integral in (A.2a). Thus

$$
\begin{aligned}
(\mathrm{A} .2 \mathrm{a})=\int_{-\infty}^{\infty} \bar{\omega}_{\mathrm{i}}\left(\tau-\mathrm{t}_{i}^{*}\right) \bar{\sigma}_{\mathrm{n}-1}(\tau) \mathrm{d} \tau & =\left\{\int_{-\infty}^{\infty} \bar{\sigma}_{\mathrm{n}-1}(\tau) \bar{\omega}_{\mathrm{i}}(\tau) \mathrm{d} \tau\right\} \cos \Omega_{i} \mathrm{t}_{i}^{*} \\
& +\left\{\Omega_{i} \int_{-\infty}^{\infty} \bar{\sigma}_{\mathrm{n}-1}(\tau) \bar{\sigma}_{i}(\tau) \mathrm{d} \tau\right\} \sin \Omega_{i} \mathrm{t}_{\mathrm{i}}^{*}
\end{aligned}
$$

where each integral in the braces is well-defined and is a nonzero constant for all except a discrete set of $\Omega_{1}$ (see Kopell and Washburn [29] or Holmes and Marsden [27]).

Collecting terms and noting that the coefficients of these integrals are different due to the different parameters $M_{j}, B_{j}$ etc., one obtains the following

$$
\mathbb{K}_{i}\left(t_{i}\right)=a_{i 1} \cos \Omega_{i} t_{i}^{*}+b_{i 1} \sin \Omega_{i} t_{i}^{*}
$$

where $a_{i 1}$ and $b_{i 1}$ are nonzero constants for all except a discrete set of $\Omega_{i}$.

## Equation (6.10)

The terms of the integrand of equation (6.4) are composed of the following expressions.
$\frac{d}{d t}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] \partial_{n-1}$
$\frac{d}{d t}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] \bar{\sigma}_{k} \quad 1 \leq k \leq n-2$
$\bar{\omega}_{\mathrm{n}-1} \bar{\sigma}_{\mathrm{k}} \quad 1 \leq \mathrm{k} \leq \mathrm{n}-2$
$\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\mathcal{J}_{n-1}+\Delta_{n-1}^{s}\right)\right] \bar{\omega}_{n-1}$
$\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] \bar{\omega}_{k}=(\dot{\bar{\omega}} n-1) \bar{\omega}_{k}$

We first consider the terms with vanishing integrals over the infinite domains; namely (A.5.a) and (A.5.d).

Consider the integral of (A.5.a) and perform integration by parts.

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \frac{d}{d t}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{\mathrm{g}}\right)\right] \bar{\sigma}_{n-1} d \tau \\
& \quad=\lim _{N \rightarrow \infty}\left\{\bar{\sigma}_{n-1}(\tau)\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}(\tau)+\Delta_{n-1}^{\mathrm{s}}\right)\right] \mid{ }_{-N}^{N}\right. \\
& \left.\quad-\int_{-L}^{L}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}(\tau)+\Delta_{n-1}^{\mathrm{s}}\right)\right] \bar{\omega}_{n-1}(\tau) d \tau\right\}
\end{aligned}
$$

The first term vanishes as $\mathrm{N} \rightarrow \infty$ since
$\lim _{N \rightarrow \infty}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}(N)+\Delta_{n-1}^{\mathrm{g}}\right)\right]=\lim _{N \rightarrow \infty} \dot{\bar{\omega}}_{n-1}(N)=0$.
where $\bar{\omega}_{\mathfrak{n}-1}( \pm \infty)$ is a component of the saddle

$$
\left(\bar{\sigma}_{n-1}( \pm \infty), \bar{\omega}_{n-1}( \pm \infty)\right)=\left(\bar{\sigma}_{n-1}( \pm \infty), 0\right)
$$

Thus the term of eqn (A.5.a) is the same (except for a minus sign) as the term of eqn (A.5.d). Consider now the integral of (A.5.d)

$$
\begin{aligned}
& \int_{-\infty}^{\infty}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{g}\right)\right] \bar{\omega}_{n-1}(\tau) \mathrm{d} \tau \\
& \left.\quad=\int_{-\infty}^{\infty} \bar{\omega}_{n-1}(\tau) \bar{\omega}_{n-1}(\tau) \mathrm{d} \tau=\frac{1}{2} \lim _{N \rightarrow \infty} \bar{\omega}_{n-1}^{2}(\tau) \right\rvert\, N_{N}=0 .
\end{aligned}
$$

That is, the 'kinetic ' energy at the saddle, referenced to itself, is equals to zero. Hence the terms of (A.5.a) and (A.5.d) produce vanishing integrals.

The term of eqn.(A.5.c) is the same as the one in equation (A.4). The terms of (A.5.b) and (A.5.e) are the same if one performs integration by parts on (A.S.e).

Thus it is left only to consider the term (A.5.b) for a given $k, 1 \leq k \leq n-2$,

$$
\begin{aligned}
\int_{-\infty}^{\infty}(A .5 . b) \mathrm{d} \tau & =\int_{-\infty}^{\infty} \frac{d}{d t}\left[\rho_{n-1}-\beta_{n-1, n} \sin \left(\bar{\sigma}_{n-1}+\Delta_{n-1}^{s}\right)\right] \bar{\sigma}_{k}\left(t-t_{k}\right) d t \\
& =\int_{-\infty}^{\infty} \frac{d}{d t}\left[\dot{\omega}_{n-1}\right] \bar{\sigma}_{k}\left(t-t_{k}\right) d t .
\end{aligned}
$$

Noting that

$$
\begin{aligned}
\delta_{k}\left(t-t_{k}\right) & =A_{k} \cos \Omega_{k}\left(t-t_{k}\right) \\
& =A_{k}\left[\cos \Omega_{k} t_{k} \cos \Omega_{k} t_{k}+\sin \Omega_{k} \sin \Omega_{k} t_{k}\right]
\end{aligned}
$$

then the integral becomes

$$
\begin{aligned}
\int_{-\infty}^{\infty}(A .5 . b) d \tau & =\left[A_{k} \int_{-\infty}^{\infty} \frac{d}{d t}\left(\dot{\bar{\omega}}_{n-1}\right) \cos \Omega_{k} t d t\right] \cos \Omega_{k} t_{k} \\
& +\left[A_{k} \int_{-\infty}^{\infty} \frac{d}{d t}\left(\dot{\bar{\omega}}_{n-1}\right) \sin \Omega_{k} t d t\right] \sin \Omega_{k} t_{k}
\end{aligned}
$$

We note that no cancellations between the intergal terms in eqn. (6.4) can occur since the coefficients of the integrals are different for different parameters. Define

$$
a_{n-1, k}=A_{k} \int_{-\infty}^{\infty} \frac{d}{d t}\left(\dot{\bar{\omega}}_{n-1}(t)\right) \cos \Omega_{k} t d t
$$

and

$$
b_{n-1, k}=A_{k} \int_{-\infty}^{\infty} \frac{d}{d t}\left(\dot{\bar{\omega}}_{n-1}(t)\right) \sin \Omega_{k} t d t
$$

where $a_{n-1, k}$ and $b_{n-1, k}$ are well-defined and vanish only for a set of discrete values of $\Omega_{i}$. This follows from the analyticity of the integrals in $\Omega_{\mathrm{k}}$ with the rate of acceleration term (i.e., $\frac{\mathrm{d}}{\mathrm{dt}} \dot{\bar{\omega}}_{\mathrm{n}-1}(\mathrm{t})$ ) is nonvanishing along the homoclinic orbit (see Kopell and Washburn [29] or Holmes ar.d Marsden [27]).
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## Figure Captions
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A sample power system; generators, transmission network, and loads.
The power system diagram (our model).
The phase portrait of a pendulum with constant forcing.
A homoclinic orbit (subsystem n-1).
Closed orbits of a pendulum (subsystem $i, \quad 1 \leq i \leq n-2$ ).


Fig. 1. A sample power system; generators, transmission network, and loads.


Fig. 2 The power system diagram (our model).


Fig. 3 The phase portrait of a pendulum with constant forcing.


Fig. 4 A homoclinic orbit of a pendulum (subsystem n-1).


Fig. 5. Closed orbits of a pendulum (subsystem $\mathrm{i}, \mathrm{I} \leq \mathrm{i} \leq \mathrm{n}-2$ ).
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