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A new resonator loss cancellation technique is described which allows the
implementation of narrow-band , high-frequency switched-capacitor filters in
NMOS depletion-load technology. The technique is based in the development of a
SC integrator cireuit with an inherent negative loss which when coupled together
with a conventionel lossy SC integrator results in a very low loss resonator cir-
cuit. The accuracy of the loss cancellation is guaranteed by the matching pro-
perties found in integrated circuits. The circuit uses local positive feedback to
invert the polarity of the amplifier DC gain preeserving the high speed proper-
ties. The circuit implementation involves circuit which is conditionally unstable

and is stabllized by feedback .

Single stage amplifiers are used in order to meet the fast settling required
in high-frequency applications. The technique is employed in the design of a
sixth order bandpass filter with center frequency of 100kHz and a effective Q
factor of 20. The prototypee filter is 8mm? in area and has a power dissipation
of 30m¥. Experimental resuits from the IC prototype are presented.
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CHAPTER 1

INTRODUCTION

1.1. The Problem Description

Switched Capacitor (SC) filters have proven to be an effective way of imple-
menting voiceband filtering functions in monolithic form. The extension of SC
filters Lo frequencies of 100kHz and above could have an important impact in
communications IF filters, e.g., AM, pilot carrier, as well as telecommunications
circuits ,e.g., timing recovery . The application of SC filters to higher frequen-
cies and narrow bandwidths requires the use of low sample rate to filter band-
edge ratios. The active implementation requlrgs operational amplifiers capable
of fast settling, i.e., clock rates of 1Az and above . High-frequency filters
usually nsed accurate narrow bandwidths (high selectivity). The ladder filter
implementation is based on lossless reactive elements which would need ideal
emplifiers ; in such filters the transfer characteristics must be determined by
the terminations and not by the highly variable amplifier gain and bandwidth.
The amplifier requirements are a fast settling and a gain much larger than the
filter eflective selectivity Q.

The realization of high-gain, high-bandwidth amplifiers in MO3 technology is
a difficult task. High gain requires muitiple gain stages, which complicates the
problem of compensation of the eircuit to achieve very large bandwidth. Single-
slage differential amplifisr conflgurations may be designed with CMOS that
attain fast settling performance with high gain [55). In NMOS technology single-
stage amplifiers can give the required speed ; however, the very limited voltage
gain per stage due to the lack of a complementary device makes the simultane-
ous realization of large DC gain and large bandwidth very difficult.

1.2. Loas Canceliation Technique

Positive leedback can be used Lo increase the effective value of the DC gain
. PF compensation can be used in active filters but it requires special tuning
procedures to guarantee that the right amount of positive feedback is applied
(8). In the monolithic implementation , the regulation of positive feedback to
reliably achieve a stable high gain is a difficult design problem .

Ladder filters are realized by the interconnection of resonators {integrator
pairs). In theee filters a second alternative to reduce the effect of the finite gain
18 possible . It consists in canceling the finite gain eflect (loss) in every resonator
by applying all the necessary compensation to one of the integrators in every
pair , Le., bal d loss i The operation of thig technique lies in

 f

the fact that the transfer function is ultimately dependent on integrator loops in
the filter. In this technique every loop in the filter consists of a lossy integrator
and an overcompensated one. The overcompensation produces an eflactive
negative-loss inlegrator . The negative loss circuit is realized by a local positive
feedback which is defined by the transistors in the amplifier giving a negative
loss value that very accurately matches the loss of the conventional amplifier
(positive-loss). The technique replaces the high DC-gain requirement with that
of gain matching . The latter is more easily achieved in a monolithic implemen-
tation where device matching properties define the accuracy of the positive
feedback and and thus the accuracy of the finite gain effect cancellation. Furth-
ermore, the N¥OS nsgative-loss cirouit is almost Identical to the conventional
amplifier assuring gain matching properties.

In Chap. 2, the analysis of the finite amplifier DC gain in the discrete time
domain is presented. In this description the symmetry aspect of the balanced
cancellation s clarified. In order to have an accurate cancellation, the transfer
function pole for each of the SC integrators are located, along the z-domain real



axis, inside and outside the unit circle at an equal distance.

1.8. Synthesis of the Negative-loss Circuit

The essential concept presented in this dissertation is the use of the IC
matching characteristics to provide the proper amount of positive feedback
necessary to compensate the finite amplifier DC gain effect in SC filters. It is
essential to find a realization for the negative-loss circuit which is symmetrical
to a positive loss amplifier .

The negative loss can be obtained by several circuits . Three network
open-loop transfer functions , a,(s), ere presented. The alternatives are stu-
died to get to the one that best satisfies the matching conditions . The non-
Hurwitz open loop circuit proved to have advantages over the other implementa-
ttons . The open loop transfer function has a single pole on the RHP and is
brought to absolute stability by the close loop configuration. The circuit pro-

. posed belongs to a class of circuits which are conditionally unstable and can be
utilized in linear circuits offering unique properties.

Experimental results demonstrate that eflective resonator g factors of the
order of 800 can be obtained from amplifier gains of 50+10%. The results very
accurately predict the eflectiveness of the cancellation in ladder SC filters. The

analysis of circuit stability is included in Chap. 3.

1.4. NMOS Circuit Implemetation and Fabrication

Practical design of NMOS differential configurations for the negative loss
which has the close resemblance to the single stage convel.monal circuit was
performed and is presented in Chap 4. The circuits are highly symmetrical and
give a DC gain matching of 2% for absolute values of the order of 50—80. The
filter design consideration for high frequency narrow band filters are presented

In Chap.5. Tho problem of component sensitivity is addraessed by the use of

identlical resonator leap-frog filter configurations which takes advantages of the
matching properties of IC's to produce accurate center frequency resonators.
This configuration requires component ratios of the order of the filter Q. The
eolution to this component spread problem is presented in Chap.5.

The prototype filter is a sixth order quasi-elliptic filter (transmission zeroes
sightly in the LHP) with radian center frequensy (uwy) in the range of 100kHz and
effective Q factor of 2015%.

Single-poly depletion-load NMOS process used is a subset of a 12 masks
CMOS process developed at UCB. It is a 4p 7004° gate oxide, process featuring
shallow implanted junctions and implanted threshold correction. The process
fiow matrix is found in App.pro. All the fabrication including the mask making
was done at the UCB solid state lab facility.

1.5. Experimental Results of the Prototype Filter

Table 1.1 shows the NMOS amplifier performance. Table 1.2 contains the
measured data for the bandpass filter . These results indicale that the tech-
nique of implementing resonators with qualities close to 400 from amplifiers with
typical DC gains of 60 is possible. A conventional approach would require an
emplifier gain of 800.

1.6. Summary

A nevw circuit approach using parameter matching properties of IC’s to con-
trol the loss cancellation of an active resonator is presented. It uses an internal
positive feedback converter to produce an accurate and stable result. Imple-
mentation of narrow-band filters with Q limited by matching and not by the
absolute DC gain value of the amplifiers resuits from this technique . A sixth
order elliptic switched capacitor filter was fabricated in NMOS to demonstrate
the technique. The technique has applications in many high frequency circuits



where the finite DC galn has undesired eflects, e.g., Fast differential sample and
hold circuits, Serial charge balance A / D, etc. The NMOS prototype circuit has
filtering functions applications in the frequency range of 100kHz , e.g.. mobile
radio communication receivers, pilot carrier receivers and timing recovery cir-

cuits.

CHAI'YER 2

REVIEW SC INTEGRATOR AND RESONATOR CIRCUITS

2.1. Introduction

In the early designs ol SC filters, distortion of the transfer characteris-
tics were encountered which were connected with amp non-idealities. This
distortion resembles the phenomena of amplifier finite gain-bandwidth (GB)
limitations found in active filters [41]. The eflects of finite DC gain werc not
considered because of the high DC galn avallable In low frequeny op amps.
The finito amplifier gain, however, has taken a dominant effect in the realiza-
tion of high frequency SC fillers. Exampes of Lhe gain effect were analyzed
by Allslot for low pass SC filters [25]). The effect i;rc a droop in the passband
shape and distortion of the bandpass altznuation (ripple characteristics), as
shown in Fig.2.1. The finite amplifier gair-bandwidlh (GB) mainly affects the

passband shape [13] as shown in Fig.2.2.

Sampled-data (S/D) filters showed less. dependence on the finite
bandwidth parameter than did the actiwe filters , and in particular, in high
frequency applications the design of fast amplifiers results in the finile gain
tuking a predominant role. 'The depend:nee on the amplifier GB is reduced
by using fast single stage amplifiers whith settlie to within the proper error
band in Ltho sampling period. The best sttiling response possil?lc for a given
amplifier determines the maximum sampling frequency which in turn deter-
mines the highest band edge [requenciesin Lhe filter. After the amplifier has
seltled, the lransient response presents an error which is a function of Lthe

finite amplifter DC gain (transient steady slate ercor). The required filler

accuracy delermines the allowed error band of the amplifier transient

response within Lhe clock phase. The analysis of,



the amplifler finite gain in the S/D integralor is introduced. The effect is similar

to the loss In reaclive passive elements and Is referred as such In this work.

High order fllters transfer characleristics are dependent on integrators and
thus the analysis of the integrator losses can be generalized to arrive at the
filter loss. The amplifier response within each clock phase in Lhe samplod data
domain is investigated to evaluate the loss effecl in the integrator transient
response. The loss cancellation alternatives are discussed, and the approach
used in this research is presented. In high order fllters it is important to con-
sider not only the time response of the integrator implementation but the
overall Lransient response of the filter longest signal path during a particular
clock phase. In order to Improve the value of the highest band-edge of the filter,
the number of physical elements involved in the worst case path must be minim-

-

{zed.

2.2. Discrete Time Analysis

This seclion presenlts a review of the analysis of the S/D integrator and
resonator circuits. The block diagram of a S/D system for cach of the clock
phases is shown in Fig.2.3. L has been demonstrated that the S/D implementa-
tion has eflects on the overall filter which depend exponentially on the amplifier
limitations [4]; this follows from the fact that the amplifier parameters affect
the S/D circuitl within each sampling clock phase.

For the S/D circuit, Lthe data value at sampling time contains all Lthe infor-
mation , however, the response ol the clements within the clock period previous
to each sampling time determine that value and that is the reason for their fun-

damental importance.

Magn

-T-

LI

Fig.2.1

Finite op-amp gain effect in

the filter transfer function
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22.1. Sampled-data Integrator

The sampled data integrator circult js shown in Fig.2.4. The amplifier in the
S/D integrator is switched batween two modes of operation : a charge hold mode
and a charge transfer mode. In this nomenclature the clock phases are called

the transfer and hold phase respectively. Fig.2.4a depicts the circuit

configuration during the charge transfer phase 81 , i.e., nf, <t<(n+ é—)rc A

where 7, is the sampling clock period. During the transfer phase , the amplifier
moves charge from the sampling capacitor G, to the integration capacitor C;.
If the amplifier is ideal (a ~w) the transfer of charge is done instantaneously and

the amplifier final output voltage is modified by a step value determined by the
injected charge and the ratio of capacitors g“— The accumulation of charge in
‘4

C; performs the S/D tntegration function (summation function):

%(n) = An) = '):%?7’“"’ @)

For a unit step discrete input ¥(n) = u(n)=1 the response h(n) hes a

general term given by:

¥(n)= ng—‘- (2.1%)

The response for a S/D unit stepu(n7c)is a S/D ramp function (staircase).
Fig.2.5 shows the response for the ideal (lossless integrator) and the non-ideal
(lossy) SC integrator. The latter is a damped version of the ideal ramp integra-
tor output. The response for the lossy SC integrator converges to a constant

value determined by a loss term Pi os we shall see later:

hin)laee = g; T _1?‘ (2.10) 210

The integrator response is related to the ability of the amplifier to settle
within each clock phease as shown in Fig.2.6b. In the lossy integrator the
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Fig.2.4 SC integrator on both clock phases
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trangient error at sampling time propagates in time. The amplifier output value

reached within the clock phase comprises an error with respect to the ideal.

The error depends on two phenomena:

1. Amplifier finite gain-bandwidth product which defines the settling time and
contains a time-varying portion of the transient error which converges to
zero, and

2. Amplifier finite DCgain which determines the final steady state error.

The settling error is neglected under the assumption that the clock period
ia long enough for the amplifier seltling components to be much smaller than
the error band and, in those conditions, the steady state error is dominant. The

2-domain transfer function for the ideal Integrator is given by:

Hi(z) = %(%)___, -Kq%- 22

The ldeal integrator has a gain K; and a transfer tunction pole equal to
unity. The discrete time response was given in (2.1a).

Our concern in S/D filter design is the sinusoidal steady-state frequency
response. The integrator Irequency response Is illustrated in Fig.2.€ The fre-
quency response in SC filters has been widely studied (64, 89). Even for the
ideal amplifier implementation the S/D integrator lzas amplitude and phase

errors with respect to the ideal integration function, % due to the exponen-
tial nature of the continuous to discrete time mapping. The ideal integrator
function and the SC integrator errors are summarized below for the direct digi-
tal integrator (DDI) :

Higou = - %,- @9
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The S/D filter frequency response is obtained by substitution of z = efQ7T

in(2.1¢):

0
Hy0) = -——:;:gg)) = ke !0t 1

won 2 @4
N71s/2
The phase and magnitude errors are :
1
() = Ts
slnna— (25)
N7s/2
The phase-lead error is given by :
Ty X
eoll) = "2 @6

The phase error can be ellminated by using the so called lossless digital
Integrator (LDI) [17] or the bilinear Integrator scheme [28). The magnitude
error has the effects of a non-linear frequency warping as shown in Fg.2.7 for
both the LD! and the bi-linear integrators.

2.22. Lossy Integrator Circuit

The finite amplifier gain changes the integrator transfer characteristics by
producing a shift of the integrator pole inside the unit circle in the z-plane, see
Fig.2.82. The z-domain analysis of this shifting (loss) results in :

H(s) = Vo(’) _ G it

W(e) ~ TG TopoieT (@)
where the pole is given by :
o 1, &G
P«"";:(?;;') (2.7)

Fig.2.7
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and the unit step response is:

H(n)pes= - -cc:%l);rf -t (27%)

From the final value theorem, the response converges to:

=.5 1
Vo)lnw= G T (273)
The pole location is away from unity by an error factor £p:
g =1-p7! (2.7¢)

The amplifier loss is then related to the pole error by &, which is propor-
tional to the inverse of the amplifier DC gain.!

After celculating the effect at the integrator level, the performance of lossy
integrators interconnected to form high order filters is studied. The effects of

the loss in the integrator has the form of a change of variable, 2 +z + £p, in the

transfer function {60]. The eflect of the integrator loss in the filter transfer func-

feb 1> Recently an elogant presentation of the errars in & SC integrator has been suggesied [4) as
ows:

"“’"’"““’[T-T«T')FW (280)

Per amall magnitude and phase crrors il can be approzimated es:

H(Q) = H(0) T-m(0)-76(0) (26b)

The S/D magnitude m(0) and phase errors 8(0) are referred to the idea) S/D imegretor and
:ot o tho idea) sinuzoidal steady-stete integrator. {-‘ox the finite gain amplifier the errors are given
y:

m()= - %(: + 7‘,%‘7) (2.8¢)

o= 2 —L1
- 2a,tan(0 25_) (2.8b)

The fnite bandwidth amplifier in the SC integratar and in the filter respanse have been
presented by Martin, et al.[4), and it has been demonstrated that the inlegratar error expressions
can be diroctly opplied in the standard formulae for active filters deveioped in the past., viz, toler~
ence and scnsitivity analysis of fliter ch risth
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tion P,(2) are represented by thal same change of variable (Fig. 2.8b) [65]):

R(z) = Pz +zp) (210

This equation has the same form as the loss effect in passive fillers {two

port lossless filters), see Fig.2.0. The analysis of the filter loss effects is there-

fore reduced to the analysis of the loss in the integrator circuil. Fig.2.10 shows

a typical signal flow graph (SFG) of a higher order filter where the signal flow
along the integrators in the fllter is illustrated.

2.2.3. SC Integrator Lozs in a Resonator Circuit

The integrator pair is connected in a negative feedback loop forming the
resonator circuit, the circuit and block diagram are depicted in Fig.2.11a.b
respectively. A unit pulse excitation to this lossless resonator results in a
steady state oscillation response. Initial energy applied to the circuit is main-
tained through an oscillatory process in which energy is transfer between the
individual integrators in each cycle of the resonator natural frequency, see
Fig.2.11c. The resonator transfer function P(z) is obtained from the integrator

transfer functions using the Mason's rule, see Fig.2.11d. For the LD) integrator :

P(s) =

(211)
where K¢ is give by the product of the indlvidual integrator gains.

The closed loop pole locations are obtained through the root locus for the
ideal case as shown in Fig.2.11d; the locus for the bilinear integrator case are
also shown. The resonator final pole position is function of the S/D integrator

circuit used: DD, LDI, Billnear. Fig.2.12
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I1deal amplifiers realizing the LDI Integrator have an equivalent transfer
function with a half delay :

v, T
H(e) = VJ(_:_;—: -K 1.-3" (2120)

This is in reality implemented by using a forward integrator ( no-delay )
and a delayed SC integrator in each pair. For the bilinear SC integrator the

transfer function is given by:

The particular integrator results in different resonator closed loop loca-

(2.12b)

tions. The DD! implementation has an extra delay in the loop which creates the
phase error effect. The bilinear and LD] mappings have the fundamental pro-
perty of transforming the continuous frequency axis jw into the unit circle on
the z-domain. resulting in a very accurate S/D transformation of continuous
time filters. The LD! mapping uses a unit of delay injected to the integralor
loop to create a zero at the origin and produce the ideal resonator locl, i.e., cir-
cular loci centered at the origin of the 2- plane. The root locus for the bilinear
mapping also follows the circular path due to the fact that the mapping intro-
duces a pair of zeroes preclsely at the mirror location of the integrator pole.
The characteristics of the different mappings have been studied in the literature
[8.84]).

2.2.4. SC Resonator Frequency Domain Parameters

In the realization of 2-port lossless fllters the resonator loss gives an indica-
tion of the loss effects (non-idea) amplifier) on the overall filter. The resonator
response is characterized by a complex pole pair in the 2-plane and a gain fac-
tor. The characteristic parameters are: the peak gain in the passband. P(w,) .
the center frequency ), and the —3d8 bendwidth. In the case of the active SC

implementation of a lossless resonator, the ratio of the center frequency to the
-3d8 bandwidth is called quality factor g as opposed to selectivity factor @
used to refer to the selectivity of a terminated resonator or filter. The resona-
tor quality parameter g is:
gé K&T (213)
The effects of the integrator loss in the frequeny response of the resonator
are a finite resonator gain at the natural frequency P(o,) and a finite ~348
bandwidth, see Fig.2.13a. Another finite amplifier gain effect consists of a shilt-
ing of the center frequency value. From the expression (2.12) the error obtained
for low loss narrow band filters is of second order and can be neglected: this
result is similar to the well known result from active fillers. The resonator cir-

cuit canonical transfer tunction in the z-domein, P(z). is:

3
ne) R0

V(e) = 32-2RcosPz + R*®
where R , 8 are the polar coordinates of the poles in the z-plane. The lossless

(2.140)

P(z) =

resonator has it pole pair located along the unit circle |z | = R = 1, (infinite

galn at the resonating frequency ), see Fig.2.13b.

The resonator parameters are given by [8):

fo= W (2.34b)

For the narrow-band case this equation can be approximated as:

fo= %o (2140)

The q factor (resonator quality) is:
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©og= % (2.14d)

The logs effect is defined by the inverse of the quality g, i.e., loss = (;ﬁ. A

lossless resonator is represented by an infinite g. For the narrow-band approxi-
mation, o, > w-g4p. the loss eflect I8 given in terms of the pole location radius

error 2, = (1- R)[6). which is approximately related to the loss:

.‘_nz Er

g T (2130)

The radius error ¢, is a function of the pole locations of the integrators in

the pair and is given by (1 - VP pg). In terms of the integrator loss g, (2.7c) :

. (g5, + c,‘)

€, (2.16b)
In terms of the amplifier finite gain:
1 1
—_— =)
1 ( ] (] (2.16)

The ideal resonator performance required for lossless accurate 2-port
filters (%—’-‘ 0) demands a means of compensation for the amplifier finite gain.

The next section analyzes the effect of the amplifier finile gain on the final value
of the transient response within the clock phase.

23. The Charge Transfer Process

The continuous-time characteristics of the amplifier are observed in how
they affect the discrete time response of the SC integrator. The analysis per-

formed here considers the amplifier response between samples where the

amplifier transfers charge , i.e., $1.2

The transient response ¥,(t) of the circuit of Fig.2.4 during $1 15 equivalent
to the step response of the network shown in Fig.2.15a with an input step of
value V,(nT.) and initial conditions in the integration capacitance, C;, voltage.
The response analysie can be further simplified if we look at the incremental
output, i.e., AV, = ¥,(t) - ¥,(nT;). see Fig.2.15b.

The amplifier Investigated is assumed lo be a fast single stage amplfier
and, for that case, the non-ideal operational amplifier characteristics are
approximated by the following transfer function :

ea (12
n.(hﬂ)

a(jo) = sy Jogand £,>0 (2.19)

&‘. 1 &q. 1

(L4 1)L+ 1)
The frequency response for the fast single stage amplifier in Fig.2.16 shows

the finite gain and bandwidth limitations.® The closed loop circuit in Fig.2.15 has

a transfer function H(s) dependent on the amplifier transfer function a(s)

and in the values of the capacitors G,.Cy:

&

_his) _ G : &
H(s)= 3= T L—_]-l LG g >° (219)
u(ss c,

The unit-step response h(t) is obtained from the inverse Laplace transtorm

of (18). The settling time component of the response is determined by the value

2-ln o new double sampling technique developed by Chol and Brodersen (29) the amplificrs
tranxter cbarge in beth clock phases eflectively doubling t sompling frequency.
3-The siep respanse for the non-ideal closed loop circuit shows two different phenomens s dis-
cused carlier ; pamely, & finite rise time and an steady state crrar. The errors for typical multi-
stage high gain am ro and for fost single stage de: merewnpmdln_lerm.o:ﬁuw;hnt
bnnd-edge speed and steady state error as shown in Fig.2.17. Fasi sctiling single stage ampiifiers
2igned to deal with higher froquencies inherently have low DC gain which rezults in a larger meady
state erTor.
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and type of singularities in the amplifier.

The required accuracy of the filter parameters determines the error band

tolerated in the amplifier transient response. For example, a rule of thumb is
that for 8 10% accuracy on the filter seletivity -A—oq-t.he error band tolerated
must be considerable smaller than 10%. Assuming that the amplifier settles
within the clock period, the transient error is determined by the amplifier finite
gain and is given by the final value theorem, h(=) :

G

M)~ h(w) = H(O) = ——L—— 2200)
e

where H(0) is the closed loop transfer function evaluated at DC. The steady

state error, £s. is glven by the difference of (20a) and the ideal amplifier

G
require , G

1{6 . Gy 1
fu = ——[—+ (&
%G G l+-‘—(1+-q4) (@205
a, [
The transient steady state error for the amplifier closed loop response and
the z-domaln integrator pole location error &, (2b) are directly related, since

they both are proportional to the inverse of the DC gain.

The resonator loss affects how accurately a filter can be implemented.®
~The output {3 obtained the unit step output by the step size
Y BRIy 7 s S i i ey

8.-For esample, in the dexigncle d-arder filter we dre an jdeal resonator which deter-
mines the center frequency opply an external (rexmve termination) to determine the
trensler funcion shape, i.c., loeded 1C pair selectivity Gr. The finile amplifier goin eflect must be
kept well within the required Al lectivity tal ¢ attatnoble loeded filter selectivity @ in
the presence o finite amplifier gain is given by [41)

0=l —

1 2)
e

+ L
]



2.4. loss Cancellation Technique

2.4.1. Loss Cancellation Alternatives

From the two-port lossless filter theory the overall loss can be canceled by
a compensation on every Integrator in the filter. Another way to make the can-
cellation is to approach several integrators at a time. A cancellation of the loss
{n every two integrators is a natural way to deal with the loss, because such a

configuration is almost always encountered in filter circuits.

£.4.2. Canccliation at the Integrator Level.

The most simple approach to compensate for the loss effect (2.16) is to
increase the DC gain of each amplifier in the filter. Single-stage differential
amplifier configurations may be designed with CMOS to attain fast settling per-
formance with high gain [35] consistent with the amplifier requirements for a
bandpass filter with effective Q of 40 £5% and sampling rate of 5MHz. In NMOS
technology single-stage amplifiers can give the required speed , however the
very limited voltage gain per stage due to the lack of a complementary device
makes the simultaneous realization of large DC gain and large bandwidth very
difficult. NMOS designers have Invested a great deal of time improving linear
circuit configurations to be able to compete with CMOS in terms of speed and
power consumption. A full set of new linear designs has been proposed by Sen-
derowicz that presents comparable characteristics [1]. The design of an NMOS
circuit that could deal with the requirements of high frequency narrow-band
filters would recelve wide acceptance in the NMOS industry. A single stage NMOS
amplifier optimizes the circuit speed and can give the required settling time

(.5% error band) for 5MHz sampling rate. The DC gains of single stages operal-

1 This equation indicates that in order 10 accurately definc the filter Q by the termination @r.
-i-rmm be kept well below the required @ tolerance.

ing with this settling time in NMOS is limited to values of 50-100 as discussed in
Chap.4.

It is well known that the DC gain can be improved by using positive feed-
back. Fig.218a shows the schematic of a DC positive feedback amplifier using a
differential input eircuit. The DC gain after feedback is given by:

O = T 2
where the loop gain T = kea, controls the amount of feedback and the gain
increase [86). By maldng the feedback loop gain close to unity, the amplifier
DC gain can be made arbitrarily large as shown in Fig.2.18b. Besides the DC gain
increase, the effects of positive feedback are observed In the cireuit stability
and, in particular, the DC gain sensitivity to the loop gain which also increases

without bounds as shown in Fig.2.18¢c.

The effective DC gain (loss effect) for the positive feedback amplifier is a
function of the feedback loop gain. From the allowed tolerance in the filter

parameters, viz, ng = A_QQ_ the minimum acceptable amplifier gain can be

obtained :
Qr
22—
Qe e (2.230)
where :
4
no= 4 @z0)
The minimum loop gain is:
- G G 7
Tm—l'a-;;‘-l'# (2.230)

PF compensation cen be used in active filters but it requires special tuning
procedures to guarantes that the right amount of positive feedback is applied
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{8]. In & monolithic implementation the regulation of positive feedback to reli-
ably achisve a stable high gain is complex and presents realizability problems
{18). A design difficulty was encountered in several monolithic PF

configurations investigated.

The trequency domain analysis offers a simple tool to for the study of the
cireuit under positive feedback. In particular, the circuit transfer function root
locations and the root displacement given by the feedback provide a great deal
of Insight on the operation of the circuits. ¥ith PF the gain is increased
together with the transfer function first corner trequency. The first pole is
important because It determines the DC gain which is the essential parameter in

the analysis presented herein. The DC gain relates the unity gain frequency and

the first pole g“—= a,. For the closed loop the dominant pole is shifted towards
ic

the origin as shown in Fig.2.19.

-0,y
sT [: +0 -k,,)u,) (2.24)
LR R

When the feedback loop gain is unity, the ideal infinite gain amplifier (con-

ay(s) =

tinuous time integrator function) is obtained as shown in Fig.2.20:

By () = 2= @29
where @, is the unity gain frequency of the emplifier and also the integrator
geain w, efter positive feedback. Fig.2.21 shows the schematic of the circuit with

PF. The closed loop dominant pole location oy is:

. S |
q.-m(“h ;:) (2.26)

Fig.2.19
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where k; = %—-ls the feedback ratio. The eflective movement of the pole when
s

closing the loop is given by the first term in the provious equation which is much
larger than the open loop pole location. The cloged loop pole location for the
ideal and the gain limited case are separated by an amount directly related to
the second term above, and this separation is a function of how good the gain

boost is performed by PF.

The problem is how to guarantee that the positive feedback is accurate and
stable. For the design of band-pass flters an alternative simpler solution is pos-
sible which guarantees accuracy and stability. This selution consists of a loss

cancellation at the integrator pair.

2.4.3. The Negative-loss Integrator and Resonatar Loas Cancellation

A balance cancellation consists in canceling the loss in a tnlegrator pair by
applying positive feedback to overcompensate one of the integrators of each
pair. The overcompensation produces an integrator with an effective negative-
loss , ¢, <D, as opposed to the positive-loss of the conventional integrator.
Notice that negative and positive terms are used lo indicate the loss polarity
and not the integrator gain polarity: both integrators are inverting integrators
as far as the gain polarity is concerned.

From (2.7,16,20) the amplifier in the negative-loss integrator has a change
of phase at DC in the open loop ( the amplifier In the negative loss integrator is
called in the following a negative loss amplifier). The NMOS circuits that present
such characteristic are introduced in Chap.4 of this dissertation.

In the z-domain the transfer function for the negative-loss SC integrator
has the same form as {2.7) but with the dominant pole larger than unity , see
Fig2.22a,(p > 1)

Fig2.22
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v -
H(z) = Vs((:; K3 -zz-lp;' (2:270)
- 14 :
PR+ _(a, _—)C, (2.27b)

The output for this negative-loss SC integrator departs from the ideal ramp
in the opposite direction than the positive-loss integrator did as shown in
Fig.2.22. Looking at the amplifier transient within $1 ; the steady state value

converges above the ideal Fig.2.23 by an amount proportional to the loss:

le

hp(t)® hy(=) = H,(0) = (2.28)

1 G
l';‘!"'z,;—)

A perfect resonator loss cancellation requires an exact matching of the loss

value of the integrators. The bal d loss r tor , Fig2.24, transfer func-
tion is:
-1
- K —t—
1-27} .
P(z)= .-‘p : (229)
1-Ker——i =y
H(-eTp))(1-27p)

where p, and p; are the poles for the positive-loss and negative-loss amplifiers

respectively.

Following the same analysis for the conventional case the quality factor for

1
1_~l°~ 5:] @)
7

In terms of the DC gain matching ( tolerance ) i.e. n, the loss is given by:

the SC resonator is :

1
~RN K —
q e P (2.30b)
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Assuming that the amplifier DC gains are matched the poles in the z-domain
for negative and positive-loss circuits are located on the real axis inside and out-
side the unit circle symmetricelly to R.(z) =1 The loss cancellation technique
eliminates the high gain amplifier requirement of parrow-band filters and pro-

vides areliable cancellation as accurate as the process matching permits.

The root locus analysis in the z-domain indicates that the closed loop poles
merge together at the center of gravity (root locus breakaway point) which is
identically unity for perfect matching as seen in Fig.2.25. The break-away point
{s the same as the one for the lossless resonator with a complex pair located
along the unit circle . The root locus paths are circular for the LDI and bilinear
mapping s mentioned before. Any amplifier mismatch in this technique, i.e.,

N = a_,f;_:_...;_ results {n a displacement of the 2-domain integrator poles in the

real axis direction. For the balanced cancellation , the displacement is depen-
dent on the matching and can be made much smaller than the conventional
case which depends in the absolute value of the gain. The remaining loss after in
the circuit is a small positive or negative number dependent on the direction of
the mismatoh. The sign of this loss is not relevant es long as the loss magnitude
is negligible compared to the filter tolerance in which case it is masked by the
value of the filter termination (2.21). fa conventional approach (using high gain
amplifiers) would be chosen the equivalent amplifier gain , ag,, would have been:

a,
, N 22— 2.30c
LY e (2:30c)

For example: an amplifier DC gain & of 50 with 10% tolerance 7, Wwill give
for the conventional approach the equivalent of a gain a,, of 1000. Modest gain
matching produces considerable improvement. A second order terminated filter
with a selectivity @ of 20 accurate within 10%, can be obtained from low gain

amplifiers ( g, = 60 ) with gain tolerances of 30%. This requirement is easily met

a)
A Jb e-plans
a
p1 p2
b)
Fy.2.25 Root Locations for the Loss Balanced

Resonator; Open Loop and Closed Loop

50
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with state of the art NMOS amplifiers.
24.4. Other Requirements for the Negative-doss Amplifier

The discussion on the steady state frequency response has assumed that
the amplifier has settled within the clock phase. The negative-loss must also
coraply with this settling conditions if it is of any use. In the optimum case we
would have both amplifiers having the same settling response so that no one of
them limits the ultimate fiiter speed. °

The transient steady state error at sampling time matches if the amplifiers

DC gain match and the integrators use the same time constants %in the reso-
/

nator implementation which is indeed the case of the leap Irog filter. The
amplifier in the pegative loss integrator has to have the same termination
impedances and bias characteristics. In summary. the negative loss amplifier
must use a similar single stage configuration. The protolype negative loss

amplifier presented in Chap.4 very closely meets the requirements stated above.

2.5. Negativedoss Network Synthesis

From the amplifier requirements in the negative-loss integrator three net-

work functions are proposed , gu(s):

1) Non-inverting amplifier.

+ Gne
(Z,—Tn—--f 1)(0:T+ 1)

anle) = i Gin g >0 s

8.-When capacitive fecdback is applied, the poles, ariginally on the real exis, merge and spkit
epart following root locus in the same feshion a3 the typical resistive feedback. For the transient
lmlilil. the eflcots et DC ore determined by the fina) chargo transler. Depending in the t of
fecdback we cen have o transient response of an over-demped, criticelly damped or under-damped
form. In order to optimize the settling, the design must heve o well demped response. For single

e amplificrs , the wide band characteristics allow the application of Jarge amounts of Feedback

#D) have & wel) damped response. In some cases, the control of the seitling is done by zeroes
which modify the root Jocus keeping the roots close to the real axis.

52
2) Non-mini phase function. (non-nverting)
-um(: -1)
a(s) s ———%; : Oin.en >0, €120 (239)
(Gt MV
8) Non-Hurwitz single pole (non-inverting)
= " %no .
Qnle) = PRIV Y : Opnpn >0 (239)
thn “en

All the expressions above give approximate functions in terms of the
amplifier most dominant poles and 2eroes. These approximations are valid as
long as the root locus branches pertaining to the main circuit singularities are
not fundamentally affected by other non-dominant roots. This implies that the
effects from the non-dominant poles on the gettling have died away and the
remaining error is determined by the finite amplifier DC gain:

Bgorat (S) = B (s)XM(5) (2570)
+ Ops
) M(s) P Oipen >0
) ( s . 1)(_3;_* 1) (2.37)
yn O2n
H(8)lsco=1 (2.38)

The root locus for the conventional and the varfous negative-loss circuits
are shown In Fig.2.28a. The root locus for the positive loss circuit depicts the
required closed loop poles.

The first alternative for the negative-loss network obteins the modification
of the de gain directly by using a non-inverter amplifier, e.g., in a differential
circult Implies the connection of the feedback with the opposite polarity. The
root locus 1s the complement of the conventional negative feedback locus. The

poles split apart and the first pole heads towards the RHP eventually resulting
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Fig2.28 Root Locus for the Neg-loss Alternatives

in a closed loop unstable pole as shown in Fig.2.26b.

In the second case the roots move in the right direction wide-banding the
response and get to the final closed loop location in the (LHP), see Fig.2.26¢c. It
the actual circuit implementation has the second root location similar to the
positive loss case, the final settling performance would be comparable. The
required phase change at low frequencies is produced by the non-minimum
phase zero [67). The accuracy of the compensation relies on the combined

effects of the pole-zero palr and the DC gain.

From the root locus for the non-inverting alternative (first allernative
above) an ideal network is proposed which implements the dual roof locus (more
exactly the dual of the dominant pole branch of the root locus as shown in
Fig.2.26c). The network has a single pole in the RHP and all the other poles on
the LHP. The feedback moves the RHP pole to the stable location on the LHP.
The network that provides this behavior is called conditionally unstable circuil
(non-Hurwitz). It uses the same feedback given by G, and G, to produce the

negative loss.

For the real implementation of the circuit some considerations related to
the high-order poles and zeroes of the amplifier must be made. The second
dominant pole merges towards the first as shown in the root locusina {dentical
manner to the positive-loss integrator. The closed loop pole expression for the
non-Hurwitz circuit is also given by (2.26) but in this case the loop gain is mov-
ing the open loop pole to the LHP as shown in Fig.2.26. The non-Hurwitz circuit
frequency response is shown in Fig2.27.

The NMOS realization of the negative loss circuit uses !nter'nal positive
feedback in a way such that the single RHP pole is obtained and it uses transis-
tor transconductances to define the dominant pole location. In this form very
accurate pole locations can be obtained with low sensitivity and the pole can be
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placed at the mirror location about R,(2) = 1 of the conventional circuit pole
and have the required matching is a function of circuit symmetry. For a per-
feot match , the open loop amplifier first pole for the positive and negative loss
cuses are mirror image about the origins = o as shown in Fig.2.26:

W = -y (2.39)
The open loop DC gains for the conventional and non-Hurwitz ampiifiers

must match in absolute value for a perfect cancellation :

lao| =l : =0 240

The third realization alternative, conditionally unstable, was found to be
superior in matching of static and transient characteristics. The pole assign-
ment and the matching of the non-minimum phase circuit to the conventional

clrcuit seemed to be more difficult to realize.

The frequency response of the new circull a,(S) in open loop exhibits the
match in the DC gain and the first pole location. The step response shows a
steady state error of opposite polarity. The network can be realized in a mono}-
ithic form with a circuit almost identical to the positive loss circult thus produc-
ing very accurate matching properties. Furthermore the circuit similarity
guerantees drift-free performance due to the parameter tracking found in IC's;
this was demonstrated by SPICE simulations in the presence of temperature and

process perturbations.

£6.1. Implementation Alternatives.

There are several ways in which positive feedback can be locally applied to
a differential operational amplifier to produce the non-Hurwitz circuit. Local
positive fecdback is used to medify the sign of the network impedances (nega-



57

tive impedance converter) involved in the dominant pole (dc gain) and creale
the single RHP pole leaving the higher order poles on the LHP. The actual cir-
cuit implementation is discussed in Chap 4.

£2.6.2. Circuit Sabdility

The negalive loss open loop circuit a, (<) is unstable due to the presence of
the RHP pole , see Fig.2.26. This unstabllity is conditional in the sense that after
the closed loop connectlon to form H(s) the circuit is stabilized. The closed

loop circuit stability is seen in the stable impulse response.

The discussion here is for stability in the small signal case.” The large
signal stability has to be studied to include the amplifier devices non-linearities.
A more formal discussion in terms of the Nyquist stability criterion is presented
{n Chap.3.

2.8. Summary

We have presented several alternatives for the loss cancellation in active SC
filters. The solution presented for the loss on a second order resonator is the use
of one overcompensated integrator (negative loss) in the integrator pair. The
types of functions which can realize the negative loss are studied an the best
candidate is selected based on symmetry properties and. The concepts of con-
trollability and observability for the new positive teedback circuit were dis-

cussed.

68
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CHAPTER 3

FEEDBACK AND CONDITIONAL STABILITY

9.1. Introduction

This chapter is dedicated to the analysis of the conditional unstable.cir-
ouit and the feedback configuration used to guarantee circuit stability. The
class of circuits presented fall in between two main streams of circuit
analysis: linear and digital circuit design. In the former, the design is very
much concerned with accuracy and strict stability of the circuit functions.
In the latter, the designers ere interested in the speed of the switching func-
tions (bi-stable and mullivibrator circuits). The different approaches in
these two fields are based on a division of the feedback concep! into negative
feedback (NF) and positive feedback (PF). This divided approach has missed
the development of conditionally unstable circuits which can be stabilized
and used advantageously in linear céreuits.

Although feedback is in itself one of the subjects which has received
more emphasis in electrical engineering, the aspects treated in this work
have not been given enough attention in circuit design literature. As a
consequence they have not been used in actual design. Almost all the
research has been centered on negative foedback in the context of linear or
& non-linear circuits. Fig.3.1 shows a typical linear and non-linear (unstable)
clrouit.

82 An niuarwvo Circuit

The simple circuit In Fig.3.2 is used to facilitate the presentation of the
new conditionally unstable concept. The amplifier has a positive DC gain
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a, > 0. Feedback applied as shown is positive since the loop gain is positive.
A loop gain larger than unity is assumed. (in here the resistive case is
selected because it Is more familiar , however the eguations for the capaci-
tive case are fdentical). The network equations give the stable closed loop

characteristics:

Vo -V
Ig, = "R, = (310)
-V
Iny= - - ~-z Ip, (3.1b)

The amplifier with the resistive feedback provides a negative input resis-

tance when the loop galn T is larger than unity, see Fig.3.3.

= Rp(1- T) (8.20)
The amplifier input voltage is forced to go negative in response to the

input step signal ; the output voltage is given by:

K=-oV (s2)
The output is:
B
—‘-;:—: Lt 83

The voltage across R, will be larger than the input by an amount
inversely propertional to the geain (for the conventional NF case the voltage
across the input resistance was smaller than the input by an amount propor-
tional to the amplifier gain). For the infinite bandwidth amplifier , a stable
condition is reached with the finite current flowing through the input and

feedback resistors. The steady-state error in the step response is a function

684
+ > Vo
Vin 1 ’ ’
R2
rin _ Wn
I
Fig.3.3 One Port Negative Resistance
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of the DC gein as shown in Fig.3.4a. The capacitive feedback circuit is shown
in Fig.3.4b. The transfer characteristic is the same as the resistive case
{3.3b) with the substitutions R = C; end R, = (.. The resistive and capaci-
tive circuits have dual systems of equations where the resistor is the dual of
the capacitor and the current is the dual of charge. The duality is based on
the fact that the capacitor network responds only to the time derivative of
the signal. In the final steady state current flows in the resistive case with:
)

¥, = Rgl,, : and —ar - 0 (3.9)

whereas in the capacitive case the steady state is represented by charge:

Vo = Cpgin i and d(:+)=o ()

In practice, it we build a prototype cirouit to demonstrate this result
using a standard op-amp, it will most probably be unstable due to the finite
band-width of the amplifier circuit. This is because the feedback moves the
amplifier poles towards unstable locations in the RHP. The amplifier open

loop transter function is assumned to be given by:

+a,

ey ()
o

a(s) =

The closed loop function has the form:

H(s) = [EX))

—E 1.
gy ky gk,
where the dominant pole is given by:

1

All Resistive Feedback

Hin
R! Rz

Negative-loss Amplifier

AV

86

N

Copacitive Fuedback ( charge )

Vin ___I."_» i _|L_
I

Rg.3.4 Qosed Loop Amplifiers
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(]
s = oy(ay ky - 1)

where a, kj is the loop gain and k;, = H Roor 1 o The pole can
2
*®% ''g

then be moved to the RHP for a given amount of feedback. The system is con-

ditionally stable to the value of the feedback loop gain. In particular the pole

goes to the orlgin for a loop gain of unity ky = - (;t—-). For loop gain larger

than 1, the phase at DC experiences a jump of 180° , see Fig.3.5a. The
effects in the frequency domain are shown in Fig.3.5b. In particular the mir-

ror of the open loop location is achieved for a loop gain of:

= 2
kp = o (39)

and the closed loop DC gain is :

aon = -(a, - 2) (3.100)

An unstable closed loop system results for a given value of the loop gain.
However, instability does not result for all cases, as was seen in Chap.2.!

a,

a(s) = ;—

2.

(3.100)

I the open loop system has a positive DC gain with & pole in the RHP the
pole for the closed loop will be moved lo the stable location. Root loci
analysis for these networks is complicated by the fact that the circuits are
not uni-lateral and an arrangement of the transfer functlon has to be per-
formed in order to obtain the frus roof locl. A more formal discussion of the
concept condifional unstability in terms of the Nyquist stability criterion is
presented next.

le‘u
s-plane
/_. T=1
w2 wi a

a) Root Locus for the PF Circuit

F1g3.5ab PF Effects, Roots and Bode Plot

8¢
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ol s-plane

w2 w! a

e) Root Locus for the PF Circuil

“Jaon | Ideal Amp @o = 0o

Fig.3.8 NF Effects, Root locations and Bode Plotl

8.8 Conditional Instability

The stabllity of a system is ultimately dependent on the systems param-
eters. The study of the conditions under which a given system can have an
unstable behavior can be derived from the analysis in the frequency and time
domains. The concept of conditional stability usually refers to a stable sys-
tem { open loop ) unto which feedback is applied. The stebility analysis then
determines the conditions under which the olosed loop system is unstable
(Routh Test, Nyquist Plot).

The concept above can be reversed, meaning that a feedback properly
applied can modify an open loop unstable system to produce a stable closed
loop system. In linear systems this argument is supported by the Nyquist
stability criterion. In this work, a conditional unstable system is presented
which is stabilized by teedback as presented in Chap.2. This ie a typical com-
pensation problem in Control systems. An example of a system with such
characteristics is the classic problem of stabilization of a vertical pendulum
{69].

1.~ “Camments an stability”

If al) the charscteristic equation roots of & system are in the LHP the system is absolutely
mb)c(bmmdcd-lnpmbound -o\nputmble) In the case of idcal ve eloments we have
mh!c aystems in the sense of Lygpunov , is.L, ( mnrmd unh:lhy) h includes pure cocilla-

mm Le., ideal LC (losaless) ruomlor [62). In the
bave jpation which eventually make the system engg V«ﬁl and cwrrent ) tend to zero
(degencration elements), ie., strict mhmty (Asymp! sable-in-the-sense-of-Lyapunov).
Tbeloaordxdpeuonhmochwd shift of the sysicm polea inside the LHP.

Rea! oscillatary sysiems can be ebtdned by the we of active clements which supp
ergy dx:dpuud by the p?ud ywiuve-loae: (ﬂl]. + ©.g., LC active oeoilla(a' [75). '.Ed

en cocillator has the effect of moving the poles to the oles
are shifted hlrlhcr. they will eventually cmutothe RHP to give m\mﬂn\ﬂe circuil the
pesponse 1a limited by non-lncar effects in the cirouit which add the necemary dinipoﬁun (imit-
ing process) Lo kesp the circuit poles alang the axis.

The ciroult activity a» oppoud to pessivity cen bc umted !cmm!l’ in terms of the charac-
taristic equstions of the circul (Bnergy dizsip In practice, it is
sufficient to have the system xd ion to be non-Hurwitz to ree ¢ en
in!w.rcn‘l octMly lnvolnd |e1). Fig. av ahows two eumplea. ane in which NP is used the ex~

the ective elememts force the cirouit to s unsteble condition L8.L. (NP canditional

t’) 'B'so other circuit shows a stable system and how PF produces inztebility. These two ex-
nmyln present two causes of instability usually enem!cred in cireuit d In circuit design,
the oocillation process ia studied by the large signa} function which inchudes the non-
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The non-Hurwitz circuit in Chap.2 is conditionally unstable and can be
stabilized with capacitive feedback for small signals. Stability is only locally
Itmited to the active operation of the devices in the network, e.g. . the nega-

tive resistance region on a cross coupled device.

The existence of a feedback configuration that stabilizes the unstable
gystem in general is formally supported by the Nyquist stability criterion as
follows: The open loop function has a number of poles in the RHP (P), for our
case P = 1. For the Nyquist analysis we plot the loop transfer function and
count the number of times (N) that the curve encircles the point,
R,H(jw) = 1 for PF case, and the number of closed loop poles which deter-
mines the stability is given by: Z = P - N (Fig.3.8a). For the single RHP pole
in open loop one encirclement will lead to stable closed loop behavior which
is indeed the case for the feedback circuit proposed and studied in Chap.2.
In the Nyquist polar plots, ths frequency domain (gain and phase) require-
ments for the stabilizing feedback circuit are obtained. These considera-
tions apply for the local stability around active device conditions.

It Nyquist analysis guarantees stability, it means that the closed loop
ystem has all the poles back In the LHP as shown in Fig.3.8b. ® The practi-
cal utilization of the concept of conditional unstability in a linear circuit is
simplified by the use of simple systems (single stage amplifiers) whereas in
high order systems the compensation for conditional instability can be very
complex. This etebility analysis does not guarantee Lhe system absolute ste-
bility due to the fact that the amplifier has nonlinear devices. The non-linear
effects (n the system zre delerminant to the large signal stabllity . The
enalysis including the non-linearities is presented next.

Linear imiting considerations (78],
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Fig.3.68 Negaotive loss Amplifier

Root Locus for Feedback Capacitance

8.8.1. Non-linear Analysis of Conditional Instability

The aystem with non-linearities is represented by a set of non-linear
time-invariant differential equations. The complexity of the system even for
this single stage amplifier is great and the theoretical analysis is not
attempted here. lnstead this dissertation present the experimental results
which showed the stability ( large signals ) of the system as given in Chap.5.
In the design stage however, the nonlinear system was fully simulated in the
computer to have a preview of the circuit large signal behavior. The formal
analysis of the system is very complex. Even gross approximations of the
nonlinearities will result in complicated nonlinear equations gimilar to the
Hill equation [74]). The availability of powerful circuit simulator programs
like SPICE make the study of the circuit behavior much simpler.

Nevertheless it is essential to study the particular theoretical aspects
of a nonlinear differential system to be able to establish and justify the tests
to be performed in the simulation , e.g., transient large signal analysis, end
the initial conditions and boundary values necessary for the simulation px;o-
gram. The enalysis of the non-linear circuit in a simplified form is done next
in order to form the required theoretical background.® The derivation of the
system equations is performed in App.C. In this section the effect of the
finite output resistance of the devices is neglected. The computer simulation
of the circuit in closed loop is performed including all the transistor non-
lineeritles. Fig.3.8a Shows the large signal circuit schematics of the

2.-'nuc! ed stability of the negative-loz is a clasxl blom of
o el sosiaras (65) o hat erammple the ...:K"“".‘-..m'{; on ;ﬁ‘m:‘w
suble system (plant) and the com m!on petwork dest a
cenditional unstable system i tho cd pendulum [59). 'l'hh mechanic ;{nc
)nlp!u! in chrlmn%nl.be aperstion and ihe stability of the cloaed loop circuit including gc dg-
nal dynamics, nan-) eaﬂuu. eto.

a-Thc imulati must be fully evaluated due to the faot that pumarical epprox-
st can show seble resp for ble syst b the
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differential amplifier in open loop.

The conditional unstable system dynamics (open loop) are described by
the fourth order non-linear differential equation :

VaCs = Vage +1(Va-Vo) -S(M)+ K
VoCs Vags +f(Va-Ve) + Vaugs
ViCs = Vg, +f(Ve-Vo) -f (V) + K
VeCB = Vegg +S(Vi-Vo)  + Vige

where V, and V; are the input voltage drive and ¥y are the node voltages,

(3.120)

gnOn are the total conductance and capacitance associated with each node
and f(v) are the multi-variable large signal device characteristics for the
driver and cascode devices. The driver nonlinear characteristics in the

saturation region are:

7(VL.Y3) = G pe{Vi- n]’(l +AVy) (3.125)

And for the triode region:

F(VL.V3) = uCys %x[v. -n- %]x[l’,] (3.12¢)
where W is the threshold voltage W and L are the device dimensions and V, is
the gate to source voltage large signal voltage , and Vs is the drain to source
voltage. The equations for the other side of the circuit are obtained simply
by exchanging V1.V3 for V2,V4. The circuit is biased in the active region by

a bias current J.

The cascode load nonlinearity also has two operating regions as follows:

simulation solution has its particular numerica) stability conditions.

7 (va,v3)

d

+—T
aT

7(v3.v5,v8)

[TERN
8%

tya

7(va.v4)

vi

RET
xS

7(v4.v5,v8)

“le

¥
vz+ cx-L

&L
)

T

1

v4

Large Signal Model for Negative-loss Amp

Fig.3.9a
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7(V3.V6,V5) = uCus EZ"(V’ V- n]’(: “AVs- Va) (3.12d)

for the saturation region and:

J(V3,V8,V5) = uC,, %u Va-Vo- 12 - @]x[v,- v,) (312¢)

The equations of the other half circuit are obtained in the same way as
before. The equations (3.12) are presented in block diagram form in
Fig.3.8b. The eircuit uses NMOS D loads which also give a nonlincer load
characteristic , i.a., conductance function of the square root of the current.
The solution for this nonlinear system depends strongly on the initial condi-
tlons and the kind of foreing functions employed ( input drive variable ).
The set of boundary conditions for the nonlinear system is bounded due to
the physical constrains of supply voltage and power. The systems output is
the differential voltage V; - V. The complexity of this system makes a hand
solution virtually impossible. The complexity of the nonlinearities do not
present a well behaved system. The state of the art analysis of stabllity in the
lerge by Popov and the Nyquist methods are difficult to apply for the system

presented here and sufficient conditions for stability can not be guaranteed.

Some empirical relations can be obtained by analyzing partitions of the
circuit, e.g., the cascode total nonlinearity can be obtained independent of
the driver nonlinearity. From these procedures, some transfer functions
approximations can be obtained which facilitate the understanding of the
system behavior. Other simplifications can be obtained if the devices depen-
dence on output voltage is eliminated leading to a lower order nonlinearity of

the system equations.

The driver device is characterized by a monotonic nonlinearity (

memoryless ) given simply by the transistors output characteristics as
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shown in Fig.3.10.

One more simplification is obtained by limiting the output range by
clamping devices. The boundary conditions affect the nonlinear system in a
way that the signal amplitude is limited to values where the transistor dev-
ices have enough gain to guarantee the recovery of the system to the active
region. ere affected in the direction of guarantee stability in the large. The
ponlinearities in the load can be combined to give the nonlinear squivalent
resislance characteristic which shows a hysteresis type nonlinearity as
shown In Fig.3.11.

The open loop system dynamics ere represented in block diagrams with
the static nonlinearities separated from the frequency dependent charac-
teristics Fig.3.12a. The system open loop static nonlinearity was obtained by
SPICE simulation and it showed to have the form of a S shape function as
shown in Fig.3.12b. Empirically the function can be fitted by a cubic (hys-

teresis) nonlinearity :

¥ = a,¥, -0 (s.19)

Such a system can operate in three different regions of the characteris-
tics. For operation inside the negative slope region, the circuit gain is posi-
tive due to the negative resistance load. The gain is negative for the outside
regions where the negative resistance has collapsed to a conventional (posi-
tive) resistance. The conditionally unstable amplifier in open loop was simu-
lated in SPICE to prove large signal response to initial conditions in the three
operating regions. The system showed the typlcal bistable characteristic
resulting from ths hysteresis nonlinearity, i.e... similar to the Schmitt

1w, 5, 1)
Active Ragion
A
V¥
Triede _|
Region
>
Vd- v

Fig.2.10 Transistor Nonlinearity
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trigger circuit response. The results are plotted in the form of phase plane
portraits in Fig.3.13.

The analysis of a system with this kind of nonlinearity is a classical prob-
lem in nonlinear oscillation circuits [74]. ., viz, relaxation oscillators or
bistable trigger circuits. A very interesting analysis of the system response
as a function of the different input forcing functions has been presented by
Hurtado [76). Of particular interest is the result that the system under
trigger traverses a region of indecisiveness where the output can stay for a
not determined period of time. The analysis is based on simple models and
the solution obtained by the perturbation method. The conditional unstable
circult is used with charge feedback ( Capacitive input and feedback ele-
ments ) In a sarmpled-data {S/D) system. The system of equations for the

closed loop are presented next.

3.3.2. The Conditionally Unstable Circuit with Capecitive Feedback

Based on the open loop large signal dynamice described let us proceed
to apply the feedback compensation which delivered the stable circuit for
small signal (Chap.2). The circuit schematics show the feedback
configuration , see Fig.3.14. The system block diagram is depicted in
Fig.3.15. The system equations for the closed loop are also derived in App.C
and represent a sixth order system (in these equations the finite output

impedance of the transistors is neglected ):

4.-The nonlincarity of the system prod three equilibrium paints; one ot the origin which
is unstable , and two points symmetricolly located about the origin which ere asymptotically
stable (po called meto-sieble states becouse the system can be uﬁﬁmd back end forth between
them by the input. Any initia! condition inxide around the origin will tirn to drive towards ane of
the meto-steble points. The sysiem responsc for this nonlinear case is strang function of the ini-
tiel conditions and the type of input signals applied.

a3

-1

Fig.3.13

Phaso Plane Portreit for a Bistable Circuit
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- (3.142)
Vuou1 + V(G - ou1 4+ G)- ¥, o
houz = 0
VaCo + ValCy-Qu2+ G)-Valy = —f(Vs-Vo)-f (%) + Vags + ks
NiCa = ~f(Vi-Vo)=f (K) + Vegs + ks
VsCs S (Vi- Vo) - Vego + ks
VaC8 = ~f(Vy- Vo) - Vego + ke
whsre ¥, and ¥, are the differential input large signals given by:

"

%:Vm--:i-and V.:V‘-%!— (3.14})

where ¥, is a common mode signal.

The type of feedback utilized is shunt-shunt feedback with capacitive
feedback and input coupling elements. These elements realize the time
derivative function for the input voltage which is a step like signal. The input
voltage signals are differentiated by the input capacitor to give the mpulse
like current signal to the amplifier (step charge). In the same form the out-
put voltage variable is fedback as a current. Fig.3.18 shows the block

diagram of the S/D nonlinear system.

As for the open loop system, computer simulation was used to evaluate
stabllity. The main consideration at this point is that the closed loop system
bas proved to have a locally stable response in the active region. That implies
that for any initial conditions around the active region, the system {s asymp-
totically stable. Large signal stability must be studied to find out if any other
stable point or limit cycle exists in the characteristics.

3.4. Computer Simulation

In order to solve the system and evaluate the stability, the full circuit
was simulated in SPICE using as initial condition points outside the active

&7

e
w An
—_— —
A 7o v inz Ne
w
Jw
> Qljw)
Vovw

Fig.3.18
Closed Loop System with Sample Swilches
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region and applying the typical set of forcing functions available from the
S/D system ®

The transient (large signal) enalysis in SPICE shows that the feedback
and foreing functions modify the system producing a single stable equili-
brium point as shown in Fig.3.17. By proper manipulation of the input sig-
nals, this equilibrium point can bring the circuit to the active region where
loce! stability exists.® This result means that even in the case of large signals
perturbing the system outside the active region, the trajectory solutions
return Lo the active region , viz, any other equillbrium points or limit cycles
ere unstadble in the large so that the response eventually returns to the
asymptotic stable region.

The phase plane analysis is used to fllustrate the trajectories for the
closed loop system. The circuit simulated also Included the limiting at the
output done by clamping devices which has the effect of bolding the non-
linear load transistors in a region where the voltage gain is still considerably
large which produces a faster and more reliable return to the active region,
see Fig.3.18. The circuit stability within the linear region exists due to an
efleclive degeneration created by the feedback. The simulation was done in

the time domain and includes power supply transients. The closed loop cir-

8.-The sysiem modeling and solution obtained by the P can be misleeding for the
cases where there is marginal instebility in the aystem. In fact the integration algorithm hes to
be very acourate to detect the stability o the aystem. The digital integrati algorithm utilized
st not include self damping which cen make the cireult instability disappear form the numer-
ical solution , o.g., gear Method level2. Tho simulation in SPICE was then done by trapezoidal and
Geer third order integration.

.= Al this point , the mechanical analogy helps to understand the re-entry behavior. The
vertical pendulum with a nonlinear limiting of the angular poeition 8 ia bistable in apenloop. By
apﬁlmtwmmumetmi:’&dmbmmemmmk t to the operating re-
gion whore the aystem i3 stoble. Large perturbations can put the pendulum beck to one of the
outxide states however the lu}e signal stability means the return to the ective region by the
manipulating varicble fa ble. One extra considerstion must be brought into the picture of
this analogy and that is the S/D charecter of the circidt which can be represented in the anal
by e time varying brake which holds the & pesitian of the pendul loromcl:g

and releescs for the active clock phase.

Vo'

Fig3.17 Portraits for the Closed Loop
Response to Step Voltage Input

Vo
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cult showed to be asymptotically stable (about the origin) for a whole set of
lerge signal initial conditions (DC unbalances) ; the c;utputs from transient
SPICE simulation are shown in the Fig.3.19. The resulls are also presented in
a state space plot in Fig.3.20a,b. '

The plot shows two main resuits: First, the origin is stable in the pres-
ence of large signal perturbations and secondly , the system can be taken
from the meta-stable state into the stable region. A switching boundary
appears in the phase plane (or a switching surface in the state space) which
separates the active clock phase and the hold clock phase. The system solu-
tion in the hold phase has slower time constants determined only by the
leakage and parasitic capacitances and for any practical purposes the sys-
tem is kept in equilibrium. A new switching in the phase plane to the
transfer region comes with the clock phase and the system solution contin-
ues on a trajectory determined by the initial conditions held during the pre-
vious phase plus the current perturbation.

3.5. SC Resonator Large Signal Simulation

The stability of our negative loss circuit has been discussed. This circuit
is used as a SC integrator In a high order sampled data filter. In particular it
is connected in a negative feedback loop with a conventional lossy integrator
circuit as illustrated In Fig.3.21. The resulting resonator small signal
bshavior showed a close to lossless realization as presented in Chap.2. For
large signals the use of computer simulation Is more essential.

The computer simulation of the resonator circuit in a S/D system is
done using a S/D resonator as a representative system. The same large sig-
nal initial co-ndlt!ons and typical set of forcing functions used in the integra-
tor simulation were experimented in the resonator simulation. The simula-
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tion was performed in the time domain including all the devices nonlineari-
ties. The resonator has a close to lossless response shown by the stable
oscillations response. The stability analysis is done by including a termina-
Uon to the network. The results show a @ factor which closely agrees to the
one obtained from the eccurate termination elements, indicating the
eflectiveness of the lossless resonator realization. The results for the reso-

nator are shown (n Fig.3.22 whers the asymptotical stability is observed.

The stability for the S/D resonator is illustrated in the phase plane by an
spiral trajectory converging to the origin (Fig.3.23). In the resonator circuit
the energy Is easily represented in terms of the voltage signal at one integra-
tor and its time derivative at the other integrator output. The output is com-
pared with the lossless resonator unit-pulse response which has the circular

trajectory (limit cycle). The lossy case draws an spiral towards the orligin
Indicating energy dissipation .

The monolithic NMOS prototype filter fabricated demonstrated the sta-
bility and accuracy of the high order fiiter. The experimental results from
the prototype sixth order fllter are summarized in Chap.5.

3.6. The Negative-doss from a Circuit Dezign Point of View

A more intujtive explanation of how stability is built in the circuit fol-
lows. This approach Is more familiar to circuit designers. The concepts util-

ized for this purpose are linear circuit relationships and negative resistance
and conductance analysis.

The negative loss circuit is implemented in a single stage amplifier by
using & negative load. The circult has special properties because even

though it is & simple non-inverting amplifier, it contains a phase lead of its

dominant pole. The frequency response looks more like the typical common
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source amplifier where instead of having a monotonic phase lag, a phase
lead at low frequencies is produced and the high frequency transfer function
look allke the conventional inverting circuit function. At DC the amplifier has
experience a jump of 180 degrees in phase.

In the real circuit, a input transconductance stage is used to steer a
current as a response to the input signal and due to the static negative load,
it produces a negative voltage transition in terms of the conductance at DC
at the drains of the differential pair Fig.3.24a.b. The voltage at the sources of
the cross coupled circuit seen from these terminals has a current controlled
static non-linearity.

The circuit eventually reaches the limits of the active region where one
of the transaistors goes Into the low galn triode region and the effective value
of negative resistance locally decreases, see Fig.3.26. If the signal is further
increased the circuit reaches o region where the resistance collapses and
abruptly changes to a typical positive resistance valus. This is the same
effect as the gain non-linearity presented in a different manner; in the
present circuit this happens when one of the cross coupled transistors goes
out of conduction (turns off).

The static characteristics themselves do not determine the stability of
the circuit and only when the transient performance of the circuit is intro-
duced can the stability be analyzed. For our closed loop circuit, we have an
amplifier which for high frequencies reacts in the same form as the conven-
tional amplifier. The transient analysis indicates that the leading (fast) tran-
sition of the positive input signal produces an error in voltage at the input

which is rising %)0 » see Fig.3.26. The negative resistance does not

respond to the leading edge and the output signal trevels downwards
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dv,
-f—( 0. The negative output transition is coupled back through the feed-

back element opposite to the direction of the original input perturbance
(back reaction). The feedback for fast signals is negative.

As the negative resistance responds, the feedback is produces the back
reaction which can be observed in the response from cormputer simulation.
The steady state DC gain has changed the polarity of the amplifier gain and
the signal at the input has reached the steady state negative value. The pro-
cess of the stable response is then a strong function of the trequency depen-

dence of the amplifier and the negative load.

Outside the active region, depending on which type of non-linearity is
bresent , the operation of the circuit can be returned to the negative resistor
active region by either a voltage drive or a current drive in the proper cir-
cuit node, see Fig.3.27a for a set of typical v—i transfer characteristics. The
voltage feadback (shunt feedback) produces the effective voltage drive of
the output or equivalently the current drive at the cross couple sources, pro-
viding the reliable large signal operation of the negative resistor. This is
echieved by the current path provided by Lhe shunt feedback which gives
control through the cascode devices operating as voltage followers.

3.6.1. Nogativeresistance as the Source of Negative-loss

The negative-loss clreult {s obtained by the cross coupled circuit; some
golid state devices can provide this characteristic , i.e., SCR., SCS. Tunnel
diodes, UJ;I‘. Varactors, etc. [78] leading to taster loss cancellation circuits.

The negative-loss circuit realized by the cross coupled connection of

Inverter amplifiers has receive much attention (NIC and GIC circuits) [79]).
see Fig.3.27b. The circuit is approximated as e second order system due to

i

CR AN

X

Neg-resistance
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Disstpation Region

Tl

Dissipation Region

Figd.27% Non-linear V-i Characteristics
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the singularities of each device. Within tha linear region , the transter func-
tion has a pair of poles lying along the real axis at mirror locations about the
erigin, i.e., one RHP and one LHP pole. In terms of the open loop poles and
the root locus, the different feedback configurations are depicted in
Fig.3.27b. These circuits were of limited interest for linear circuit designers
due to the restrictions with respect to circuit speed and stability [77]. This
was o, because the implementation of PF was external to multi-stage active
elements containing complex root distribution which very often lead to uns-
tability problems.

3.7. Other ability Cansiderations
A.7.1. DC versus AC Stability

The stability of this circuit is performed by capacitive feedback. At
steady state the current is nul! and ths circuit operating point is maintained
in form of a charge (3.4.5). It is fundamental to review the operation of a
capacitor in response to charge signals. This has been celled the charge
domain where signal is passed by transient of charge. The voltage signal
time derlvative is transferred by the capacitors. It is this charge signal which
eventually looks like a DC steady state signal at the end of the transient.
Capacitors do.not block the (step) signal but pass it as charge. The final
steady state response is a DC voltage.

8.7.2, Common-mode Stability

In practical active circuit design two different issues related to stability
are encountered. One s the operation of the circuit when it is in the ideal
common-mode oparating point (the circuit has the required bias conditions)
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and the second is the stability of the circuit for operation around the bias
valuss . The response of the circuit is guaranteed as long as the circuit is in
the particular ective region. Both stabllity issues belong to the same unique
more gensral large signal stability of the system which requires a large sig-
nal analysis.

DC perturﬁa!lons. like offsets due to circuit mismatches, are the forcing
functions for the system equations. The large signal equilibrium points for
the system define the bias conditions. The solutions around the equilibriurn
points are dependent on the original system determined by the forcing func-
tion U. In the circult of Fig.3.24, constant bias of the differential pair was
presented. For this ideal system the bias stability is assumed. In the real
circuit, the bias of the stage and thus the output nominal voltage is defined
in open loop and hence it is not controlled.A large signal feedback circuit is
used to regulate the blas points. The full circuit, with the common-mode bias

circuit for the amplifier was included in the simulations.

True DC effects can come from circuit offsets. In the resonator circuit

the offeet eignal travels along the circuit and affects the DC output signal.

3.8. Summary

This chapter has presented the conditionally unstable circuit functions
which are ltab’mzed by a teedback compensation circuit and applied to SC
filters. The special properties of these circuits in time and frequency
domains are presented and stability is discussed. The computer simulation is
shown to be the vital tool In the analysis of the system. Even using simple
models for the analysis, the analytical complexity of the final system Is
great. SPICE computer simulation was used to obtain the solutions for the
system through a perturbetion analysis.
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CHAPTER 4

NMOS AMPLIFIER CIRCUIT DESCRIPTION

The amplifier circuits used in the negative loss and conventional integrator
clrouits are fully differential. This approach has several advantages: it increases
the dynamic range and minimizes the common-mode errars such as power-
supply coupling and clock feed-through. The circuit architecture and bias con-
ditions ere almost identical for both circuits. The fundamental difference in
these circults is the galn at DC and the fact that the dominant poles have oppo-
eite polarity. All the other circult singularities are the same and thus the
analysis done for one of the circuits applies accurately to the other by a simple
change of sign to the calculations involved. In this chapter, the cascode circuit
is anelyzed in delail and then the results for the Negative-loss circuit are

presented.

4.1. NMOS AMP DESIGN

4.1.1. The Single Stage Amplifier

The fast settling amplifier employs a single stage configuration as llus-
trated in Fig.4.1a in order to optimize the transient regponse. This is so due to
the reduction of high-order poles resulting in a simple frequency compensation.
The NMOS inverting amplifier DC gain a, is limited by body effect (finite conduc-
tance g,,) and channel length modulation (finite output conductance g,) of the
load transistors; for the input device trensconductance gg,, we have:
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gmi Bmi
8 = e - eceme—
a, oL o + 80 (4.12)
- . Pm1
*  Gmentgo @

where g, s the driver device transconductance and 7 is the body effect factor

for the load device given by:

1 _

vl (s.2b)
For the particular process used the body effect output resistance is com-
parable in value to the channel-length modulation resistance 7,. The gain vs.
doping N, Is shown In Fig.4.1b which also shows the effect of channel length
modulation. The output resistance starts to become dominant for low values of
substrate doping.
4.1.2. Amplifier Circuit Speed
The single stage amplifier open loop (small signal) transfer function a(s)
was presented in Cbap.2 ; it contains a pair of poles &1 and o2 and a feedfor-

ward zero ¢, :

8
'ﬂo(a‘-l)

a(s) = )’

(-gl—+ 1)(‘—:—+ 1)

The small signal model for the simple differential amplifier ls shown in
Fig.4.2a. The large signal transfer is not included here for brevity, and it can be
found elsewhere [71]. The amplifier's settling characteristic is determined by
the singularities in (4.1), see Fig.4.2b. The circult's input time constant g is
very small and even though there is Miller effect involved this time constant is

not dominant: -
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1 1
T e
The dominant time constant, determined by the load capacitance (; and
resistance R,.is :

e ﬁ . (4.41)

The feedforward zero (non-minimum phase) determined by the gate to
drain capacitance is :

o O
‘l qd (4.40)

The unity gain frequency a, is determined by the transconductance of the
input transistor &,, 42 and the total capacitance at the output node 3/ 4:

o, = %‘L )

4.2. Cascode Load Differential Amplifier

The simple inverting amplifier gives little room to design for DC gain and
speed specifications. The cascode load stage with an extra current bleeder
shown in Fig.4.3 provides an improvemsnt in lerms of design flexibility. The
current level can be independently assigned for the input stage and the cascode
load, offering one more degree of freedom. M, and M; are the differential input
transconductance pair with Mys and My, as current bleeders to inorease the
current Jevel of the input transistors while preserving the current in the cascode
load and, as a consequence, the high speed of the stage. X, and M, are the

ded load devices which provide the voltage gain stage with Af, and M, as

load devices. The driver device transconductance s proportional to the cascode

and the bleeder current as glven by :
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N . O = AR (4.62)
where:
B=uc, T (1.0

I, Iz the bleeder device current and I, is the cascode Joad bias current

level. The output resistance 7, looking back towards the driver is also increased

by the cascode load:

1 1
go  Ndels(Vgs - 1) wn)
2

+ Qe
where go; is the total output conductance.

The gein improvement in the NMOS cescode load comes mainly from the
modification in the transconductance of the Input devices. For the cascode

load, in the body effect limited case, the gain is given by:

|/ 2 FrlUs + 1)
-y‘:’-= ;-\/ ——‘h—"-( Wb + 2¢) 4.8)

Br is the LLran of the driver to load devices.

4.2.1. Differentiol Cascode Load Small Signal Analysis

A small signal analysis is performed to celculate the DC gain The circuit
mode} is shown in Fig.4.4. The analysis utilizes the transistor names shown in
the schematics. Signal Flow Graph (SFG) techniques were used because they
offer a physical insight in the role of each transistor element in the amplifier.

This is specially helpful in understanding the different ways the DC gain polarity

Fig.4.3
Cascode Load Single Stege Amplifier

can be reversed to obtain the negative loss amplifier. The cascode load small

signal analysis has the SFG representation shown in Fig.4.5. Using Mason's rule
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- )

. - 9m1R2(gms * Goo + Go)Rs
8% = T7(G; + Foo) o + GmoRs + Go(Rs + Ry) + byrR1 - (- go7 - Go)G1R3Ry

where g, and G are respectively the transconductance and outpul conduc-

tance of the i devioe, g; is the body effect conductance and R; is the node total
output resistance which contains all the resistive eflects of a particular node,

¢.g.. body effect, channel length modulation efect, etc.

4.2.2. Cascode Load Circuit Speed Considerations

The characteristics of the amplifier as a function of the bleeder current are
of interest; let us assume that the bleeder and bias current sources ere
increased simultaneously and thus the cascode current is maintained constant.
Viith this, the output load is kept constant and all we are modilying is the driver
transconductance. The DC gain and the unity gain bandwidth are proportional
to the square root of the bleeder current (4.4). The first pole given by the output

and the cascode pole are independent of the bleeder current.

From the SFG of the circuit used for the DC gain calculations the transfer

function for the open loop can be obteined:

Imigms

s Imims
C)= %" " Vot + gma¥s (w100
where Y is the total admittance of node i:
Y=g+ 2G (4.10b)

The input pole oy is located at very high frequencies gince Miller effect is
negligible for this case (4.8). The dominant pole o, is determined by the output
pode as in the simple inverter case (4.3b). The cascode devices with their &,
capacitance provide a second pole we given by :
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Ime

b = [

(4.0
The frequency characteristics in open loop as a function of /, are illustrated

in Fig.4.8.

4.3. Prolotype Amplifier Circuit Degign

The amplifier speed requirements for the prototype narrowband filter are
given in Table 4.1. The circuit is shown in Fig.4.7. The current level was dictated
by the speed requirements and power dissipation. The total power per amplifier

was 4mW (200u4 in each driver device). The driver size used is %-: %&giv-

ing a transconductance of the order of 400umho. The current level for the
cascode load circuit was 100ud for a transconductance of 100umho. The

¥

cascode devices have 2

= _LGB(L and current bleeders have an aspect ratio of :

¥ _ E0u y F _ 20u i -
L= 204 The depletion load device 1" 20 has, for this current level, tran:

sconductances of the order of Sumho and body effect and channel length modu-
lation resulting in an effective conductance of 4—10umho. The NMOS device cir-
cuit parameters of interest are shown in Table 4.2. For the simple differential
pair the gain is 30-40 and for the cascoded output it is in the order of 8060 at
the nominal current levels; the closed loop steady state errar is of the order of
1% which is larger than the effect of the finite settling for the frequencies of

interest.

The sempling capacitance G, value must be considerably larger than the
circuit parasitics. In order to deal with sampling trequencies of the order of 1 to
G6MHz the amplifier unity gain bandwidth must be larger than the clock fre-
quency by at least a factor of five [4). The cascode load amplifier has a
bandwidth of 60MHz for the nominel current of 400ud (SPICE), see Fig.4.8. The
step response initial delay is strongly influenced by the high order amplifier
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_TABLE 41
TYPICAL IF BANDPASS FILTER SPECS
Center Frequency 268kHe
Center Frequency Ace. +-12
Maximum Passband Ripple | £1.5d8
Passband Gain 2048
Peassband Bandwidth 10KHz
Passband Bandwidth Ace. +5%
Stopband Bandwidth 16KHe
Stopband Rejection -36dB
Dynamic Range 60-8048
OP-AMP REQUIRED PERFORMANCE
DC gain 500
Bandwidth > 60MHz
Settling Time 0.5% < 1D0nsec
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TABLE 4.2

parameter

model index
gero-bias threshold voltage
transconductance paramsler
bulk threshold parameter
surface potential
channel-length roodulation
(K0S} and ¥0S2 only)
draoin chmic resistence
source ohmic resistance
zero-bias B-D junction capacitance
zerc-blas B-S Junction capasitance
bulk junction ssturstion current
bulk Junction polential
gate-source ovorlap capecitence
per meter channel width
gote-drain overlap capacitance
per meter channel widith
gate-bulk overlap capacitance
per meter cheane! length
drain and source diffusion
shest resisitance
gero-bies bulk junctioa bottom cap.
per sq-meter of junclion area
bulk junction bottom grading coel.
gerc-bins bulk junction sidewall cop.
ger meler of junction psrimeter

ulk junction sidewall grading coef.
bulk Junctioa saturation current
per sq-moter of junction area
oxide Lhickness
substrate doping
surlsce state density
fast surface stote deasity
metallurgicel junction depth
ioteral diffusion
surface mobility
eritical field for mobilit;
degradation (MOS2 only]
critica) field exponent in
mobllity degradatiop (R0S2 only)
transverse ficld coef (mobality)
(M0S2 only)

drift

y of
tolal channel charge (flxed and
mobllc) coeflicient (OS2 only,
ficker noise coeflicient
fucker noise exponent
coc.ﬂacienl for forward-blas

P

F/m*2

F/m

A/meT2
meter
1/cm**d
1/¢m**2
1/em**2
meter
meoter
cm*2/V-s

V/em

m/s

4.05-11
4.0E-11
20E-10
400

R0E-4
[.X.]

1.0E-9
033

0.7E-7
7.72E14
-2.50E11
1IEN
8.8E-07
1.05E-7
784.9

8.64E4
0.008
0.25
5.0E4
1.0
1.0E-28
12

05

1.0E-9
0.7E-7
7.76E14
850E11
1.0E11
3.6E-07
1.058-7
7nep

1.83E5
00

0.2%
5.0E4

6.0
1.0E-28
1.2

20/20

Vdd
v

120

Fig4.7.

Cascode load Single Stage Amplifier

with Device Aspect Ratios

20/20
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poles and the rise time, 12~20 ns, is determined by the unity gain bandwidth.
the settling time is determined by the transfer function singularities. The set- .
tling is ultimately dependent on the type of singularities in the clreuit, f.e.
oscillatory or low damping poles can produce long settling times. For the dom-
tnant pole situation, the analysis for * close * to settled conditions is dependent
on the dominant time constant.

Besides the static and transient characteristics, other requirements
related to common mode bias and rms amplifier noise and distortion have to be
considered to obtain a reasonable compromise in amplifier gain-speed perfor-

mance.
4.4. The NegativeJoss NMOS Circuit .

4.4.1. Implementation Alternatives

Two possible non-Hurwitz circuits are shown in Fig.4.8. The single stage
differential pair employs local (internal) positive feedback. For this simple cir-
cuit PF can be applied in two forms: by using cross coupled pair at the amplifier
load or by using source regeneration at the sources of the differential pair (as
opposed to source degeneration used in negative feedback configurations to
improve linearity and speed). '

The negative resistance load is determined by the conductance of the

crossed devices and the actual resistance at the output node :

R

(‘) = -
v 2 (4120

1+
,MRL

The effactive source conductance for the latter Is determined by the tran-

scondustance of the crossed devices :
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"‘) = "29575,“, (4.12b)
These configurations have in common the cross coupled connection which : 125

implements the phase reversal at DC.

Small signel analysis and computer simulation were used for the selection
of the final pair of circuits based on oonsiderations of DC gain matching and cir-
cult symmetry. The cross coupled load oircuit shown in Fig.4.10a has the sim-
plest configuration and provides the best partner circuit for the conventional
cascode load amplifier on Fig.4.3.

The negative loss circuit step response in closed loop is shown together
with the conventional circult response in Fig.4.10b.

4.4.2. Small Signal Analysis of the Croas Coupled Load Circuit
Small signal analysis at DC is obtained from the SFG by the Masons's rule
(Fig.4.11):

(4.13)

ag = “Gm1R2(gme + Gus + Gs)Rs
14 (G, + gyo)Rs + Prms(R3 - Ry) + Go(Ry + R7) + goaRe - (gms - 91 - G5)G \R3R;

The propoied cross coinpied load amplifier is different from the simple

cascode in bias points.The cascode needs some extra devices to bias the gates of

Mg vs Hlustrated in Fig.4.3. By analysis of the circuit SFG a new circuit
oconfiguration to substitute for the cescode can be obtained which has exactly
the same bies as the positive feedback circult and requires no extra bias dev-

fces. The circuit is shown in Fig.4.12. The small signal gain is :

- (4.29)

an = - 9m1®2(gme + Fos + Go)Ry
%= 14 (G, + go0)Ra + gmoRs + Go(Rs + Ry) + §uaRa - (- 9u7)GiRaR,

Figa.10a
Cascode Load and Cross Coupled Load

NMOS Amplitiers
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Pos Loss Amp with Self Bias Cascode
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4.4.8. Negative loes Circuit Speed Cansiderations

The SFG for the system is shown in Fig.4.13. It shows & brand new feedback
branch which affects the tranafer tunction in the denominator (4.12):

_V_O_ . Fm19ms
Vi = Ya¥o+ fmol¥a- ¥ s

The addition of this new loop changes the sign of the linear term in the
characteristic equation leading to the dominant pole change of polarity. The
particular analysis is etraightforward as for the conventional amplifier case. The
results give a dominant pole defined by the output as lollows:

1 o Cegst €93+ (Co- Caloms

.16t

ch Pmolfc -0 .160)
L. .1

WpR Lok oo { G E)ﬂna (4.16)

where 7, is the time constant of the node 1.

SPICE stmulation results are presented later in this chapter showing the
close agreement of root locations for the positive and negative loss amplifiers.'
For the positive feedback amplifiers the typical root locus as a function of Gy is
shown in Fig.4.14a. The frequency domain transfer function for the negative loss
amplifier is shown in Fig.4.14b.

4.5. Closed Loop Circuit Annlysis

The analysis of the aasocode inverting amplifier when connected with capa-
citive feedback follows. The small signal mode) is shown in Fig.4.152. The SFG is
shown in Pig.4.16b. The driving signel for the circuit in the SC integrator is
equivalent to a voltage signal V.

SFG for the closed loop includes two new branches and result in the the fol-

" lowing transfer function:

1.~ Refer back to Chap.2 for the closed loop analysis of this circuit.
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SFG For Closed Loop Amplifier

FMig.4.15b

% - S'C’ Cy+ 8Cr g3 - gmifme
Viy 5%CaCo+ 5(Csgs+ Co9s) + Im1msf + 9295

The block diagram for the open loop and closed loop circuit is shown in

(4.170)

Fig.15¢. The leedback moves the dominant pole towards higher frequencies in a.
similar way to the well known resistive feedback. Two differences are of impor-
tance: the initial conditions in the capacitors and the current that flows in the
steady state for the resistor feedback case; in the capacitor feedback circuit a
constant charge is kept in the capacitors at steady state. The signal flow along
the cirouit for both cases is characterized by similar equations as was
presented in Chap.3. The closed loop transter function H(s) for the amplifier
within one clock phase is given by :

-ﬂ.(,,’T- :)(,,{}—«» 1)

s 3
(Gt WS-+

Tl D)
2my m

H(s) = (4.170)

1+ = =
(“—4 ))(‘;y-,-* 1)

The root locus for this circuit as a function of the capacitance ratio

-L‘T%Tis shown in Fig.4.15d where the widebanding effect on the amplifier is
depicted by the dominant pole moving towerds the LHP zero at high frequencies.
The second pole travels to the left and its phase delay is reduced. H, and 7, are
the forward and loop DC gains respectively. The circuit analysis is straightfor-

ward and results in:

= m1fmicad

™ Crome (4.18a)
L .160)
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The cascode configuration has very fast response due lo the LHP zero that
compensates for the second pole delay [55]. A conclusion drawn from the previ-
ous argument is Lhat the analysis of the amplifier performance for close Lo
not to scale
steady state condition can be performed without lack of generality by looking

at the first pole movement in the root locus.

These results were in close agreement with SPICE simulation. The cascode

Qosed

loop /':.___'____“

SC filters, i.e., 0.5% settling in less than 50ns. The response is shown in o6

load amplifier is used in the prototype circuit; SPICE shows that this amplifier is 120
1

“6o\-. 200 Pt

A Y

fast enough to meet the speed requirements of the application in high-frequency

Fig.4.18a. The {requency-domain analysis shows the pole-zero LHP pair pro-

duced by the cascoding as discussed above. Negative-loss SFG for the closed
180

loop condition is shown in Fig.4.16b. .

Phase

4.8. Other Aspects of Circuit Design

4.8.1. Circuit Noise

et
-

Noise is an important consideration for this case due to the wide bandwidth -180 '
1 flosed loop
characteristics of the amplifier. For high frequency application the ——noise is

! Figd.183

not important. The thermal noise is the dominant contribution of amplifier Freq. Response for Open Loop
noise within the filter passband. For the amplifier reported in this dissertation, Pos end Neg-loss Amps

the switch capacitor noise dominates.
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u
In tact. SPICE simulation shows a typical amplifier input referred noise of 60—\,';;7

whereas the switching noise can be larger than m‘/%".zl" g

4.6.2. Switched Capacitor Noise

The thermal noise in the conducting channel of the switch transistor is sam-

pled nto the capacitor. This noise can be estimated as follows :

'Z’—;—'—: KT, RIS @®)
where S(f) is the frequency transfer function of the equvalent switch and capa-
citor RC, network formed by the transistor channel resistance and the sam-
pling capacllo: The total noise is obtained by integrating over the [requency

spectrum:

T = ]4&1.!?;3(/)!‘4[ (4.20)

From Lhe simple low pass expression for S(f):
- 1
s(r)= [1 T @nfRO) (4.210)

s 1
&r 4Ren Gy
When the sampling capacitor transfers charge to the integration capacitor

frorn (20a) and (21):

= 4kT, R (4.210)

the amplifier output noise is oblained in the same fashion but now the noise

bandwith is approximately given by:

Af ™ CL% (4.210)

A where k is the Bol end T, the ambient temperature.

one obtains :

Ngus = _kT. ——q'fs = -——-kT" (a.214
Gre ¢ G 214)

The first factor is the switch noise sampled in §, and evaluated at the clock
rate /s, the second is the integrator noise bandwith.

The SC noise presented to the integrator has the effect of a time varying
offset. The noise calculations in the filter are performed by adding all the noise
contributions in & given node and using the transfer function in the fiter from
that particular node to the output. This calculation is very titne consuming. The
use of computer programs to evaluate the noise performance in high order
filters Is vital. Almost all the state of the art circuit simulators include calcula-
tions of this type, e.g., SC simulators DIANA, SCORP, etc.
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Anocther form of noise is clock induced noise. The switches couple the clock
trensitions to the signal paths. This effect, however, is common-mode in nature,
and so the use of a fully differential technique is highly insensitive Lo its effects.
The experimental measurement of this nolse is given in Chap.5. The rejection is

of the order of 80d5 [23].
4.6.3. Powersupply Rejection

The differential amplifier provides rejection of the positive supply variations
of the order of the common-mode rejection, 50dB. The coupling of supply
noies is ultimately dependent on amplifier mismatch.

5V 87

oo < AF “e

The high frequency power supply coupling is done through parasitic capaci-
tors and is also determined by circuit mismatch. The negative supply presents
alower rejection factor becausa it is a function not of output resistences but of
body effect in the driver devices. The circuit here was designed Lo operate on &
single 10¥ supply which eliminates the problem of the negative supply depen-

dence.
4.6.4. Amplifier Common Mode Bias

It is of fundamental importance to keep the bias point regulated to oblain
maximurn amplifier dynamic renge. Fig.4.17a shows the common mode feedback
bias circuit used. The common mode circuit must have a faster response than
the flter response dictated by the dorninant filter time constant. The design of
a continuous time feedback approach will then require single stage amplification
which again limits the gain and accuracy of the commoen mode loop. A novel
dynamic common mode feedback technique recently Introduced by Senderowicz

(1] provides fast common mode feedback using SC circuit techniques as illus-

144

Fig4.17a
Cascode Amp with Common Mode Feedback Bias

Wb
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Fig4.17d Dynemic Common-mode Bias Schematic
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trated in Fig.4.17b.®

The reference voltage uses a replica cireuit as shown in Fig.4.18 to achieve
very accurate matching and tracking properties in the amplifiers. The circuit
schematic shows the replica devices for the amplifier bias current source and
differential transistors &, cascode and load current sources. Two relerence vol-
tages are necessary: one is a high voltage V, for the bias of the output node,
and the other is a low voltage b to bias the differential pair current source.

4.8.5. Negative and Positive Loss Amplifier Static Characteristics

SPICE simulation for static small signal transfer was'performed for the cir-
cuits described ebove, and the results ere depicted in Fig.4.18. The static

|74
transfer characteristics, —‘%- of the negative loss circuit provide a way to
(3

observe the circuit nonlineerity as presented in Chap.3 It depicts a linear posi-

tive gain region centered around the origin of the %—p!ane. A finite operating

range is given by the output voltage swing that keeps the cross coupled devices
in the active saturation region. At the borders of this region the non-linsarity is
produced by one device going to a triode mode of operation. The devices are

within saturation for output voltage swing less or equal to 1V7.2

At the edge of the active negative resistance operating region the positive
feedback gain collapses as discussed in the previous chapter. The DC static
characteristics in open and closed loop for the negative and positive loss circuits

2. The operation uses two integrati G (capach hﬂdcclollovc:)vmch‘ivelc
common-mode feedback detection within ¢ every clock phase and common mode shift. The comparis-
on with the common mode idee] veference lcvel 13 done by SC switched reszistor paths. The error
(disference) produces a charge difference which ia injectod to the differentic peir tail biss source.

The correction for this loop is updated with the same rote es the flter sompling —ume The com-

mon mode loap presentis an integrator characteristic with a time constant given by _0—"

9. This swing lixnitation is not & woblem far the particular application, i.e., narrow-band RF
flters, since the signals handled are Jow level

)
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Fig.4.18 Replica Bias Circuit
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are shown in the figure. Within the active region the closed loop galn is negative
and the nonlinearity has the form of a gain expansion (gain increasing with vol-
tage). At the border of that region. the positive feedback collapses and the
transfer presents a jump transition as seen in the figure 'and then continues

towards saturation in the same form as the conventional amplifier.
4.7. Computer Simulation

Bias conditions and common mode feedback were simulated, followed by
small signal frequency response and transient large signal analysis. The com-
parison in terms of matching of frequency responses for the three types of
amplifiers are presented in Fig.4.20. An agreement of better that 2% was found
for the DC gains under nominal conditions, and very similar frequency response

were demonstrated.

The NMOS device parameters for SPICE2 were taken from experimental
data and tailored to the NMOS level 2 model. Table 4.2 shows the summary of
the relevant parameters. A problem in the simulation can arise from the lack of
modeling of the charge conservation, and the simulation must be tailored by the
parameter X, which controls the charge distribution for drain and gate in the
transistor saturation region.

Worst case device parameters were used in the simulation to analyze
extreme conditions. Even though the temperature effects are not reliably
modeled in SPICE2, temperature variations were used as a source of perturba-
tion to measure the matching and tracking properties of the circuits. The
results showed that the configurations do track one another in DC gain and fre-
quency response. Theretore the loss cancellation 18 accurately maintained in

presence of external perturbations.
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4.8. Summary

‘The actual NMOS implementation of the negative loss and positive loss cir-

ouits is presented together with the analysis of small signal static and transient

circuit response and the results from computer simulation.
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CHAPTER 6

PROTOTYPE SC FILTER REALIZATION
AND EXPERIMENTAL RESULTS

5.1. Filter Dezign

A sixth order elliptic SC bandpass filter was selected lo demonstrate the
cancellation technique. The filter is intended for narrow-band applications. The
prototype filter specifications are summarized in Fig.5.1 and are consistent with
the definition in Zverev's flter design book [80]. The basic set includes the
attenuation ripple in the passband 4, and the bandwidth at the cutofl frequency
BW. Rejection bandwidth WS st the attenuation A . and minimum stopband
attenuation, An:(s). The specification parameters end a typical Cauer transfer

tunction are shown in Fig.5.2.

The design used the Leap-Frog (LF) active simulation of an LC ladder, {25)
The usual approach is to design a low pass equivalent filter and then use the
lowpass-bandpass transformation, Table 5.1, to get the final filter characteris-
tics. The equivalent elliptic lowpass is & third order elliptic filter {llustrated in
Fig.5.9a. The elements that produce the transmission zero are transformed by
Thevenin equivalents to controlled voltage sources as shown in Fig.5.3b. Each L
and C is simulated by an integrator as in Fig.5.3c. The SFG node variables are all
converted Lo voltage to map the active realization as depicted in Fig.5.3d. Low
pass to band pass transformation is performed which replaces every integrator
by on integrator pair (resonator) as shown in Fig.5.3 [65}. The math involved in

the transformation is simple and can be found in any classic filter design book.

152

Fig.5.1

153

Bandpass Filter Terminology
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TABLE 5.1

Hagn , —\/VV\_ — __\/vv\__

o .
—_— C wo
C - BW
._l_ i1
L wo?

L
L
. BY
Lowpass to Bandpass

Fig.5.2 Typical Narrow-band IF filter Specs
Transformation
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Besides the narrow band filter requirements in the amplifier DC gain, a very
important aspect ie the fllter sensitivity. The bandpass filter has the same sensi-
tivity Lo component varjations as the low pass equivalent, however the filter sen-
sitivity to the resonator center frequency increases proportionally to the Q fac-
tor of the resonators in the filter. We then must tightly control the variation of
the components which determine the center frequency. This is done by using a
filter configuration based on Identical resonators where the center frequency is
given by capacitor ratios as shown in Fig.5.4. The excellent matching properties
found in IC capacitors permit very accurate definition of capacitor ratios and
thus of the center frequency. A complete study of the sensitivity properties of.

the identical resonator active LF is given by Leker and Ghausi [47).

The use of scaling on the filter to reduce the configuration to identical reso-
nators increases the dynamic range because it assures identical [requency
peaking of the filter nodes. As a result of the scaling large attenuation factors
are encountered in the couplings between resonators. The coupling factors are
of the order of magnitude of the ﬂ)ter's resonator selectivity k@ and thus large
capacitance value spread results. Capacitor voltage dividers offer a good circuit
design solution to this problem [21] (Fig.5.5). Other techniques have been
developed [82] which make use of resistors as attenualors to decrease the capa-
citor spread. The wide spread signal level may cause dynamic range problems.
The switching noise must be kept out of the low level signal path. This can be
done by using continuous time couplings (capacitive coupling). Capacitive cou-
plings can be easily performed in the fully differential circult scheme. The use
of continuous couplings has the drawback that it increases the longest path due
to direct coupling and in the case of elliptic filters can produce contipuous time
paths which oan' affect the final transfer function and even lead to instability

[30. 40).}
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6.1.1. Fiter Terminations

The terminations in a lossless 2 port ladder filter define the pole locations
inside the LHP. The pole in turn determines the frequency transfer characteris-
tics of the filter. The terminations in active fllters are usually realized by preci-
glon resistors. The SC termination also gives a very precise loading of the loss-
Jess filter. In the LD] mapping, the termination can either have one delay or no
delay. This resultsin errors in the filter transier function. However this error in
only important when the filter sampling frequency and center frequency are
closer to each other. In high frequency LDI filters these termination errors are
corrected to a certain extent by using complex conjugate terminations for the
ladder fiter [3). A second way to obtain the pole shift is by using continuous
time (AC) torminations. In this case the loss is produced by adding LHP zeroes
in the filter, thus bending the root locus to the LHP. The AC losses are much

simpler to implement because they do not require switches and save chip area

5.1.2. Parasitic Capecitance

Capacitor parasitic eflects are a major consideration in the development of
high frequency filters because they aflect the transfer function in the form of a
loss and determine amplifier settling time. The parasitic capacilance deter-
mines the smallest circuit capacitor size that can be used. Special circuit and
layout design techniques are used to minimize the parasitic eflects, eg. top
plate of the capacitor assigned to the parasitic sensitive node. The signal loss
due to parasitics can be alleviated by parasitic tree sampled data integrator
schemes [72). This provides a mean to reduce the total circuit capacitance

substantially. The basic configurations for parasitic free inverting and non-

1.~In the resonotar circuit the offset signe) travels along the circult and affects the DC output
Jevel. In active integrotor design it i3 customary to odd a large rexistor in the feedback o guarantee
that the m'ﬁ?m initial condition is zero. i.e., conditions of o&limum dynamic range . Omitting
this element Jeads 1o an inttia} condition in the copacitor which limits the fiter dynamic range. 'n
filter dexign, the circult terminetion (loed clements) provides the resol to 2ero initial conditions.

181

inverting LD] integrators have been developed. Recently a bilinear circuit
approach has been presented for parasitic free sampling which is easily imple-
mented by the differential amplifier. [1]). In the balanced loss cancellation tech-
nique the error produced by parasitic capacitance at the amplifier input is large
(proportional to the gain). the eflect is also canceled by the balanced finite gain
compensation technique. All the frequency prewarping. e.g.. prewarp for bil-
inear or LDI mapping. is included in the fiter synthesis at the low stages of the
design [62).

6.1.3. Sampling Frequency Considerations

A key issue for high frequency SC reauzgtlon. is keeping the sampling fre-
quency very close to the Nyquist frequency, thus relaxing the amplifier speed
required. In doing so, inaccuracies in the obtained SC filter compared to the
original continuous time equivalent resuit. Examples of this kind of error are
the out of phase terminations in LDI filters. This error can be decreased by
using complex conjugate terminations or by using bilinear mapping techniques
[3.38]). The differential bilinear switching scheme is shown in Fig.5.6.

The § factor, defined as the ratio of clock frequency. to filter frequency is
reduced as mentioned before in order to extend the operation of SC filters to
higher frequencies. More important than this ratio is the ratio between the
amplifier gain-bandwidth product and the sampling clock period which com-
pletely determines error at sampling time. The NMOS single stage circuit
pregented has a GB of 80MHz. Fig.5.7 shows the complete schematic for the
sixth order quast elliptic filter.
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Parasitic Free Bilinear SC Integrator

Fig.5.6
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6.2. Prolotype Fliter Synthesis

The filter synthesis can be performed by filter tables or CAD techniques.

The prototype pr ted here made use of both approaches. The active filter
design Is implemented by using SFG techniques as illustrated in Fig.5.8. The
graph shows the filter consisting of loops of integrators which define the filter
characteristic equation {Mason's rule). Two types of loops are encountered: very
tightly coupled (resonators) and loosely coupled loops (inter-resonator cou-
plings). The Loops with a single integrator (delay) and a negative feedback ele-
ment form the terminations. The transmission zeroes appear as attenuation
loops with no delay. The signal comes in and out of the nodes as shown in the
graph. The implementation of these branches requires some circuit modification
because they are adding signal to the amplifier output. The addition can be
done by using the continuous coupling (adder-integrator) or an external adder
amplifier. The latter solution requires one more active circuit. By re-routing the
SFG as shown in Fig.5.9 a new graph which removes the transmission zero paths
from amplifier outputs can be obtanied. A new sel of branches is added to all
the nodes where the original branch was affecting. Further analysis of the new
SFG shows that some of the paths have negligibls value. The effect of the remo-
val of these paths is checked by a computer simulation of the new SFG which
results in a shift of the transmission zeroes towards the left half plane. The
new SFG of Fig.65.10 results. The modification primarily aflects the phase
characteristics of the transfer function and has negligible effect on the
passband B and BWS parameters. For the particular specifications of the pro-
posed filter, the removal of the low level paths still meets the requirements.

6.3. Resonator Circuit Breadboard

A differential SC resonator breadboard was bullt to demonstrate the feasi-

bility of the loss cancellation scheme in a filter configuration, see Fig.5.11. Stan-
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Signal Flow Graph for the Sixth Order Filter

Fig5.8



s

Fig.5.9

Sixth Order Elliptic Filter SFG

Fig.5.10

Sixth Order Semi-elliptic Filter
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Fully Differential Resonator Breadboarded

Fiz.5.11
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dard NMOS parts where used to build the single stage u’npltﬂsrs and CMOS
switches realize the SC elements. The breadboard proved the circuit stability
for large signal and stability against power supply transients. The breadboard
was operated al scaled frequency and the results correspond closely with the
expected loss cancellation. The stability in the large was experimentally demon-
strated by this model. Data from the breadboard is included in Table 5.2.

6.4. AFew Comments on Circuit Simulation

The most important points regarding simulation were introduced in the
previous chapter. In this section only a few remarks about sirnulation are
included. The device level simulation was performed with SPICE2. The basic goal
was to include the effects of the parasitic capacitance and interconnect resis-
tance. The ballpark parameters used in the simulation were obtained from the
actual layout by a layout extraction program (mextra) recently developed at Cal
{54). Worst case enalysis was then performed to obtain the practical frequency
limitation. The result from the simulation indicated that clock rates of the
order of 5 MHz can be used. Experimental results showed a lower limit as dis-

cussed in sect. 5.4.

6.5. layout Work

The clrcuit layout was done with computer graphics [80); this permits a
very structured layout design. The filter contained six levels of nesting. At the
bottom level reside the typical size transistors ( a wide and a narrow enhance-
ment transistor and two types of depletion transistors ). the switch transistors ,
the unit capacitance and the different conﬁct units. At a second level the
groups of transisters in  stacked form realize the input

transconductance.cascode load , bleeder and current source configurations.
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The cepacitors are put together to form total capacitances. The third level joins
the transistor configurations to form the op-amps anad joins switches and capaci-
tors in the SC array of the SC integrator. The resonator on the fourth level con-
sists of the capacitor arrays and the amplifiers (Fig.5.12a). All the intercoupling
and loss termination capacitors are merged in a capacitor bank. The intercon-
nections between the elements of the previous level and power and 1/0 lines are

performed at the fifth level.

The primary goal in the layout design was to optimize the symmetry and
proximity of the circuit main elements in order to improve the perameter
matching. The amplifiers configurations for the positive loss and negative loss
are identical except for a short bridge which implements the cross couple load
as depicted in Fig.5.12b. Stacked devices layout is used to improve device
matching. Capacitor arrays are laid-out in symmetrical fashion in an alignment
independent configuration. The full blown layout plot is shown in Fig.5.12¢ indi-
cating the hierarchy levels in the design.

6.8. Fabrication

The single poly depletion load process (UCB) used is a derivation of a i2
masks CMOS process developed at UCB. 1t is a Bum 7004° gate oxide process
featuring shallow implanted junctions and implanted threshold correction. The
layout pattern was converted to a David Mann format and the actual seven
masks were produced in a standard pattern generator. All the fabrication steps
as shown In App.D including implants were done at the UCB solid state lab
facllity. The process has a GB of BODMAz and is suitable for the design of high
speed op-amp, SC and digital circuitry. Process evaluation is also included in
the appendix.
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TABLE 5.2

BREADBDARD CIRCUIT

T=25°Ce€ VDD =10V

Jotegration Cap 220pF
Sample Cap 56pF
Clock Rate 40kHez
Amplifier Voltage Gain 30
Bias Current 100uA
Resonator Center Frequency BkHz
Passband Gain 2048

Q factor 100

Output Swing 700mV
Discrete Transistors XSC26894
Diff Pair Transistors CMOS 4007
Switches CHMOS 4047
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The photolithography was made with standard projection alignment tech-
niques. The active die size is 4x2mm.

5.7. Experimental Results

6.7.1. Measurement set-up

All the measurements were done with University facilities. Device probing
evaluated the device characteristics and the diffusion and poly resistivities.
The amplifier measuring set-up for time domain response measurements is
shown In Fig.5.13a. Table 5.3 shows the measured NMOS amplifier performance.
Amplifier step response was measured with an capacitive feedback. The step
response for the closed-loop configuration shows a 0.5% settling time of 160ns
for 1 V output step for the amplifier with G, = 2.5pF and C; = 1pF loaded with
a 10pF load is shown in Fig.5.13b. The input driving signal was a 1 Volt sym-
metric 1.3 MHz square wave.

6.7.2. Rilter Measurements -

The tests were performed under the set-up shown in Fig.5.14. The non-
overlapping clock Is off-chip crystal controlled and all the required phase con-
trol is done with CMOS digital parts. The filter is AC coupled to a programmable
signal generator as shown (frequency synthesizer) and the output is evaluated in
the standard spectrum analysis. The filler parameters are as defined earlier in
this chapter.

5.7.2.1, Conter Frequency.

The filter measured transfer function is shown in Fig.5.15 for a 500kHz
sampling clock, 100kHz filter center frequency and 5kHz bandwidth at —345.
Table 6.4 contains the measured passband and stopband data for the filter. For
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Amplifier Measurements Sel-up

Fig.5.13e

173a

T

Fig.5.13b Experimental Step Response for the

Positive Loss Amplifier

Step Response, Vdd=10v, Cload=20pF,

Closed Loop Gain = 2.5
Vert. 200mv/div Horiz. 100ns/div
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Filter Transfer Function Measurements

Fig5.14
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Fig.5.15 Experimental Filter Transfer Function

NMOS Filter Transfer Characteristics
Clock Rate = 1 MHz, fo = 200 KHz
Vert. 10dB/div Horiz. 5KHz/div
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TABLE 6.3

NNOS TEST AVPLIFIER PERFORMANCE
T =25°C@ VDD = 10V

PARAMETER Value

DC gain 50

Unity Gain Frequency 60/MHz

Quiescent Current 600uA

Settling Time 0.5% 180nsec
TABLE 6.4

MEASURED BANDPASS FILTER CHARACTERISTICS
T=25°C@ VDD =10V

Center Frequency 200KHz / 100kHz |.
Passband Ripple Vout 6 dBm | =3.0dB / £1.5d3
Passband Gain 20d8
Passband Bandwidth 10kHz 7 SkHz
Stopband Bandwidth 18kHz / 9kHz
Stopband Rejection -36dB
Output Swing © 1%

Third Harm. Disto. TB0M Vo
Out of Band signal ® i%

Intermod. Disto. 310m Voo
RS in-band noise 260 uv
Dynamic Range 60d38
Power Dissipation 30 mK
Maximum Clock Rate 2HHe
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o sample rate of 500kHz the average measured filler center frequency was
103.12kHz with an accuracy from wafer to wafer of +1.5%. This gives a § ratio of
3% deviation with respect to the designed value. Some of the distortion of the
transfer function found are discussed in the context of passband attenuation

and Q factor.
6.7.2.2. Selectivity Q

Filter selectivity is measured for different sampling rates. For 100kHz
center frequency, the -348 bandwidth of 5kHz was obtained with a standard
deviation of 5%. This indicates that the resonators in the fiter achieved quality
tactors close to 400 from amplifiers with dc gains of 50. The desired Q factor
obtained from this process starts to drop for a sampling rate of 2 MHz. This fre-
quency limitation of the Q factor for different signal levels indicates the effects
of parasitics in reducing the speed of the charge transfer. This phenomena can
be reproduced in the computer simulation by adding parasitic load capacitance
to the amplifiers, thus slowing down the charge transfer process. The effect can
be eliminated by reducing circuit parasitics and optimizing layout routings. An
effective center frequency to bandwidth ratio of 20 with 5% standard deviation

was obtained.

5.7.2.3. Filters Passband Altenusation Ripple

For the filter operation at 100kHz center frequency. and an input signal
level of 6dBm (1mw at 500 = 236mvy,y,,) . the measured passband ripple was
£1.5dB. The ripple is Increased to 345 for doubling the filter center fre-
quency. The effects observed (n the filter gain indicate that the variation comes

trom an error in the speed degradation of the op amps.
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6.7.2.4. Out-of-band Rejection

The out-of-band rejection was met by the quasi elflptic filter. In fact the
measured rejection agreed within 3 dB with respect to the designed value. The
stopband shows 38d8 of rejection for a bandwidth of 10kHz +5%.

5.7.2.5. Fiter Distortion

Distortion measurements were based in conventional IF receiver tests.
Fig.5.18 shows the test set up where an In-band carrier-supressed AM signal 1s
applied to the filter input unti) a 1% (-40dB) third harmonic distortion at the out-
put is recorded. Output level recorded is 780m Voeax. This level is defined as the
nominal output level for the filter. Fig.5.17 depicts the third harmonic distor-

tion values.

A figure of merit for narrow band filters is the intermodulation distortion.
This parameter was measured by applying a CW in-band at the nominal level
(defined earlier) to the filter and an out-of band signal. see Fig.5.168b. The
undesired signal level i increased until the third in band intermodulation dis-
tortion reaches the -40 dB level. Distortion is measured at the nominal center
frequency of 100kHz. Fig.5.18 shows the plot for distortion as a function of out-
put level Fig.5.19 shows the photo of the spectrum analysis of the output for

this distortion measurement.

6.7.2.6. Power Supply Dependence.
The static effects of power supply variations (£20%) were evaluated in the
filter transfer function and the result proved that they are negligible. Minimum

supply voltage for reliable operation was around av.
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Fig.5.20 Die Photo for the Prolotype Filler

NMOS Sixth Order High Frequency

Switched Capacitor Filter

1BO

5.7.2.7. Noise measurements.

The filters noise was measured with a low noise scope by the conventional
transversal method [B0]. The total filter in-band noise measured was 260uV
which is then relerred to the input by division by the filter passband gain. This
noise determines the minimum detectable signal for the filters. With this and
the maximum signal obtained from the distortion analysis a dynamic range of

60d5 is computed.

The present circuit showed a low dynamic range which limits the range ol
applications. The transfer function distortion, in terms of passband ripple , lim-
its the circuit operation to a maximum center frequency of 100kHz. It is
believed that new circuit configurations can be developed to Increase the max-
imum output swing and reduce the noise leading to improvements of the order
of 20 dB. A die photo of the NMOS chip, including test devices. is shown in

Fig.5.20. The capacitor banks and resonalor circuits are easily identified.

5.8. Summary

This chapter has presented the issues encountered in high-frequency
narrow-band SC filter design. Although some theoretical concepts are added for
completeness, CAD tools were used in the final design resulting in faster tur-
naround. The layout procedures were discussed and the technology fabrication

process introduced.
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CHAPTER 6

CONCLUSIONS AND FURTHER RESEARCH

A newcircuit approach which uses parameter matching properlies of IC's to
provide ea accurate loss cancellation lo an active resonator circuit has been
presented Implementation of narrow-band fillers with Q only limited by the
amount of matching that can be reliable produced and not in the absolute dc
gain value of the amplifiers is obtained. The loss cancellation technique has
applicatioas in many high frequency circuit where the amplifier finite DC gain
has undesred eflects, e.g., fast differential sample and hold circuits, serial
charge behance A / D, etc. The technique is based in the development of a active
SC integraor circuit with an inherent negative loss which when coupled together
with a corventional lossy integrator resulls in a very low loss resonater circuit
The circufl uses local positive feedback to invert the polarity of the circuit gain
at DC . The circuit implementation involves circuit which is conditionally

unstable ead is stabilized in large signal by the closed loop configuration used.

A sixth order elliptic switched capacitor filler was labricated 1n NMOS to
demonstrite the technique. Experimental results for the prototype filler were
presented giving a 100KHe center frequency and Q factor of 20 accurate within
5%. The circuit fabricated presents applications for fltering functions in the
range of 100kHz with moderate dynamic range B80dBi, e.g.. in mobile radio com-
municatios receivers, pilot carrier receivers and timing recovery circuits. The
technique can also be used in lowpass and highpass ladder filter implementa-
tions whete the finite gain limitation is a problem . Since the cancellation is
done by orercompensation of one integrator in a pair. the method 1s more con-
sistent with the even order filters thus it applies naturally well to symmetric

filters such as lattice and matched filters.
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Further work in the line of negative loss cirtuits can be directed towards
the design of higher output swing (Dynamic Rarge) and low power dissipation
circuits and in the development of techniques to improve the matching of
amplifier DC gain to be able to resolve very high quality resonators. Further
investigation of non-minimum phase circuits withnegative loss characteristics is
attractive. Jt is believed that much lower intermodulation distortion can be

obtained from such implementation.

The technique does not only applies to NMOS but it can in practice be util-
ized in other technologies. Further investigation of the implementation of nega-
tive loss circuits in CMOS is a good extension of th: present work.

An interesting result is that the negative loss circuit gives unique charac-
teristics that can eventually be used in applicatons where the circuit stands

alone , e.g.. low distortion circuits .



163

APPENDIX A

SMALL SIGNAL FREQUENCY DOMAIN ANALYSIS

The analysis start with some assumptions regarding the directionality of the
eircuit characteristics. A unilateral circuit is defined as have a dominant for-
ward transfer characteristics and a negligible backward transfer function. In
that case lhe system can be anelyzed by signal flow graphs (SFG) or block-
diagram methods and a whole set of powerful design tools can be applied. Unila-
teral systems have an alternative represenlation in a matrix form where the
matrix elements are related to the direction of the signal flow, [68]. The real
amplifier circuits have feedforward transfer and they are characlerized as bila-
teral systems. Techniques developed lor unilateral systems can be applied after

linear transformations modify the system equetions in a unilateral form.

The simple inverter amplifier is presented first. Kirschofl current law

applied to the nodes V, and ¥, In the circuit gives the following:

(ys + SQ'I + Scpa)Vl ‘Scﬂ V, = 9sV‘.
(36 ga)V) (G +sG+sGy)V, = O
The block diagram of the unilateral form of the system is shown in Fig.a:.i.

(01.1)

Twao forward gain block are given by:

1A o 5Cog = 9m
-}T- g +8(C + C“s (e1.2)

and:

% _9’—" (019
V, g +s5(G,+Cy

The feedback block is given by
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¥ _ 3G .
VT 5 v 5(Cn 7 G (e10

where V, and ¥, are dummy variables :

W=l +¥ (a1.9)

The root locus can be obtained easily from the loop gain from equations {2)

and (4). Arranging the characteristic equation the root locus in terms of Cgd 1s
oblained as shown in Fig.a1.2 showing the pole splitting result.

The configuration of interest for SC circuits replaces the input conductance

g5 by a susceptance sG,. The equations are obtained in the same form as above:

1A £Cos - Gm L8

VT m TG G wa
sC,

V, T 5C; +5(Cn * Cpa) (017

The feedback block is given by:

14 sC,
= 1.8
o T 19

The simple ch;mge in the equations has a essential effect in the root locus:

N|ws

the real axis root locus branches are reversed and a loop function zero appears
on the RHP. The root locus is depicted in Fig.21.3.

The cascode load amplifier showed in Fig.4.3 In order to reduce the com-
plexity of the analysis some simplifications have been dons, i.e., feedforward due
to the drain to gate capacitance of the driver devices is neglected. The system
of equations ere transformed to a unilateral system. Kirschofl current law

applied to the nodes in the circuit gives the following:

(sG, +3C)N -5Cp Vs = sG¥,
(-8Gq +9a)V) (+ g3 +8Cs +5Cy +gma)Vs = O (a1.9)
-GV +(sCp + g+ sCe)Vs = 0
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The feedforward transfer functions are:

Vo _ G Y3-9migms
N Y v (o109
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whare : A
Y3=gs+sCy: YS5=gs+8(Co+ ¢) (o1.10%) e
and:
-VL"’ as £G, (a2.13,
% SG+G) o1
¥, sC,
Ho=g=
i eI L
The system Is translormed to the unilateral system in Fig.a1.4. The closed 3
loop equation is obtained from Mason's rule: E ? n 4
+
g8 & v
2% - le
- (a1.132) ® ;& .
You) - 5%C; C3 + 5C195 - gm1Irmsa
Yy 5%C3Co + S(C92 + Ga93) + n1GmaB + 9395
The system bas two zeroes and two poles which are approximately located
as follows :
Ey
£
S+ == .13,
& G (a1.13%) + +
= —gm19ms )
te 826G (1139 Fy
o= '92.""' (a1.18)
° 8
g3 . 9s +
= (Ca + -CT) (a1.13¢) 8 3
The root locus as a function of C; is depicted in Fig.al1.5

vt

Figel.1 Single Stage Block Diegram
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APPENDIX B

AMPLIFIERS FINITE SPEED EFFECT IN SC FILTERS

This dissertation has presented a method to compensate the finite
amplifier gain effect in SC filters. The final goal however is to extend the appli-
cation of SC filters to higher frequencies. In Chap.4 the setlling characteristics
of the amplifiers were discussed and In particular it was concluded that a single
pole model for the amplifier can by employed for the single slage amplifiers
presented. This appendix derives the eflects of the amplifier finite bandwidth
limitations essuming the amplifier speed is determined by a single pole roll-off

with a unily gain Irequency ¢, .
o Vels) e
4(8)“ y'(ss = .+ 2“_ )
a,

In the single roll-off situstion, the rise time is determined by the unity gain fre-
quency and the amplifier settling is also strongly dominated by this value for the
single stage amplifier, i.e., during the settling process, the eflect of the high fre-
quency poles bas died oul and the low frequency time constants determine the
response. For this analysis we assume that the closed loop pole is mainly deter-
mined by the feedback and the effect of a, is neglected:

a(s) = Y!,L,?(s)ﬁ - .22)

This simple relation represents the following time domain expression:

d—%“—)= o, W(t) .25)
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In the sampled data implementation, the amplifier speed i.e. pulse response set-
tling, will define what is the. allowable clock rate and the maximum filter fre-

quency.
The Inverting SC integrator (Fig.b1) is analyzed in both clock phases . viz,
charge transfer phase $1 (n - %ﬂ) and reset phase ¢2 (n -1).(n - é—) During

©1 the charge transfer process Is obtained by charge conservation as:

GU() -G U - 1 = (G + GW(e) - Vitn - -‘2-)] ®9

where V,(t) is the output voltage within the clock phase and ¥, (n - 1/2) is the
initial conditions for the charge at that node. The same reasoning applies for the
voltage at the amplifier input ¥, At the clock transition there is an instantane-
ous oharge sharing between the capacitors, {(assume G, is reset).

[+
Wn-1/2)+ = a—!Tl'Yl(ﬁ ~1/2)- + Vp(n -1/ Z)E}i‘_‘;, (d.42)

In the sampling used in the prototype circuit the input signal is held constant:

Vin(n -1/2) = Vi (n) (bed)
Charge flow is expressed by time derivative of (a1.3 ) as:

dv(t) G + G dwft)

From (5) ana (2b) the we solve for ¥,(t) :

V(t) = Ha% ®.0)
where K = wa—‘:{?m M s the initial conditions Vy(n -1/2). At the end of

the clock phase we have:
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Vi(n) = ”¢#= Viln -1/2} a, o)
From this equation and (1.3), the output voltage is:

Y(n)= V,(n-.;—) + (q'—c’}fl-)-[y,(n-uz) a,-Vn- %)] ©.8

The analysis on $2 is performed to obtain the values of V, necessary in (8) in
terms of the input voltage.

The value of the fnput and output during the %2 is determined by the

amplifier response as:

) . o) ®9

with initial conditions the input voltage at the previous sampling ¥,,(n -1) The

solution In the same form as before leads:
S
Vi(n-1/2)- = V(n-1)e i (5.100)
Vi(n-1/2)- = Vj(n-1) g, (.105)

Substituting this resull back into the instantaneous transition (4a) we obtain:

hin -2+ = L etin - )age G172 u

and the oulput voltage hes the same form as (8):

K(n-1/2)= %(n -1) + [1-a)¥y(n -1) ®an
From (11) into (B):

K= hn - 1+ Bin =@ @100+ (-0 EHan - 1/8) 042

end from (4a) into (12)
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Bin)= Kin D)+ Vin - (10,00 + (1-2) Za(n-1/2) a9

For the amplifier input ¥, tn (1.7):

[~
Kin)= W‘(n - l)a, ag + L}%V,(n -1/2) a, ®.14)
Z transforms:

The Z transforms for (13) and (14) is easily obtained. To facilitate the
presentation the following constants are defined:

_ GQ
Py = __C.+C', a;

= &
Pr = (1-ay) G ©.18

Ps = (1-a,8;)

C,
Pu? = 'q—,,{-c,—nn a,
K -27Y) = -pe¥y -paVie™ ®15)
Vi(1-pez™) = -p,¥s ©.17
(16) in (15):
. “.0)y

Wl-2 Y= IM (©.18)

1-ppee”!

The results can be given in terms of the root locations on thee z domain. The
integrator has a LHP zero inside the unit oircle which gives a Q reduction effsct
similar to the finite gain eflecl Fig.b2. From this analysis, the frequency domain
results can be obtained In the form of an integrator magnitude and error phase
(4). The magnitude error or loss is given by:

.1_,-: -g—t]- &
e R em
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where:

[
k=n[0’:c‘ g (v.20)

Bvaluated at the integrator corner frequency o,. The relation between the
galn and speed limitation errors and the amp crossover frequency are exponen-
tially related as indicated by (4). Whereas the typical continuous time filter has
a linear relationship.

Equations (18, 19) give the SC integrator error effect due to the finite
araplifier speed , from this, the fundamental relationship between the maximum
sampling rate and a given emplifier speed is obtained. From these results we
can eslablish the clock period range where the amp gain effect dominates the
filter response and when the speed limitations begin to be important.
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192a APPENDIX C

DERIVATION OF THE NEGATIVE-LOSS
NON-LINEAR EQUATION

Tho analysis uses the Kirchoft current law at the nodes of the fully

Hie) differential amplifier. The nodes are numbered as in the schematics in Chap 3.

The controlled nonlinear tunctions are voltage controlled eurrent sources, e.g.,

a) 2 toc = J(V3,V6,V;) indicates the cwrent output for device 5 controlled in'its

oV

wnit . tnput (¥ys) by voltages Ve - ¥ and the output current is modulated by the vol-

circle tage ¥V, through the finite output impedance. The open loop equations below are
p! '

for the nodes 3, 4, § and 6 where driving is done by voltage signal ¥, and ¥,;

VaCs
VoCs

Vgs 7(VBVS,Vy) -7(W)+ X

Vogs S(VA.VE. Vo)  Vaugs

ViCs = Vg, s(VaVs %) -1(%)+ K ey
Vo8 = Vego £(Va.VBVy)  ¥ige

where ¥, and ¥; are the input voltage drive and Vy are the node voltages.

Rnite Gain Effect

LU I

sero introduced by Al b The system can be simplified by neglecting the fnite output dependence of
Jinite GB Hee the NMOS transistors which is realistic for the present case. The resultant equa-
t
tions are written in Chap.3.

The closed loop system uses the schematic of Chap.3 and results In a sixth

a) =S

'R 4

order system of nonlinear equations. The Kirchoff current law at the nodes 1, 2,
unit '
circle 3, 4. 6 and 6 gives:

P11

Vour + WG -cu1+G)- Vg, = 0
l’.as?. & o [(X]
Pnite GB effects bsCs 4 Vel -uz+ G)- Vel = —f(Vy-Vo)-7(W) + Vigs + kg

Fig.b2 Pole zoro map for the SC integrator
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b.ca =L (V- Va)=1 (V) + Vegs + ks
Veco ~f(Vy-Vo)- Vago + ks
VeC6 = —f(Va-Vo)-Vego+ ko

where ¥, and ¥ are the system inputs and kg and kg are bias constants.

The system solution was obtained with computer simulation as indicated in
Chep.3. The results proved to be similar to the classical nonlinear bistable sys-
tem which 1s stabilized by feedback. The classical bistable system has the fol-

lowing form:

£ = 22

e = -3,(zf-1)-ax (3
The equilibrium points are the solutions of the z.g =0:¢.,=-1,85=0,e,=1.
The characteristics of the syslem are obteined by linearizing the system equa-
tion around the equilibrium points. The open loop circuit analysis indicates that
the system has two stable equilibrium points at -1,1 and a unstable point at 0.
The open loop presents the typical bi-stable system response. The characteris-
tic equation for each linearized system delermines the type of singularity

eround it.

The closed loop system shows e memory less nonlinearity modeled as fol-

lows: to give:

z‘, =z (c.4)
Zg = -z -azp +v(t):forfz,| < W
g5 - K+u(t) ;tor|z,|=n

The phase plane portrait for the system is presented in Chap.3.
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APPENDIX D

NMOS SILICON GATE PROCESS

A. Cleaning the Waffers

1.TCE 80° C 10 min.

R.Acetlone room temp. 2 min.

3.Methy! alcohol forced jet while spinning
4.D] Hz0 rinse, N; blow dry.

§.Piranba (H30 : H3S0,~1:5) 5 min.
6.D], blow dry

7.Dip in HF : He0—-1 : 6 30 sec.

8.D], blow dry

B.Thin Oxide Growth (TEMP = 1025° C)

1.Push O; (dry) 6.5¢cm 3 min.
2.0xidation O; (dry) 6.5cm 52 min.
8. Anneal Ng 4.0cm 16 min.

4.Pull Np 4.0cm 3 min.

C.Active Area Definition

1.Deposition SigN, 1000 A
2.Photolithography mask 1
Standard Photolithography Positive Resist AZ 1350 Shipley
80° prebake 15 min.
1107 C postbake 15 min.

3.Nitride Surface Oxide Remaoval HF : Hg0—1 : 10 10 sec, DI, Np.

4.Plasma Etch Nitride
6.Fiold Implant Boron, 70 KeV, 2.5%x10%3cm 2
8.Strip Photoresist acetone / piranha ; D}, blow dry

D.Losal Field Oxidation

1.Piranha

2.D1, blow dry

8.Field Oxidation Push O; {dry) 6.5 cm 3 min 850° C.
4.0, (dry) 6.5 cm 10 min 1000°C.

6.Stand by Ng 4.0cm

6.Wet Op 2.0 cm 700 min. 920° C.

7.Anneal Np 4.0 cm 15 min. 820°C.

8.Pull N2 4.0 cm 3 min. 920°C.

E.Capacitor Bottom Piate
1.Plasma etch SigN,.



2.Remove thin Ox HF : He0—1 : 10 2 min hydrophobic

3.D, blow dry

4.Capacitor mask 2

6.Bottom plate implant As 120 KeV 1.2x10% cm ™2
6.Plasma etch pholo-resist.

7.Piranha 5 min

8.D1, blow dry

F. Depletion Implant

1.Depletion Load Mask 3

2.Depletion implant As 120 KeV 1.2x10'¢ cm -2
Noise Compensated

3 Plasma elch photo-resist.

4.Piranha 5 mun.

§.D1, blow dry

G.Gate Oxide Growth

1.Re-gate (1025°C)
a.Push 0; (dry) 8.5 cm 3 min
b.Oxidize Op (dry) 6.5 crm 55 min.
c.Anneal Nz 4.0 cra 15 min.
d.Pull Ng 4.0 cm 3 min.

H.Threshold Adjustment

1. Enbancement Photolithography Mask 3
2.Vyg implant Boron. 50 KeV 4x10*!

noise compensation
3.3trip Photoresist in acetone 5§ minutes.
4 .Piranha 5 min.
8.D], Ne.

1.Self Alligned Gate Definition

1.0xide dip in HF : HeO0- : 10 5~10 sec.

2.D], blow or s&m dry

3.Beke under IR lamp 10 min.

4.Poly Silicon deposition (5000 A).

5.Poly dope in N-predep furnace.
8.Push Np 6.0 cm 3 min.

b.Ne~0350cm /7 2.5cm 5 min.

c.Dope Np =0 —P0Q4
6.0 cm /2.5 cm 6.0 cm. 30 min to 40 min .
d.Np~0p 6.0cm /7 2.5 cm 2 min.

e.N26.0cm 5 min
£.Pull Np 5.0 cm. 3 min.

6.0xide dip in HF : Hp0-1 : 5 30 sec.

1.DI, Npg.
8.Dry IR.
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©.Gate mask Definition

10.Piasma etch poly

11.Etch backside oxide completely with BHF.
12.D],blow dry

13.5trip photoresist in acetone 5 min.
14.D),blow dry

15.Piranha

16.Dl.blow dry

171R dry

J.Source and Drain Definition

1.5/D implant As 200 KeV 3.5x10' cm -2
2.Backside implant BFp 150 KeV 1x101° cm ¢,
3.Piranha

.Pir
4.Dl,blow dry
K.Glass Deposition

1.Spin-on glass 3000 rmp,. 30 sec.

2.Cure at 800°C for 10 min.

S.Repeat 1 and 2 to grow 7200 A at 1200 A per layer
4.Final cure at $00° C for 30 min.

L.Contact Plugs and Metallization

1.Contact mask & *

2.Etch contact oxide in BHF (2%) 7min
3.Dl, blow dry

4.Deposit 1000 A of poly

5.Evaporate Aluminum (8000 A)

6.Metal mask 7

7Etch A,

8.Plasma etch polysilicon plug layer .
©.D], blow dry

10.Etch back side oxide with BHF.

11.D1, blow dry

12.Strip photoresist in acetone 5 min.
13.D1, Ny

14.Evaporate Al on the back side ~1 um.
16.Sinter Al in sintering furnace at 300°C in
forming gas 14 cm § min.
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