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ABSTRACT

LARGE SCALE INTEGRATION OF HYBRID-METHOD
DIGITAL SUBSCRIBER LOOPS

by

Oscar Ernesto Agazzi

PhD. Dept of Electrical
Engineering and
Computer Sciences

Signature.^
Chairman of Committee

This dissertation reports on studies concerning the feasibility of large-scale

integrated realization of the circuits needed to provide hybrid-mode full-duplex
digital transmission at BO kb/s or higher rates over standard local telephone
loops. Alternative means of achieving the required 60 dB or so of echo cancella
tion have been studied in detail. The conclusion is that acombination of analog

and digital circuit techniques permit practical MOSLSI realization of the com
plete modem, including filters, echo canceUer. timing recovery, and A/D and
D/A converters, without need for external circuit elements, trimming, or adjust

ments.

The preferred system configuration has been evaluated by means of
analysis, simulation, and laboratory and field measurements. Acomplete full-
duplex system, including an experimental NMOS integrated circuit echo can
ceUer, was buut and tested. Measurements showed abit error rate lower than

10-* with line attenuation up to 40 dB. operating at 80 kb/s. We conclude that a
fully-integrated MOSLSI circuit to implement aU functions for a hybrid-mode
digital localloop is entirely feasible.
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CHAPTER 1

INTRODUCTION

The telephone network has experienced a rapid technological evolution in

recent years. The highlight of this progress has been the introductionof digital

techniques first in the transmission and then in the switching areas. In the early

1960's digital communications proved to be a viable transmission system for

short haul trunking. The development of a large stored program control

machine, the No.4 ESS, initiated the era of digital toU and tandem switching.

More recently, digital switching has started to find widespread appUcation in the

local area. This evolution has been spurred by the new developments in LSI and

VLSI integrated circuits.

The next step towards a digital network wiU be the extension of the digital

communications capabiUty to the subscriber. This wiU provide an opportunity

for a whole world of new services besides voice transmission. These new services

wiU include access to massive amounts of information avaUable in large data

bases and widespread use of large computers, transmission of text and still

video pictures or compressed graphical information, telemetry and remote con

trol through the telephone network, etc. Furthermore, a far more sophisticated

signaling system wUl supersede dial pulse and tone signaling methods. The ulti

mate goal of this digital trend is the so caUed Integrated Services Digital Net

work (ISDN).

Regarding the local telephone line, the first step towards the ISDN wiU

require the provision of fuU duplex digital transmission over the conventional

twisted pair. Use of four-wire faculties for the subscriber is not economic, since

it would require massive deployment of new Unes, possible only at the expense of



huge investments. Future advances in the ISDN wiUlikely include the use of high

capacity fiber optics links in the local area, but in the immediate future, use of

the standard two-wire telephone line must be considered.

The minimum acceptable data rate for the new digital subscriber services is

64 Kb/s, in order to accommodate at least one pulse-code modulated voice

channel. In addition, signaling information and possibly a data channel are

required. A data rate of 80 Kb/s has been considered as probable candidate for

standardization. Increasing the data rate to 144 Kb/s would aUow simultaneous

transmission of two voice channels, besides the above mentioned signaling and

data information. Furthermore, some coding techniques generate a very low

power spectral density at low frequencies, and so, they allow for an additional

voice channel transmitted simultaneously with the data.

Two transmission systems have received attention to achieve the desired

fuU-dupiex two-wire transmission at the above mentioned data rates:

l)Bwrst matte, also called time compression multiplexing or ping-pong. In this

system groups of bits (bursts) are alternatively sent in each direction over the

twisted pair. If no delay were present in the Une, this multiplexing would require

doubling the instantaneous data rate. However, transmission delays in tele

phone lines are not negUgible as compared to the baud period, and so a guard

time must be provided between bursts to account for these transmission delays

(Fig. 1.1), and less than 50% of the time is avaUable for transmission in each

direction. The net result is that the instantaneous data rate is higher than twice

the average data rate. A typical figure is ftnst =2.25/e,.

2)Hybridrniode. In this system data flows simultaneously in both directions over

the pair of wires. A hybrid transformer is used to separate the transmitted

from the received signal and perform the two-to-four wire conversion, as in voice

transmission. Fig. 1.2 clarifies how this two-to-four wire conversion is achieved.
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Fig. 1.1. Full-Duplex data transmission on two wires using Burst-Mode and
Hybrid-Mode techniques.
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Assume that the balance vmpedxmce Zb is equal to the line impedance Zi at all

frequencies. Also assume that all the windings have equal number of turns.

Then the voltages induced in windings Wz and Ws are equal, and since Z(,=Zi,

equal currents flow in both secondary circuits. Since windings Ws and We are

connected in opposite directions, the voltage induced in W4 is zero. Thus,

ideally, the receiver is completely isolated from the transmitter. On the other

hand, a signal coming from the line induces opposite voltages in W3 and WQl and

so this secondary circuit acts as an open circuit for signals coming from the

line. Equal voltages are induced in Wx and W4, so the received signal is also cou

pled to the transmitter, but has no effect on it since the transmitter has a low

impedance output driver. Thus, in principle, a perfect isolation can be achieved

between the transmitter and the receiver.

In practice, the balance impedance cannot match the line impedance at all

frequencies, since the latter Is distributed and the former is lumped. Further

more, in a mass production environment, it is not desired to trim Zb to closely

match the line impedance Zi. Zi values can have large spreads because of the

varied nature of the loops that can be found in practice. To give an idea, Fig. 1.3

shows a scatter plot of line input impedances at 32 Khz.

Because of the inevitable mismatch between Zb and Zi, the transhybrid

loss, denned as:

THL = -20 log
'tnsnsmitte

(i.i)

is not infinite in practice, but only 10 dB or less, for typical situations. In voice

transmission this poor isolation between the transmitter and the receiver

causes the effect called sidetone which means that the speaker can hear part of

his own voice, as well as the voice coming from the far end. This effect is not

necessarily undesirable. In fact, without sidetone speakers tend to speak too
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loudly. The imbalance which causes low transhybrid loss also causes echoes,

which are the result of the reflections of the transmitted signal in the hybrid at

the far end of the line and in any impedance mismatch along the line, caused

perhaps by gauge discontinuities, bridged taps, etc. The echo may or may not

be annoying depending on its delay. For small delays, even relatively strong

echoes can be tolerated, but when the echo comes after a long delay it becomes

more and more annoying in direct proportion to its delay. Long delays appear in

long distance communications, and particularly in satellite transmissions.

Because of the long distance that the signals must travel, echoes may have a

round trip delay of about 600 ms in satellite communications. With these delays,

even relatively weak echoes are very annoying.

Since long ago, echo suppressors have been used to mitigate the effect of

the echo. More recently echo cancellers have started to be introduced [6.13].

The echo suppressor is a nonlinear device whose operation is based in the

momentary interruption of the echo return path. The echo canceller is a linear

filter which generates a replica of the echo and subtracts it from the total signal

(echo plus far-end component). Voice echo cancellers are similar in many

respects to data echo cancellers, which are the subject of this research, how

ever there are also important differences. Here we will not consider voice echo

cancellers. For more details about them, the reader is referred to the litera

ture.

A 10 dB transhybrid loss may be adequate for voice transmission, but not

for data transmission, as will be discussed in detail later. About 60 dB or more

is required for data transmission In hybrid-mode data transmission, an adap

tive echo canceller is used to improve the transhybrid loss to &60 dB, as shown

in Fig. 1.4. The echo is defined as the signal leaking directly from the

transmitter to the receiver through the hybrid, plus reflections from the far-end

and in discontinuities along the line.
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9

The echo canceller is an adaptive transversal filter, the response of which is

adjusted by a feedback loop to match the impulse response of the echo path.

Since both the echo path and the echo canceller have the same impulse

response and are driven by the same data signal, their outputs are also the

same, and cancellation occurs by subtraction.

Fig. 1.5a shows a mathematical model of one of the modems of Fig. 1.4. The

echo signal can be represented as the response of a linear system which is

driven by the sequence of transmitted pulses. A sampled-data notation will be

used here and throughout this research. Thus, a linear system can be com

pletely specified giving the sequence of samples of its impulse response \g(k)\,

(0£k^N-l). It will be assumed that the impulse response of the echo path is of

finite length N. Similarly, the transmission path is another linear system

specified by its impulse response \h(k)\, {O&k^M-l). As a result, the signal

coming from the far end of the line is

*n=lL?M*)yn-* (1.2)
fc=0

and the echo is

fin= llW)*»-* (1.3)
where [Xn] is the sequence of near-end bits and \yn] is the sequence of far-end

bits. If a noise signal with samples \rinl is also Introduced in the channel, the

received signal is

Tn ~Sn +6n +"n U-*)
The only desired component here is sn, whereas both en and r^ are unwanted

components. In Fig. 1.5b, an ec/io canceller has been introduced to mitigate the

effects of the echo. The echo canceller is another linear system, with impulse

response $c(Jb)J, (O^k^N-1), and its output, called the echo replica is
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Cn= E'c (*)*»"* (1.5)
fc=0

The signal passed to the receiver is in this instance

rn = sn + en - en + 7i„ (1.6)

If the condition

c(Jb)=0(A:) (CHsAr^iV-1) (1.7)
holds, e-n is equal to en and perfect cancellation occurs.

The key issue in this discussion is how to implement a system whose

impulse response is guaranteed to be equal to the impulse response of the echo

path. Since the echo path is not known in general, and may even be time-

dependent, a system with a fixed impulse response cannot be guaranteed to pro

duce the desired results. The transversal filter of Fig. 1.6 has an impulse

response \c(k)\, (Q^k^N-l), where each c{k) is an independently adjustable

parameter, and consequently has enough degrees of freedom to generate the

desired response. However, in order to guarantee that c(k) = g{k) for all k, a

control loop is required to adjust the coefficients c(A:) automatically. This con

trol loop is not shown in Fig. 1.6, but will be analyzed in detail in Chapter 2.

Although in the above discussion both the echo path and the echo canceller

have been modeled as purely linear systems, small amounts of nonlinear distor

tion may appear in them in practice. A modification of this basic model to

account for nonlinearities will be presented in Chapter 3.

1.1. Comparison Between Burst-mode and Hybrid Systems.

In order to compare the performance of the two systems the following

points must be considered:

l)Line attenuations, range, data rates and crosstalk limitations. In a burst-

mode system line bit rates are higher than the data rate by a factor greater

than 2, because of the need to provide a guard time between bursts. As a result,
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14

line attenuation is larger than in the hybrid mode and since the maximum

transmitted level is limited by compatibility with other services, and the

minimum received level is limited by impulse noise and/or crosstalk from other

services, maximum range is lower for burst-mode than for hybrid. Reference

[19] gives results of very detailed analysis of crosstalk and impulse noise limita

tions for both systems. Fig. 1.7, reproduced from that reference, shows that the

range of a hybrid system is typically about 7 dB larger than for burst mode.

This range measured in dB can be converted to actual loop length for a particu

lar gauge, using the attenuation characteristics of the cable. For a more

thorough discussion of the two alternative systems the reader is referred to

[19]. Other points to consider are:

a) For a given design, maximumline delay has a fixed limit determined by the

guard time between bursts.

b) Delays are introduced in the signal by buffer registers.

2)CompleTity. The implementation complexity of a hybrid mode system consid

erably exceeds that of a burst-mode. The extra complexity is associated with

the echo canceller. A clearer idea of this complexity has come from the

research reported in the following chapters. However, the conclusion is that LSI

realization is well within reach of present techniques.

A central idea in this research is that the cost of the extra hardware is

rapidly decreasing, and so, a larger weight must be given to performance con

siderations to make a final decision between the two systems. We conclude that

an overall cost/performance evaluation favors the hybrid mode, provided that

an intelligent use of the possibilities open by VLSI technology is made.
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CHAPTER2

SYSTEM DESIGN
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In Section 2.1 we analyze in detail several system parameters, as well as

certain techniques that will be used later in the design of the full duplex modem.

This design is specifically considered in Section 2.2.

ai. DESIGN PARAMETERS AND TECHNIQUES

Basic techniques like echo cancellation, equalization and timing recovery

will be introduced in this Section, and specifications required in the system

design described in Section 2.2 will be given.

2.1.1. Error Rate Objectives

The required amount of echo cancellation can be derived establishing an

objective for signal to noise ratio after cancellation, which in turn depends on

the desired error rate. To compute the error rate for a given communications

system it is required to know the statistical distribution of the noise. The main

types of noise that must be considered in the context of a digital subscriber loop

are echo, crosstalk and impulse noise. Thermal noise, on the other hand, is not

an issue because it is much smaller than the other sources mentioned. When a

large number of crosstalk interferers is present, crosstalk noise can be ade

quately modeled by a Gaussian distribution:

-*

»«-Wte-M (31)
where a is the standard deviation of the noise. The echo has a discrete distribu

tion over the set of values
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«n = Sff(*)zn-* ' (2.2)

where the set of «».-* runs over all possible 2^ values. Impulse noise is generally

characterized in terms of the number of events per unit time, instead of its sta

tistical distribution, and so it will not be considered in the following analysis.

Assuming that the 2N sequences ofx^.h are equallylikely, the distribution of the

sum of the echo and the crosstalk noise will be:

(«-«n)8
pfx) = 1 ye~ & (2.3)

where en depends on [zn] as shown in eq. (2.2). In many practical cases the dis

tribution of the echo can be approximated by a uniform distribution over an

interval [—a,a]. In those cases the distribution of the sum of the echo and the

Gaussian noise can be modeled as:

(*+a)

(r-a)

1 (*ra) iy2

It is convenient to define

m = j (2.5)
The composite distribution of (2.4) can be evaluated numerically for various

values of m and a=l. Some results are shown in Fig. 2.1. It is clear that for

small m the distribution approaches a Gaussian, whereas for large m it

approaches a uniform.

Error rates as a function of the input signal to noise ratio for various echo

to input noise ratios can be computed numerically for a bipolar coded signal

using the distributions of Fig. 2.1. Results are plotted in Fig. 2.2. Here the input

signal to noise ratio has been denned as

201og10(£) (2.6)
where 7 is the rms value of the received signal.
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Fig. 2.1. Composite distribution ofecho plus crosstalk noise.
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If the input noise is much larger than the echo the distribution is Gaussian

and a threshold for low error rate exists in the neighborhood of 20 dB. When the

echo is much larger than the input noise, the composite distribution approaches

a uniform distribution, and signal to echo ratios smaller than 20 dB may be

acceptable.

2.1.2. Echo Cancellation

The basic principle of echo cancellation was introduced in Chapter 1. Here

we study techniques to adjust the coefficients of the transversal filter of Fig. 1.6

to force the impulse response of the echo canceller to match the impulse

response of the echo path. It is desired to use an algorithm that can be com

puted in real time and lends itself to a simple hardware implementation.

Although other algorithms have been presented in the literature [6,13], the

least mean squares (LMS) algorithm has gained widespread acceptance in adap

tive transversal filters because of its simplicity and efficiency.

The LMS algorithm minimizes the mean squared error (MSE) after cancella

tion using a gradient technique. To facilitate the analysis let us introduce the

following notation:

1) The local transmitted symbol vector

*i = (*n.*n-l. ' ' ' .Xn-JV+l)7* (2-7)

2) The far-end transmitted symbol vector

Yn = (l/n.l/n-l. ' ' ' .Vn-Jtf+l)r (2-B)

3) The echo-path impulse response vector

g8sfo<0),*(l).---.flr<tf-l))r (2-9)

4) The transmission path impulse response vector

h=(M0),Ml), ••• MM-l))T (2.10)
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5) The echo canceller tap coefficient vector

c=(c(0).c(l).--,c(7V-l))r (2.11)

Now the echo signal en, the echo replica &n, and the far-end signal sn are:

«»»tf-g (2-12)

*n=*f'c (2.13)

Sn=y,Th (2.14)
Then the signal at the input of the receiver in Fig. 1.5b is

*n»*f(g-c)+ti,, (2-15)
where it^ = sn +7^ is an uncancellable signal.

Minimizing the mean squared cancellation error as a function of $c(A:)J is

equivalent to minimizing the mean squared value of the residual signal rn, since

u„, is independent of (c (fc)j. The mean squared residual signal is

P = *[*•„]= |g-c|8+C/ (2.16)

where U = E[u%\, and it has been assumed that jxnj are uncorrected with one

another and with \yn\, and assume the values +1 and -1 with equal probability.

To minimize p we use a gradient technique. The gradient of p is:

gradp = -2(g-c) (2.17)

Since c is not known, this expression is not directly useful to compute the gra

dient. However, by multiplying (2.17) by x„, taking expectation values and using

the fact that the xk are uncorrelated we obtain:

£[*&«] = g-c (2.18)
Thus from (2.17) and (2.IB):

gradp = -2E[xZrn] (2.19)
The LMS algorithm minimizes the error using a gradient technique. The

coefficients are updated using the expression

c<n+1> = c(n)-a grad p (2.20)

Where a superscript (n) has been introduced to recognize that c is a function of
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time. In order to compute gradp, the expectation value of (2.19) is replaced by

its noisy estimate x%rn, since the true expectation value is not available. Thus

the algorithm becomes

C<«+i> =cW + 2aitfrn (2.21)

The dynamics of the convergence process can be studied using equation

(2.21). It is shown in ref. [24] that, under some simplifying but very general

assumptions, the evolution of the mean squared cancellation error

Bn = E[(en-en)z] (2.22)

is governed by the following difference equation

en = (l-4a+4a2JV)£n_! + 4*ZNU (2.23)
whose solution is

T" U-4«+4a^)(£- ^ +^- (3.24)

From here the following conclusions can be derived:

l)Convergence occurs only if:

|l-4a+4a2JV |<1 or 0<a<7T (2.25)

2)After convergence the ratio of residual echo to uncanceilable signal is:

10log10^-=10log10(I^r) [dB] (2.26)
3)The number of iterations required to reduce the residual error by 20 dB is

-2

log10(l-4a+4aeA0

For a« -rr-this becomes
N

-2
1/20 = TZTJTZIZTZJJJr (2.27)

f2o*^p- (2.28)
From Equation (2.26) we see that the parameter a determines the amount

of echo cancellation that can be achieved. In order to achieve a large echo can-
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ceUation, a small value of a must be used. This is so because in the adaptation

algorithm of Eq. (2.21) rn is used as an error signal. However rn Includes as a

component the far-end signal and the noise, in addition to the cancellation

error. There is no way to separate those additional components. Even if the

cancellation error were exactly zero at some instant, the presence of the uncan

cellable signal in the adaptation algorithm would move the coefficients away

from the optimal cancellation point, degrading the echo cancellation Thus,

because of the presence of this uncancellable signal, perfect echo cancellation

cannot be achieved. The effect of the uncancellable signal on the coefficients

can be decreased and the echo cancellation improved by decreasing a, as

predicted by (2.26). In component A: of the correction term of equation (2.21)

2arIJxn_j|. = Za(en-e-n)xn-k + 2orunxn-Jb (2.29)

the second term averages to zero when the contributions of many correction

cycles are added, because the uncancellable signal is uncorrelated to the

transmitted sequence of bits. Since the cancellation error (en-?n) is correlated

to that sequence, its average contribution does not vanish unless e-n = en.

Although the average contribution of the term associated to the uncancellable

signal is zero, its instantaneous contribution is not, and so it degrades the echo

cancellation as explained before.

Using a very small value of a increases the convergence time and the

dynamic range requirements of the adaptation circuitry as will be analyzed

later.

The need for a small value of a is a consequence of the fact that data echo

cancellers, unlike voice echo cancellers, must always adapt in "double talk" con

ditions, that is, in the presence of a far-end signal. In voice echo cancellers

adaptation is generally performed only when the far-end signal is not present.

The coefficients are "frozen" during double talk periods.
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A different technique to eliminate the effect of the far-end signal is to use a

decision-directed algorithm to subtact sn from rn. The term yjh.is locally syn

thesized using the detector decisions as components of the vector yn and an

adaptive transversal filter to generate h. This is analyzed in more detail in Sec

tion 2.1.6.

2.1.2.1. Interpolating Echo Cancellers

One of the functions that has to be implemented in a digital subscriber loop

is timing recovery. This function entails obtaining in the local receiver a clock

that is locked in phase to the far-end transmitter. Since it is not desired to use

a separate signal like, for example, a special timing tone to transmit this clock,

it must be derived from the received signal. How this is done will be discussed in

Section 2.1.7. One important condition to accomplish is to preserve the spec

trum of the received signal without aliasing distortion. Aliasing would result

from sampling the signal exactly at the data rate, since typically the spectrum

of the data signal extends beyond —/„, often reaching values close to fb. Thus

the minimum sampling rate is 2fb. Some coding techniques with spectra which

extend even beyond fb, require even higher sampling rates.

An oversampiing factor of R can be implemented building a transversal

filter with RN taps. However because of the fact that the input is a data signal

at a rate fb, a somewhat simplified structure shown in Fig. 2.3a results. This

structure consists of R AKap subfilters. each sampling at fb and working in

Ttime-interleaved fashion, with a phase difference -^ At the output the samples
R

of the R filters are combined, and the output sample rate is Rfb. Fig. 2.3b

shows the samples of the echo path impulse response associated to each

subfilter for the case R=4. For convenience we will sometimes in the future

refer to each of the subfilters as a "phase" of the echo canceller.
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2.1.3. Required Amount of Echo Cancellation

Echo cancellation Ec is defined as the ratio of the input to the output rms

echo noise. When measured in dB, its expression is:

*-«"«"(£8fi] (230)
If a transhybrid loss of 10 dB Is assumed, the signal to echo noise ratio at the

input of the echo canceller (point A in Fig. 1.4) is negative and equal to -30 dB

for the case of 40 dB of line attenuation. To improve it to +20 dB (at point B in

Fig. 1.4), an additional suppression of the undesired echo signal (or echo cancel

lation) of 50 dB is desired.

2.1.4. Channel Shaping

Because of the linear distortion introduced in the data signal by the fre

quency dependent attenuation and delay characteristics of the line, individual

pulses are dispersed and interfere with each other. This effect is known as inter-

symbol interference (ISI). Fig. 2.4 shows a.possible pulse shape before and

after transmission through the line. Since at the receiver the signal is sampled

at instants kT, where k is an integer and T is the data period, the samples of

the impulse response should be zero for all values of k *0. Mean square inter-

symbol interference is defined as

ElM*r)l8
/Si = 422 (2.31)

IM0)|2

where h{t) is the channel impulse response. For the case of Fig. 2.4b, the value

of ISI gives an indication as to what extent the detection of a given pulse is

impaired by the interference from its neighbors.

A useful graphical representation of a data signal that allows immediate

evaluation of the amount of ISI is the eye diagram. The eye diagram is the

superposition of many pulses as would result for example, from observing the
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(a) TRANSMITTED PULSE

(b) RECEIVED PULSE

Fig. 2.4. Effect of ampUtude and phase distortion in the line.
(^Transmitted pulse. (b)Received pulse.
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data signal with an oscilloscope synchronously triggered at the data rate. In Fig.

2.5a we show the eye diagram of a two-level data signal for the case of zero inter-

symbol interference. In Fig. 2.5b a similar signal is shown, in this case with

significant intersymbol interference introduced by a dispersive channel. Fig.

2.5c and 2.5d show eye diagrams for a three level data signal, as occurs in the

case of bipolar coding (see Section 2.2.2). The eye opening, usually specified in

%, is the ratio — in Fig. 2.5b, and is another indication of ISI (although it is
a

related to peak ISI instead of mean squared ISI as defined by (2.31)).

It is interesting to investigate the conditions under which zero intersymbol

interference is achieved. Of course one such situation arises when the channel

is so wideband that pulses can be kept confined to their own time slots. The

Impulse response must then be zero for t^T. This condition is not practical

since most real channels are bandlimited. The Nyquist theorem on vestigial

symmetry establishes that a sufficient condition for zero interference is that the

channel frequency response be symmetrical around half the data rate. Fig. 2.6

illustrates this condition. Mathematically it can be stated as follows:

£#(«+ 22j£) =constant (2.32)

where H{d) is the channel frequency response and T is the signalling period.

For the case of a channel that is bandlimited to less than the data rate this con

dition implies that the roiioff of H(w) is symmetrical around — fb, as illustrated

in Fig. 2.6.

The Nyquist condition can be derived as follows. The condition for zero

intersymbol interference is

s{t) £ 6(t-kT) =*(0) 6(t) (2.33)

Taking Fourier transforms of both sides of Eq. (2.33), and recalling that the

Fourier transform of 6(t) is a constant, and the Fourier transform of the left
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(a)

(b)

Fig, 2.5. (a)Two-level open eye. (b)Two-level closed eye.



(c)

(d)

Fig. 2.5. (c)Three-level open eye. (d)Three-level closed eye.
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(a)

Fig. 2.6a. Filter withsymmetric roUoffsatisfies Nyquist criterion
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hand side is:

2nk%H(»+=Y-) (2.34)

the result of (2.32) follows. We have neglected a constant additive delay r in the

sampling of Equation (2.33). This would introduce a linear phase characteristic

in/f(o).

If the transmission line has a flat amplitude response, condition (2.32) can

be met by designing pulse shaping filters with a symmetrical amplitude rolioff,

as in Fig. 2.6, and a linear phase. One such filter commonly used in practice is

the raised-cosine filter whose amplitude response is

1 |<y|ss^l-a)w6
H(q) =

0 \Q\^^{l+a)ob

34

(2.35)

This characteristic can be approximated to an arbitrary accuracy by finite

impulse response filters. Usually this filtering function is split in equal parts

between the transmitter and the receiver. This results in matchedfilters which

optimize the signal to noise ratio. Often, other characteristics different from

those described by (2.35) are used for ease of implementation.

One interesting approach to filter design consists in finding a response that

minimizes (2.31) directly, instead of attempting to approximate as closely as

possible a given, relatively arbitrary characteristic like (2.35). Such approach

has been pursued by Lind and Nader [49,52] and when applied to an all pole

transfer function results in a set of nonlinear equations for the pole locations of

the filter. These equations are repeated in Appendix A for easy reference, and a

Fortran program is given to solve them.
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2.1.5. Equalization

Generally the input and output filters of a data transmission system are

designed either assuming a fiat frequency response in the line, or a particular

compromise response, which attempts to approximate as closely as possible the

responses that are going to be found in practice. However the actual line

response will generally depart from the one used in the design, because of the

varied nature of the lines with which the system will be required to operate.

This line distortion will generate intersymbol interference.

Equalizers are linear or nonlinear networks designed to correct intersym

bol interference arising because of the poorly controlled distortion characteris

tic of the line. They may be manually adjustable or automatic, depending on

the way their impulse response is tailored to the individual characteristics of

the line with which they are required to operate. Examples of manually adju

stable equalizers are the LBO (line build out) networks used in pulse-code modu

lation (PCM) repeaters. Here the characteristics of the line are relatively well

controlled and transmission lengths are fixed, so that a finite set of correction

networks can be used to equalize different line lengths. Once the network has

been installed, no changes are expected in the line characteristics and conse

quently the equalizer does not need adjustments either.

In order to avoid manual selection of the equalization network, and also to

take into account changes in the line characteristics, possibly due to aging or

environmental changes, automatic line build out (ALBO) networks have been

introduced in PCM repeaters. They interpolate line lengths between a small

number of fixed buildout networks, thereby avoiding a large inventory of

different LBO's. These ALBO networks are an example of automatic equalizers.

A more advanced example of automatic equalizers are the adaptive equaliz

ers used in voiceband data sets. Adaptive equalizers use an adaptive transversal
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filter to generate a frequency response which equalizes the channel distortion.

To understand how a transversal equalizer works, consider first the infinite

equalizer of Fig. 2.7. Since a delay T generates a frequency response e~>uT the

transversal equalizer of Fig. 2.7 will have a transfer function

F{u) - 2 Cfc«-**r (2.36)

This is the Fourier expansion of function F{o) which is periodic in « with period

^p Thus, provided that the transfer function H(cS) that we want to equalize is

2rrbandlimited to \o\&-=-, it is always possible to find a set of coefficients ck such

2rrthat F{cS)H(o) is approximately constant in the interval |w\^"jr-'

In practice a finite transversal filter must be used, so that the Fourier

expansion of (2.36) is truncated and H{u) is only approximately equalized. To

make the equalizer adaptive the coefficients can be computed using the LMS

algorithm as in the echo canceller of Section 2.1.2. The adaptation error is

determined by comparison of the output of the equalizer with a set of fixed

references, corresponding to the expected discrete values of the signal samples.

Consider for example the equalizer of Fig. 2.8. If a binary data signal is being

handled, the output samples yn are expected to be either +1 or -1; thus the

error is

. _jl/n-l iVn
'n " |Vn+l (Vn

>o)
<0) (2.37)

This error is used to adapt the coefficients using the LMS algorithm in the same

way as in the echo canceller of Section 2.1.2. An important difference with the

echo canceller is that the signal is not binary and multipliers are required in a

hardware implementation of the equalizer.

Adaptive transversal equalizers have found widespread application in

voiceband modems. However digital subscriber loops do not justify the
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complexity of a transversal equalizer. This complexity is much higher than that

of the echo canceller due to the need for multipliers.

Another kind of adaptive equalizers are decision feedback equalizers (DFE),

which are an example of nonlinear equalizers. DFE's are useful only to correct

postcursor interference, which occurs when the impulse response of the channel

is as in Fig. 2.9. Here the largest sample of the impulse response is the first,

h(0), and intersymbol interference is generated by the postcursors, i.e.

h(k) , A:>0. The received signal at sample time n is:

sn =ICM*)^-* =Mohfr +Icm*)^-* (2.38)
The second term, which represents the intersymbol interference, is generated

by an adaptive transversal filter in the DFE structure of Fig. 2.10, using past

decisions y^. For low error rates these decisions are almost always equal to yk.

The intersymbol interference component

^L?M*)lfe-* (2.39)
Jb=l

is subtracted from the received signal and the remaining component h{0)yn is

used to make the decisions. Since the transversal filter is in the feedback path,

instead of being in the forward path as in Fig. 2.10, the name "decision feedback

equalizer" is justified.

It is shown in the literature [43,45] that the DFE will converge in spite of

some initial decision errors, and that the structure can recover relatively easily

of occasional errors made during normal operation, although it does have error

propagation properties.

Decision feedback equalizers are attractive in digital subscriber loops

because of their hardware simplicity. Similarly to echo cancellers, they do not

require multipliers. The fact that they can correct only postcursor interference

is not considered a serious limitation here because in general local telephone
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lines do not exhibit precursor interference. Another advantage of DFE's as com

pared to linear transversal equalizers is that they do not generate noise

enhancement as do the latter, and their convergence is independent of the

characteristics of the channel. Noise enhancement results when the linear

equalizer attempts to correct a channel characteristic that has a spectral zero

or a very small amplitude at some point within the frequency band of interest.

The linear equalizer will generate a very large gain at that frequency, which will

greatly amplify the noise. Because of these spectral nulls, linear equalizers may

also occasionally show poor convergence. Spectral zeroes may result, among

other reasons, because of the aliasing of the frequency components beyond —

inside the band ftef •&-=-, as shown by Lyon [39]. This problem is avoided with

fractional tap spacing equalizers [40,41].

2.1.6. Combining Echo Cancellation and Decision Feedback Equalization

We discussed in Section 2.1.3 how the presence of a far-end signal which is

undistinguishabie from the cancellation error (except for the fact that, unlike

the cancellation error, it is uncorrelated to the transmitted data) causes ran

dom fluctuations of the echo canceller coefficients and degrades cancellation.

To mitigate this problem, a very small adaptation gain is used in the LMS algo

rithm. Although this improves the cancellation, it also makes convergence

slower.

It has been proposed by Mueller to combine in a single structure the echo

canceller of Fig. 1.6 and the decision feedback equalizer of Fig. 2.10. The result

ing structure is shown in Fig. 2.11. The echo canceller transversal filter gen

erates an echo replica signal given by:

N-\

*n = L9(k)xn-k (2.40)
Jb=0

and the decision feedback equalizer uses past decisions yn to generate a replica
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of the far-end signal

*» = SWten-* (2.41)
fc=0

The residual signal, after echo cancellation and simultaneous decision feedback

equalization becomes:

r (n) = en-e-n +sn-s>n 4-n* (2.42)
Except for the noise term 7^, this represents a combination of the echo cancel

lation and equalization errors. In the absence of noise, this error can be eventu

ally reduced to zero, after convergence of the adaptive filters. It should be

noted that (2.41) involves a term with A:=0 which corresponds to the present

received bit yn. The operation of the system must then be performed in two

steps. During the first step the echo replica and the component of the far-end

signal associated to previous received bits are subtracted, and so the quantity

#-1

en-e>n+/i0yn+ £ (/i(A:)yn_fc-d(A:)yn-fc)+7in (2.43)
feci

is computed. If eh=en. yk=yk and d(k)=h{k), this quantity is /i0Vn+^n. and a

decision can be made with minimum probability of error concerning the value of

yn, which yields yn. During the second step d(Q)yn is also subtracted and the

quantity r{n) (2.42) is finally computed. d(0) is known as an AGC (automatic

gain control) tap, because of the role it plays in the detection [23].

If transversal filter tap coefficient vectors c and d are defined for the echo

canceller and decision feedback equalizer, in analogy with Section 2.1.2, as well

as data vectors Xn, yn, y„, the adaptation algorithm can be written:

c(n+i) = c^)+2ar(n)xn

d(n+D - d<n>+2ar(n)yn

It is shown in [22] that this algorithm converges, and that the residual signal to

noise ratio after cancellation and equalization is:



W-10 logl0

Convergence is described by the equation

l01ogl0[l-a(^)J

£* = £- + [l-4a+4a2(7V+//)]l:(eo-s.)
which is equivalent to (2.24).

Fastest convergence occurs for

ot=
2{N+M)

in which case (2.46) becomes:

£* = £» + 1-
J+L (eo-£»)

45

(2.45)

(2.46)

(2.47)

(2.48)

In the case when the noise is zero, e„ can be reduced to exactly zero, according

to (2.45). If the noise is not zero, use of the optimal value of a will result in

em=U=o2 (where a is the standard deviation of the noise), which implies a noise

enhancement of 3 dB. Lower noise enhancements can be achieved at the

expense of a decrease in convergence speed.

An advantage of the larger values of a that can be used in this structure is

the reduced dynamic range requirements in the coefficient registers and in the

adder that computes the adaptations of Eq. (2.44).

Unfortunately this structure requires that the local transmitter be syn

chronized to the incoming data rate. This requirement is difficult to meet in

practice because in most data communications systems timing is derived from

the received signal (no separate timing tones or clock lines are allowed). How

ever this timing recovery cannot be performed before echo cancellation because

the signal is greatly corrupted by the echo, and it cannot be derived after echo

cancellation either, because the signal has been sampled only once per cycle at

this point and thus a significant aliasing distortion has been introduced. Thus

this technique cannot be used in conjunction with standard timing recovery

techniques.
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Although other timing recovery techniques compatible with this approach

can be imagined they do not seem to be reliable and thus render the above

structure impractical for the moment, although it retains its theoretical

interest and may become practical if some better timing recovery technique is

found.

2.1.7. Timing Recovery

A basic system requirement is to synchronize the receiver to the far-end

transmitter. This is necessary to sample the received signal at the instant of

maximum eye opening and so detect the original data with minimum probability

of error.

A distinct requirement is to synchronize as well the local transmitter to the

received signal. Depending on the design of the echo canceller, this can be a

requirement of the echo canceller or not. However it is always a requirement of

the switch with which the system must interface.

Whether the echo canceller is designed for synchronous operation or not,

the transmitter must be synchronized to the received signal in order to ensure

that the digital switch with which the modem located at the central office inter

faces, transmits and receives data at the same rate. Thus, synchronization is

always a requirement of the environment in which the system is to be used, even

if it is not a requirement for its proper internal operation.

The technique chosen in this design to perform timing recovery has been

extensively used in PCM repeaters, where it has proved to be very reliable. By

means of a nonlinear operation (which in practice is generally rectification)

spectral components not originally present in the received signal are created.

More specifically it will be shown in Chapter 3 that a discrete spectral line at the
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data rate is created. This line is recovered from other undesired spectral com

ponents using a high Q resonant circuit and the resultant sinusoidal signal used

for synchronization.

Use of this technique in a hybrid modem requires that timing recovery be

done after echo cancellation. Since at this point we have a sampled-data signal,

a continuous-time signal must be obtained prior to the rectification to avoid

interference from the aliases of the signal, as will be shown in more detail later.

It also requires that sampling be done at least at twice the data rate, in order to

avoid aliasing distortion of the received signal, that would destroy the desired

timing information.

The spectrum of the received signal is bandlimited by the transmit and

receive filters to a value between half the data rate and the data rate. It can be

shown that the timing information is contained mainly in the spectral com

ponents around half the data rate. This sampling rate requirement has a pro

found impact on the design of the echo canceller, since it is a transversal filter

and as such the required number of taps increases proportionally to the sam

pling rate. Furthermore, timing recovery is done after echo cancellation, and

this implies that the echo canceller cannot rely on synchronous operation for its

proper function. Thus the second of the two alternative approaches for the echo

canceller design must be chosen. As a matter of fact, no proven techniques

exist to perform timing recovery in the synchronous sampling scheme, although

a number can be easily imagined, most of them based on the use of some train

ing or initialization sequence, during which timing is acquired, and some control

loop used later to correct small departures from the correct sampling phase

during normal operation. However, use of these techniques was considered

potentially unreliable and so the timing recovery scheme based on oversampiing

was adopted.
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A detailed mathematical analysis of the timing recovery technique adopted

for our experimental system is delayed until nonlinear echo cancellation tech

niques are introduced (Chapter 3). In Section 3.4 we carry out the analysis of

timing recovery in sampled-data systems, and find expressions for the intensity

of the timing tone and the jitter. Similar results for a continuous time system

are given in reference [27].

2. l.B. Synchronization in Subscriber and Central Office Sets

As shown In Fig. 2.12, the Central Office transmitter receives its clock from

the switch. The subscriber receiver synchronizes to the received signal and thus

is also slaved to the switch clock. The subscriber transmitter is also synchron

ized to the recovered clock, except at the beginning of the transmission when

the echo canceller has not converged yet, and so a timing signal is not available.

During this time the subscriber transmitter clock is free-running. Finally, the

Central Office receiver recovers its timing from the signal received from the

subscriber. This is so because, although the correct frequency is available from

the switch, the correct sampling phase depends on the delay of the line, and

consequently it must be determined from the received signal. Thus, the timing

information follows an open loop: from Central Office transmitter to subscriber

receiver, from here to subscriber transmitter, and finally to Central Office

receiver (Fig. 2.12).

2.2. SYSTEM DESCRIPTION

In this Section all the functions to be implemented in the system are

described and the motivations that justify all the design decisions are given.

Since this description is mainly based on an breadboard implementation, details
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related to the actual circuit implementation will be given only occasionally,

when it is considered that they help to clarify either system-level concepts or

solutions which are valid also for an LSI implementation. Details specifically

related to the technology chosen in this particular implementation, and not con

sidered applicable for an LSI implementation, will be omitted. However, circuit

schematics, state and timing diagrams and ROM tables are given in Appendix D.

Fig. (1.4) shows a block diagram of the system under consideration. Two

baseband modems communicate at 80 kb/s on a single pair of wires. One of

them is located at the central office, the other at the subscriber set. Typical

specifications include a transhybrid loss of 10 dB, a line attenuation of up to 40-

45 dB for a 5 km subscriber loop (measured at half the data rate, where the

spectral density peaks for the bipolar coded signal), and a required echo cancel

lation of 50-55 dB for 20 dB signal to noise ratio after cancellation. Even greater

cancellation of the echo would be desirable if it could be achieved.

The system configuration which was chosen is shown In greater detail in Fig.

(2.13). The following subsections discuss the design choices which were made.

2.2.1. Scrambler and Descrambler

Scrambling the incoming data ensures that the transmitted sequence is

random (or pseudo-random) even during idle or repetitive data patterns

[28,31,32]. A random data sequence is required for the convergence of the echo

canceller, to avoid placing discrete spectral components on the line (that would

cause RFI and crosstalk interference), as well as to aid timing recovery in the

receiver. The particular scrambler chosen is recommended by CCITT and per

forms a modulo 2 division by the polynomial l+x3+x20 [32], generating a

pseudo-random sequence of length 220-!. The descrambler, which is self-

synchronizing, performs a modulo 2 multiplication by the same polynomial. If a

constant binary value is placed at the scrambler input, a periodic sequence
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whose period is 220-! will be generated. The spectrum of this periodic sequence

consists of a set of discrete lines with a spacing ^06 . Because of the close

spacing between lines, the spectrum can be considered continuous for all practi

cal purposes. In the case in which the input sequence is not constant, even

longer sequences with even closer line spacing are generated. The envelope of

this quasi-continuous spectrum is determined by the pulse shape. For ideal

delta pulses the envelope would be a constant, and the spectrum would be simi

lar to a white noise spectrum. For square pulses, the envelope is a

sin EL
ft

SL

curve. Further spectral shaping is introduced by the line coder (which in our

implementation is a linear filter, as described in Section (2.2.2)). and the output

transmitter filter.

2.2.2. Bipolar Coder

Alternative line codes have recently received attention in the literature

[33], and will not be discussed here. "Bipolar" or "alternate mark inversion

(AMI)" coding has been chosen in this design in view of its simplicity and robust

ness; however, most of the techniques used here are readily adaptable to other

codes. The bipolar transmitted signal is three-level, and it was desired to avoid

building a canceller which accepted three-level data, not only because of its

additional hardware complexity, but also because bipolar coding introduces

correlation between bits which degrades the performance of the adaptation

algorithm (in the derivation of the adaptation algorithm it is explicitly assumed

that the input data bits are uncorrelated). One possibility is to input the same

data to the line coder and the echo canceller. However, since the coder is then

located in the echo path, that echo path would then be nonlinear if true bipolar
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coding were utilized. A modified technique is therefore used here, which con

sists simply of differentiating the input binary signal using an analog

differentiator with a time constant much shorter than the baud period. A

three-level signal is thus created which obeys the same constraint as the stan

dard bipolar signal; namely, that the transmitted signal has no dc content. In

addition, since the line coding is obtained through a linear operation, it is con

sistent with linear echo cancellation. In practice the analog differentiator is

incorporated in the output filter making it into a bandpass instead of a lowpass

filter. Thus the block named "bipolar coder" has conceptual rather than physi

cal existence in the hardware implementation.

It should also be noted that the coding could be made into true bipolar by

performing a modulo 2 running sum of the data sequence before entering it into

the canceller and the transmit filter with differentiator, as suggested in [34] and

shown in Fig. (2.14). This additional complexity was not included, however.

2.2.3. Transmit and Receive Filters

Minimal intersymbol interference filters [52] were used at the transmitter

output and the receiver input.

One of the alternatives considered was to use minimal intersymbol interfer

ence matched niters [50]. However use of matched filters significantly compli

cates the implementation because of the requirement of an all-pass phase

correction network in the receiver filter in order to achieve overall linear phase

response. The additional complication was not considered justified in view of the

relatively small improvement in performance.

Furthermore, low intersymbol interference is not the only consideration in

the design of these filters. Intersymbol interference is defined by Equation

(2.31). Thus, intersymbol interference is only related to the samples of the

impulse response at multiples of the symbol period. Samples of the impulse
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response taken at other values of t can be relatively large even for large values

of t, in the case of a filter with a long impulse response. However, it is not desir

able to build a filter with a long impulse response, because this will require an

increase in the number of echo canceller taps, since both the transmit and the

receive filters are located inside the echo path. The echo canceller samples at

twice the data rate, and so samples are taken also at points other than the zero

crossings of an ideal zero intersymbol interference impulse response. The

optimization criterion used in the design of minimal ISI filters does not take into

account the impulse response length. Thus judicious design requires the

analysis of the filter impulse response and some iteration until the desired

results are achieved.

The transmit filter shapes the pulse placed on the line to minimize high fre

quency components that would unnecessarily increase crosstalk and radio fre

quency interference. Care must be exercised in its design to keep nonlinear dis

tortion components (which a linear echo canceller cannot compensate) lower

than approximately -60 dB relative to the transmitted signal level. This also

requires that the input pulses be symmetrical to a similar degree. Perfectly

square pulses would be desirable, but unfortunately the output of a logic gate

departs significantly from that ideal due to rising and falling transients that are

not equal In general. Satisfactory pulses have been obtained by clamping a

CMOS gate with diodes as shown in Fig. 2.15.

Because of the high degree of symmetry between positive and negative

pulses which is required, oscilloscope measurements in the time domain are

generally not sufficient to evaluate the quality of the pulse generating circuitry.

A better evaluation can be made by measuring the output signal with a spec

trum analyzer. For a bipolar signal, spectral zeros are to be expected at multi

ples of the data rate. It is shown in Appendix B that in the presence of nonlinear

distortion the departure from zero of the spectral density at multiples of the
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resolution characteristic which represents the limitation on the minimum

achievable mean squared error due to the quantization. This characteristic

takes into account the beneficial dithering effect, as said before. The finite pre

cision characteristic shows how for very small values of uncancellable signal the

mean squared error is determined by the finite precision characteristic. This is

clear, since for low values of U little or no dithering effect occurs and quantiza

tion error limits the cancellation For large values of U, however, significant

dithering occurs and the infinite precision characteristic determines the mean

squared error.

Also considered in reference [24] is the quantization error introduced by

the D/A. This has two effects. One of them is to introduce quantization noise at

the output of the echo canceller, which adds to the uncancellable signal and

increases the mean squared error after cancellation The other effect, more

subtle, is to degrade the dithering effect in the A/D. This effect was studied by

computer simulation in ref. [24], which reports the results shown in dotted lines

in Fig. 4.3. The conclusion of this study is that at least 12 bits of resolution are

required in the D/A, whereas 8 bits are required in the A/D.

4.3. ERECT OF D/A NONUNEARTIY

Linearity requirements of the data converters in the configurations of Figs.

4.1b, c, and d have not been reported in the literature, perhaps because previ

ous designs have been oriented towards discrete implementations or monolithic

implementations with off-chip data converters. If the constraint to use a

process-compatible monolithic A/D and D/A implementation does not exist, one

is free to chose high performance, absolute accurate converters, and no need

arises to consider the effect of nonlinear distortion. However when a monolithic

MOS implementation of the complete digital subscriber loop is considered, per

formance limitations imposed by the data converters must be accounted for.
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i i ii al^V—

Fig. 4.3. MSE as a function of the quantization step.



118

4.2.1. Resolution, of the A/D converter of fig. 4. la

The input A/D converter must have a large dynamic range in order to be

able to handle the worst case situation of a relatively small signal superimposed

on a large echo. The A/D must be able to resolve the small signal with low

quantization error and still not clip the large signal. Assuming that the input

signal is dominated by the echo and its level is adjusted to use all the available

dynamic range of the A/D, the quantization error should be much smaller than

the desired residual echo after cancellation, which is in the order of 50 to 60 dB.

If q is the quantization error and S^a is the peak value of the input signal, the

required A/D resolution Wa/v is determined from the relation

-(2f^"1-l) <; £sh_* (2?""~l-l) (4.1)
which yields

#

S
WA/D = int logg

ma*+1

7

where "int" stands for integer part of. For a signal to quantization noise larger

than 60 dB this equation gives WA/D = 12 bits. Even more resolution would be

desirable in order to achieve larger signal to noise ratios.

4.2.2. Resolution of the A/D and D/Ain figs. 4.1b and 4.1c

These implementations have similar requirements. Both the A/D and the

D/A must be considered. This problem has been studied in detail by Verhoeckx

et al. They show how the dithering effect that the uncancellable component of

the signal generates on the cancellation error greatly relaxes the resolution

requirement of the A/D. Fig 4.3, reproduced from that reference, shows the

MSE as a function of the quantization step q of the A/D. Shownin the Rgure are

both the infinite resolution characteristic, which represents the MSE as a func

tion of the uncancellable signal as given by Eq. (2.26) ( here the factors affecting

the MSE are the number of taps N and the gain factor a ) and the finite

+ 1 (4.2)
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4.1.4. Analog/Digital Echo Canceller

An architecture in which the convolution sum and the echo cancellation are

performed with analog techniques is shown in Fig. 4.Id. The adaptation algo

rithm is performed digitally, and the tap weights are converted to analog using a

single time-shared D/A converter. The multiplications and additions are then

performed in the charge domain, where the nonlinear distortion can be kept

very small without special circuit design effort.

Since a large dynamic range and long time-constant are still required in the

adaptation algorithm, it cannot be implemented by analog means. Thus the use

of a digital processor to perform the adaptation, while a switched capacitor ana

log transversal filter computes the convolution sum and cancels the echo in the

received signal. The coefficients of the transversal filter are stored in sample

and hold (S/H) capacitors (Fig. 4.2) and refreshed periodically by the digital

adaptation processor. In order to reduce the required speed of the D/A con

verter, only one of the S/H capacitors is refreshed each pulse period; however,

all are updated in the digital processor. The consequences of this for echo can

celler convergence are shown in Section 4.3 to be negligible. The possibility of

using a slow D/A converter in this approach represents a significant advantage,

since slow operation can be traded off for increased resolution and reduced die

area and power consumption

4.2. R^OUmON REQUIREMENTS OF THE DATA CONVEJn*ERS

The organization shown in Fig. 4.1a obviously does not require any data con

verters, and so it will not be considered here. The organizations of Figs. 4.1c and

4.Id have completely similar resolution requirements, thus they will be

addressed together. In short, only two cases must be considered, namely, that

of Fig. 4.1a and those of Figs. 4.1c and d.
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4.1.2. Fully Digital Echo Canceller

In this approach, shown in Fig. 4.1b, the canceller is implemented entirely

with digital logic, and the received signal is sampled and A/D converted prior to

the cancellation This technique was used in the first breadboard version of the

echo canceller described in Section 2.2.5. A monolithic implementation of this

technique is impractical at present because A/D converters of adequate resolu

tion and linearity have not been demonstrated in M0SLS1. Advances in monol

ithic data converters may change this situation in the future. For this reason,

we will further analyze the effect of nonlinearities in the A/D converter in Sec

tion 4.3.

4.1.3. Digital Echo Canceller with Analog Cancellation

This organization, shown in Fig. 4.1c, uses an all-digital implementation of

the canceller and converts the echo replica to analog using a D/A converter

prior to cancellation in the analog domain. MOS monolithic D/A converters of

the required speed and resolution have been demonstrated [56]; however, the

integral linearity of these converters cannot be guaranteed to be better than 7

or 8 bits unless laser trimming is used. Nonlinear distortion in the D/A greatly

degrades the echo cancellation, as shown in Section 4.3. The requirement for a

low cost implementation of the system precludes the use of laser trimming,

making this alternative not directly applicable to the monolithic implementation

of the echo canceller. Nonlinear echo cancellation techniques as described in

Chapter 3 could be used to precompensate the D/A distortion. Alternatively, a

self^correcting D/A can be used.

Since the A/D is used only to generate a feedback signal for the adaptation

algorithm, it must be monotonic, but not necessarily linear.
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ments and a monolithic echo canceller chip that implements one of the alterna

tives of Section 4.1.

4.1. ALTERNATIVE IMPLEMENTATIONS OF THE ECHO CANCELLER

Four alternative echo canceller configurations will be considered in this

Section:

1. Analogimplementation (Figure 4.1a).

1. A fully digital echo canceller with digital cancellation and A/D conversion

of the input signal (Figure 4.1b).

3. A digital echo canceller with analog cancellation (Figure 4.1c).

4. Analog-digital echo canceller with analog cancellation (Figure 4.Id).

Bach of these alternatives will be introduced in the following four sub-sections,

and then a more thorough description will be given in Section 4.4.

4.1.1. Analog Echo Canceller

Figure 4.1a shows the structure of a completely analog echo canceller using

switched-capacitor techniques. The coefficients of the transversal filter are

stored in integrators, and the binary weighting is done using switched capaci

tors. A summing amplifier performs the convolution sum. The adaptation algo

rithm is also implemented by a switched capacitor circuit that adds a correction

term to the coefficients stored in the integrators. The desired correction term is

obtained by multiplying the cancellation error coming from the output of the

summing amplifier by either +1 or -1, corresponding to the data bit at the

corresponding tap.
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CHAPTER4

TECHNIQUES FOR THE LARGE SCALE INTEGRATION OF THE SYSTEM

The implementation complexity of hybrid mode digital subscriber loops

would result in a high manufacturing cost for any realization, using off-the-shelf

components. Thus from an economic point of view the hybrid mode technique

cannot compete with the burst mode technique, in spite of the recognized

technical advantages of the former [19]. The high cost is mainly associated with

two sections of the echo canceller, namely

1. The digital processor implementing the canceller adaptation and/or

transversal filtering, and

2. The analog-to-digital and/or digital-to-analog converters.

Large scale integration techniques have proven very effective in decreasing

the cost of digital circuits. Thus, a monolithic implementation of this system will

clearly overcome the cost factor associated with 1. However, the requirement of

on-chip high performance data converters poses additional problems that have

to be solved before the system can be fully integrated. This Chapter will address

the problems associated with the data conversion in an integrated hybrid-

method digital subscriber loop. Switched-capacitor filters are now a proven

technique that can be used for the implementation of the various filters

described in Chapter 2, and will not be considered here. In Section 4.1 we

analyze available alternatives for the implementation of the echo canceller, in

view of the problems associated with the data conversion. Resolution require

ments of the data converters in each implementation are considered in Section

4.2. Linearity requirements are analyzed in Section 4.3, and a detailed descrip

tion of each alternative is given in Section 4.4, including breadboard experi-
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tabulated.

It is interesting to observe that the amplitude of the timing tones is deter

mined exclusively by the dc component of the nonlinear impulse response vec

tor y[h^]. The continuous spectrum is responsible for the jitter in the timing

waveform. In order to minimize the jitter, the nonlinear function / (•) could be

chosen so as to maximize the dc component of F[h(r)], and minimize all the

other components. Jitter is clearly a consequence of the pulse overlap, as can

be seen from the fact that it vanishes when TV=1.
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Aqo(tii) is 1 for all m. The other elements of A(m) are either 0 or 1 and all vanish

for |m|ftsW. Thus we can express

A(m) = B + C(m)

where

B =

1 0 0
0 0 0

POO

and C(m) is identically 0 for \m | ^ N but is different from 0 for \m | ^ N. It is

interesting to note also that C(m) depends only on N, and so a universal table of

C(m) matrices could be computed as a function of N.

Now the power spectrum is:

0
0

oj

AT(o) =2*1><0>]r (B +C(m)) F[hW] e"^*^
m,r

R-i - -*h2L
= 2lh(0,]r{ 2 (B4-C(m))e-^r{F[hW]e *

r=0 m=-

(3.64)

(3.65)

(3.66)

a 7V

s^nH^rJ^B E*(»-HT*+ £ C(m)e-^r!?thW]e^^
Considering the form of B, we see that:

X(o) =g|«hW]MHhM]]o) ."**] ^E*^-5^
+̂lF[h(0)]rf "t* C(m)e-ivmTngth)¥[hV]e~i

r»0 fos-//+l

H2L
J?

(3.67)

The first term generates an infinite set of discrete lines at all multiples of the

data rate, whose amplitude is given by:

«<«) - '̂frn '̂lMFthf'']],] e"'"B" (3.68)
* r=0v *

The second term generates a continuous spectrum, which can also be written as:

,uTr

^Vh^]7* H(o>) f[h^] e~*"R (3.69)
Jt=0

where M(w) is a universal matrix which depends only on N ( the dimension of

H(a) is 2^X2^ ). This matrix could be computed once and forever and
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generated by the timing recovery circuit. To analyze this in detail, consider

samples of a data signal

^r, =iSl*Cr){*K-* (3.59)
where xn is some sequence of received bits and hW{k) is the channel impulse

response (including any shaping filters in the transmitter and receiver). The

superscript (r) identifies each one of the R samples that are taken in each

period T of the data signal. Thus R is the oversampling factor, and runs from 0

to R-l. This will be assumed in all the equations that follow even If it is not expli

citly indicated. Using the generalized nonlinear notation of the previous sec

tions, the signal can be written as

«fr) = x£h(r) (3.60)
This notation allows for nonlinearities in the channel. Although these nonlineari-

ties do not affect the validity of the results that will be obtained here, we prefer

to consider that the channel is linear. To perform timing recovery, we generate

some nonlinear function of these samples. Typically, such a nonlinear function

/ (•) is a full-wave rectification. Using identity (3.20). we can write:

/(^r)) =Xn-F[h^] (3.61)
where F[h^] is a 2^-dimensional nonlinear transformation induced by /(•) on

the vector h(r). We want to compute the spectrum of the sequence (3.61). The

power spectrum of this sequence is the Fourier transform of its autocorrelation

function The autocorrelation function is:

where E stands for expectation value.

Now consider the matrix

A(m) =E\Xn x£.mJ (3.63)
This is a 2^x2^ matrix. Because component 0 of vector X* is always 1, element



TA3LSI!

TA? I PRODUCT ALWAYS ALWAYS 1 ALWAYS i ALWAYS ALWAYS ALWAYS

KUM3ER | IERH > 0.005 > 0.001 >0.0005 j >0.0001 >.00005 >.00001

0 CO 1 1 1 l
1 CI 1 1 1

2 C2 1

3 C3 1

4 C4 1

5 Co 1

6 C6 0 1

7 C7 0 1

8 C8 0 0
o C9 0 0

10 1 0 1

11 C0C1 0 1

12 1 C0C2 0 0

13 CX3 0 0 0

14 C0C4 0 0 0

15 C1C2 0 0 1

16 C1C3 0 0 0

17 C1C4 0 0 0

13 C2C3 0 0 0

19 C2C4 0 0 0

80 C3C4 0 0 0 y }
21 C0C1C2 0 1 1

%

22 C0C1C3 0 0 1

23 C1C2C3 0 0 0

24 C0C2C3 0 1 0 0 1 i

25 C0C1C2C3 0 i o 0 ! 1

Table II.Maximum values oftaps over the 100 runs of Fig. 3.12.
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TABLE la

/(*)=1.01333z -0.01333a

TAP PRODUCT NUMERICAL - c-.Z"
—••^ - — - - /-.->

NUMERICAL

NUMBER TERM VALUED T~:"I VAT.UEM

0 CO 0.4454855025 13 C?C?~3 0.0000619562

1 CI 0.20100376S3 14 cor1:4 0.0000592476

2 C2 C.0904013440 15 0.0000589860

3 C3 0.04032S44:2 12 V A- i.'-. T 0.0000282176

4 C4 0.0182554312 17 0.0000270387

5 C5 0.0352:23455 13 .*"' *'~ - " ~. 0.0000269134

6 C6 0.0C3655633S 19 CCZ'.Zo 0.000C267841

7 C7 0.001655S253
r* • ••> - — —

0.0000125894

8 CCC1C2 0.0009301916 Zi C133C4 0.0000124926

9 ce 0.0007441015 22 0.0000121263

10 CCC1C3 C.0CC2S06723 23 r*""**," 7 0.0000117915

11 C0C2C3 0.0001313754
,— * — -,--.

0.0000116926

12 CCC1C4 J»~ -i' •:.00O0000888

— —
_ *.

i A A _£. i~!

f[z)=x--O.C03,'Jr/

1AP PRODUCT NUM ERICA L TA? pr ~- --~— NUMERICAL
NUMBER TERM VALUED *•."""*"• ~T"T! "7T"T!* VALUED

0 CO 0.44S32K59C8 9 cc: i 0.0010097334

1 CI 0.2016965483 10 0.0007465757
2 C2 0.0307173627 11

r-,- — .•?.
0.0004535968

3 C3 0.0407625350 12 r* "> 0.0003355653
4 C4 0.0183155737 IS "" ••*•";*: C.0002040363
5 Co 0.0082295333 14 CC34 0.0000915387
6 C6 0.0036973515 —\2

*' *"'** ~ 0,0000415029
7 1 C.0C224SS3c3 13 C133 C.0000001015
8 C7 0.0016615216

(•)Numerical values shewn are for the innate resolution 2S-.

104

TABLE I. Order in which taps were included in the simulations and their
numerical value. (a)Case of Fig. 3.11a. (b)Case of Fig. 3.11b.
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cases many higher order taps are more important than the linear taps beyond

the tenth. The importance of the nonlinear taps depends on the number of bits

of quantization With 10 bits there is no point to using nonlinear taps in Figure

3.11a, whereas in Figure 3.11b the nonlinear taps give about a 10 dB reduction in

asymptotic residual error. For 13 bits of resolution, with a modest number of

nonlinear taps a 20 to 30 dB improvement can be obtained. In both cases, the

number of taps is dramatically smaller than would be required in the table

look-up method (1024 for a ten data bit cancellation).

The effect of random photolithographic mismatches in resistors was also

simulated. Individual mismatches of either +1% or -1% (chosen randomly) were

added to each of the 16 resistors of a string initially designed to implement a

12-bit D/A with the characteristic of (3.53). This level of mismatch is typical of

what would be expected from an MOS process, although it is extremely unlikely

that all the resistors would be simultaneously mismatched to this degree. This

type of mismatch leads to a continuous piecewise linear characteristic in the

D/A. In each simulation the same set of 26 taps shown in Table II were used

(although many of them were very small). A histogram of the residual error in

100 randomly chosen mismatches is presented in Fig. 3.12. There is a consider

able spread of 6 dB in the residual error, due to the choice of the same taps in

each case (changing which taps were implemented for each random mismatch

would presumably narrow this range and improve the cancellation). Table II

shows the distribution of the maximum absolute values of the taps. Here a 0 in

the intersection of column .001 and row x^clxzx3 means that the corresponding

tap was smaller than .001 (in absolute value) for all the 100 samples.

3-4. APPLICATION TO TIMING RECOVERY

The nonlinear expansion of Eq. (3.1) can also be used to obtain useful

expressions for the intensity of the spectral line and the continuous spectrum
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where 6 =-0.005. For the characteristic of (4.1), the nature of the inverse can

be determined by finding a power series expansion for c£""1('). Defining this

power series as

then we obtain

*~l(v) = £ *nVn (3.55)
71=0

d'\d{x)) = x

=* £&n(a*+«>*8)n . (3'56)
Equating coefficients in (3.55) and solving for the 6n's,

d-Kx) . I. _£«.* »£«._... (3.57)
and we see that the third-order nonlinearity predominates in d~l(-) as it does in

d(). The even harmonics are missing since the characteristic of (3.53) has odd

symmetry about the origin. Thus, we expect that the important terms in the

Volterra series expansion will be the first and third order terms. For the

characteristic of (3.54), the easiest method is to find d~l[) directly and approxi

mate it by a polynomial. Since the nonlinear portion of this nonlinearity has

even symmetry, the odd powers will be missing, and the important terms in the

Volterra series will be the first and second order terms. These conclusions are

confirmed by the simulations which follow.

The simple echo path Impulse response assumed in all cases was

g(k) = e"08*, JteO . (3.58)
The effect of quantization was also included. Runs with 10, 11, 12 and 13 bits and

with infinite resolution were done, varying the number of taps from 1 to 28 in the

case of Fig. 3.10a and from 1 to 17 for Fig. 3.10b. As previously mentioned, the

taps were added in the order of decreasing absolute value as determined by

another program. The resulting order is shown in Tables Ja and lb together with

the residual cancellation error in Figures 3.11a and 3.11b. Observe that in both
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f(xh

I x

f(x)4

Fig. 3.10. Typical DAC transfer functions.(a) / (x)=1.01333x-0.01333a?3 (b)
/(x)=z -0.005/ x/
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adaptive echo canceller derived in Section 3.2.5 was simulated in the presence

of certain nonlinearities inherent in MOS D/A converters. The purpose of simu

lating the canceller, rather than using the procedure described in Section 3.1.3

for finding the coefficients of the expansion, was to establish that the adaptive

algorithm does indeed work properly in the presence of nonlinearities. The

asymptotic mean-square echo cancellation residual error was noted as a func

tion of the total number of taps implemented in the canceller. The particular

taps which were implemented, and the order in which they were added, was

determined by first running a program which calculates all the coefficients of

the expansion in accordance with the procedure of Section 3.1.3 for the particu

lar nonlinearity being studied. The taps were then added in the order of

decreasing absolute value.

In order to make the numerical examples realistic, assume the D/A con

verter is to be implemented in MOS technologyusing the technique shown in Fig.

3.9. The 4 most significant bits are provided by a string of 16 diffused resistors

and the remaining bits (from 8 to 9 in our simulations) by a binary weighted

capacitor array. Because of diffusion concentration gradients, voltage

coefficient, and photolithographic mismatches the resistors cannot be

guaranteed to be equal to within 1 LSB unless laser trimming is used. Thus, in

the absence of trimming, a nonlinear transfer characteristic results. This non-

linearity can have a systematic component due to concentrationgradients, and

a random component due to photolithographic mismatches.

Two of the most common kinds of systematic nonlinearity are shown in Fig.

3.10. We model the transfer characteristic of Fig. 3.10a by

d(x) = ax + bx9 (3.53)
where a=1.0l333 and 6=-0.01333, and the one in Fig. 3.10b by

d(x)=x +o|x| . (3.54)
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From this relationship note that this square term contributes primarily to the

second order terms in (3.1), but also to the first order term. Also note that the

important terms will generally be those for which ty and fyg are both large.

From this one can conclude more generally that large n-th order terms in g(-)

will contribute most heavily to n-th order terms In the expansion of (3.1), and

that generally the large nonlinear taps will be those containing Xn-j correspond

ing to the larger h(j).

When the D/A is nonlinear, and d"l{') must be incorporated, it can be

expanded in a Taylor series and a similar analysis can be applied to (3.49) to

determine which taps in c are important. There are at least two methods for

obtaining the Taylor series expansion for d~l{-). One method is to first find an

analytical expression for d~l(), and then expand It in the Taylor series. The

second method is to do a Taylor series expansion of d(-). and then use the

method described in [4, p. 362] to directly find the Taylor series of its inverse.

This latter procedure will be illustrated in Section 3.3.

Note that the validity of the expansion of (3.1) to echo cancellation does not

depend on the existence of a Taylor series expansion of «£(•) or d_1(). as can be

seen from (3.39). When the function d{) is not analytic and a Taylor series does

not exist (as for example when the function is piecewise linear), then it can be

approximated to any desired accuracy by a polynomial (which is a truncated

Taylor series) and. we can proceed as before.

aa CANCELLATION MSE WITH MOS D/A CONVERTER

In this section we study using computer simulations the performance of a

nonlinear echo canceller in the configuration of Fig. 3.1b. The operation of the
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rapidly deciying echo path impulse response, most of the coefficients of vector

c are negligible and can be ignored. This will be established in Section 3.3 by

simulation for typical nonlinearities encountered in MOS D/A converters. How

ever, it is important to develop a methodology by which the non-negligible taps

can be predicted, in order to develop insight and to avoid an inordinate number

of simulations.

If only L taps are used, it is apparent that the L taps which are largest in

absolute value should be chosen. This is confirmed in (3.41), for when D(c) is

constrained to have only L non-zero elements, p will be minimized by choosing

those elements for which g is largest in absolute value. For small deviations

from linearly this will be the same as choosing the same L elements of c to be

non-zero.

If the characteristics of the echo channel nonlinearity and D/A nonlinearity

are known ind fairly reproducible, then the taps which are important can be

predicted, [his will be illustrated by example. Suppose the echo channel can be

modeled byan FIR filter followed by a memoryless nonlinearity q (•)• Then (3.23)

becomes instead

«n = g( E M;K-/) . (3.49)

Then the function g() can be expanded in or at least approximated by a Taylor

series expansion. Consider for example the square term in this expansion,

which becomes

(£ ^O'K^)8 =LL *(Ji)fr(JaK-Ji^-*, (3.50)

which can be simplified by eliminating the duplicated terms and noting from

Section 3.1.2 that since x£~j is a binary function it can be represented as

x* = a + bxn (3.51)

for some constants a and b. Then (3.50) becomes
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gence analysis of [24], yielding a ratio of asymptotic residual echo to uncancell

able signal of

£l>n -enT _ al
U ~ 1 - oL (3.47)

In (3.47) the number of elements in the augmented transmitted signal vector

has been assumed to be L in anticipation of using only a small number L of the

2^ taps. Hence, in general L « 2^ will be chosen, and the asymptotic error will

be correspondingly smaller than for the table look-up canceller, where 1=2^.

Similarly, the speed of convergence can be measured by the time constant of

convergence, which is [24]

1
. j. a~2t\

(3.48)T~~ iog8(l-4a +4a2L)

4a

The approximations in (3.47) and (3.48) are valid for practical values of a. which

are very small. We can compare the convergence of the linear canceller, the

nonlinear canceller proposed here, and the table look-up canceller by setting

the asymptotic residual errors of (3.47) equal for the three cases and then com

paring the time constants of (3.48). The result is that the time constant of the

nonlinear canceller proposed here is —times as great as for the linear can-

celler, while it is —-times as great for the table look-up canceller. Thus, we

pay a convergence time penalty for the extra nonlinear taps (about a factor of

two for the numerical examples of Section 3.3). but a much larger penalty for

the table look-up canceller.

a2.5. Truncation of the Series Expansion

In the preceding analysis, the full 2^-tap echo canceller has been con

sidered. We expect that under the conditions of a) small nonlinearity, and b)
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usual, the parameter a is adjusted to obtain the desired tradeoff between con

vergence rate and asymptotic excess mean-square error. This is the same adap

tation algorithm used in [24], and it is interesting that the presence of the non-

linearities in the channel has not affected the adaptation algorithm at all aside

from the augmentation of the transmitted signal vector with nonlinear taps.

If there is a nonlinearity d{) in the echo replica path, the gradient of (3.43)

becomes

gradp = -2 ao(c)
dc

(g-D[c]) (3.45)

If the Jacobian matrix _'c' is nonsingular, the unique minimum of p is
oc

obtained for

D[c] = g (3.46)

as in (3.38). In this case the gradient technique will also apply, since there will

be no local minima in which the algorithm can get lost. The condition of non-

qjXc)singularity of the matrix v1 ' is a very mild one, since for the case of small
oc

nonlinearity (the case of interest here), >CJ differs from the identity matrix

by only a small perturbation, and the small size of the perturbation ensures that

the matrix is nonsingular. Further, since the function D(c) is not known by the

adaptation algorithm, it is necessary that ^c' be replaced by the identity

matrix. This is again justified for small perturbations from linearity, and results

again in the standard LMS gradient algorithm of (3.44).

The speed of convergence and asymptotic residual echo can be predicted

from the analysis of [24], Although the elements of the vector x* are not statist

ically independent, they are uncorrelated and zero-mean for the case where the

data digits x„ assume the values +1 and -1 with equal probability and are sta

tistically independent. This condition is sufficient for the validity of the conver-
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3.2.4. Adaptation Algorithm

In this Section we show how the usual LMS adaptation algorithm can also be

used in the presence of nonlinear distortion. From Figure 3.8, the residual sig

nal after echo cancellation is

rn = en + sn - en +*» (3.40)

where sn is the data signal coming from the remote transmitter and t^ a the

noise term, both assumed to be uncorrelated with the echo. If the data digits xn

are assumed to be uncorrelated and assume the values +1 and -1 with equal

probability, it is easily verified that the elements of vector x» are uncorrelated

(although not independent). Then by an analysis similar to that in [24], the

mean-squared residual can be calculated to be

P=*W) ft 41)
=(e-D(c))r (g-D(c)) *v K'

where

V - E{s*) + &{n*) (3.42)
is the total power of the remote data signal and noise.

Assume initially that the canceller does not have a nonlinear D/A, so that

d(0 is the identity function. Thenp of (3.41) is quadratic, and there is a unique

global minimum which can be determined by setting the gradient of p with

respect to the tap vector c to zero. As in [24] this becomes

SCadp - -««-e> (3.43)
and the minimum p occurs as expected for equal augmented echo path vector

and canceller tap vector, c = g. To find this minimum adaptiveiy, let the can

celler tap vector c be a function of time c{n* anduse the standardgradient algo

rithm,

efr+i) = c&0 + 2arBxn . (3.44)

This algorithm is illustrated in Figure 3.8 for just one tap of the canceller. As
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Section 3.2.1 showed how the three-level a^ could be represented by two

bits zUn and z2>n. and the transmitted level could be represented as In (3.26).

In the presence of a nonlinear echo channel, the received echo signal of (3.31)

can be rewritten as a function of 2N bits, and an expansion with 2^ terms

results. However, due to the fact that the signal is three-level, and due to the

redundancy In the line code, many of these terms are unnecessary. For exam

ple, since zln_t = z2;»-i = * can never occur in the transmitted signal, ail terms

in the expansion containing the product 2i.n-*z2.n-i. O^l^N-1 can be elim

inated. This will reduce the number of terms in the expansion to 3N. In addi

tion, the memory in the line code will reduce the number of terms further. For

example, since a^ = 1 cannot be preceded by x^-i = 1, and similarly for -1, the

terms «i,n-i2i,n and zz.n-izz.n can be eliminated. Elimination of ail terms of

this type will of course reduce the total number of terms to 2*. the number of

possible input data sequences.

The fact that we end up with 2^ terms by such a cumbersome procedure

suggests that there must be an easier approach, and indeed there is. The bipo

lar encoding can be accomplished by the circuit shown in Figure 3.7 [34]. A

modulo 2 accumulation of all the past input bits is first performed, resulting in

the binary variable a^. The three-level xn is obtained by taking the difference of

successive a^. All we have to do is input to the canceller a^ rather than z,,,

since the linear first difference filter can then be thought of as being a part of

the echo channel and can be easily compensated by the linear taps of the can

celler. When the input data sequence is independent and equally likely, the a*

are likewise independent and equally likely, and the operation of the canceller

even when adaptive is not adversely affected. The canceller will require 2^ taps

as before, but with a lot less effort!
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e£-c = d-^-g) . (3.39)
Since the right side of (3.39) is a function of N bits, Section 3.1 guarantees the

existence of a vector c satisfying (3.39), and further gives a procedure for

finding it. It is interesting to note from (3.39) that even when the echo channel

is linear (all but the N linear taps of g are zero), the canceller needs more than

the N linear taps in order to compensate for the D/A nonlinearity.

The addition of extra nonlinear taps should partially or entirely mitigate the

effects of D/A nonlinearity, allowing the full resolution of the D/A to be useful.

There are monolithic D/A converter realizations which are inherently mono-

tonic, which is sufficient for the existence of d""1^). Of course, in practice the

quantization due to the D/A converter will prevent an exact cancellation of the

echo.

The conclusion is that a linear canceller algorithm can still be used in the

face of a nonlinear channel and nonlinear canceller implementation What is

necessary is to augment the N bits which are input to the canceller by the

remaining bits in the augmented signal vector, resulting In a nonlinear canceller

with 2N taps. Of course, the hope is that considerably fewer taps than this will

be required In practice.

a&3. line Codes with Memory

It is often desirable to use line codes which incorporate memory for the

purpose of limiting dc wander, RFI, crosstalk, etc. A common example is the

"bipolar" or "alternate mark inversion" line code, in which a binary signal is

transmitted as a three-level signal. Each input data bit zn = 0 is transmitted as

ir^ = 0. while z„ = 1 is transmitted alternately as a^ = -1 and +1. We will use

this example to illustrate how the presence of a line code can be incorporated

into the canceller design.
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g = foo.*i(0).*i(l) 0i(*-l).02(O,l) gz(N-2,N-l) gN)T (3.33)
which is a vector of coefficients of an expansion of the form (3. l) and in accor

dance with (3.9) is not a function of k. Then the echo is

e« =*fg • (3.34)

It is natural to assume that the canceUer implements an expansion of the

form of (3.12) with tap vector c

C=(c0,cI(0),c1(l) c1(W-l),c2(0,l) c2(AM3,W-l) cN) (3.35)

so that an arbitrary nonlinear echo can be exactly canceUed. A hardware reali

zation of this canceUer is shown in Fig. 3.6 Also included in Fig. 3.6 is a non-

linearity d() which models the undesired but unavoidable nonlinearity of the

D/A converter at the canceUer output in Fig. 3.1b. This nonlinearity follows an

ideal D/A converter. Ignoring the quantization due to the D/A converter, the

echo repUca can be written as

s-n = d(xj-c) . (3.36)

The interesting question which arises is whether the incorporation of the

augmented transmitted data vector into the canceUer can compensate for the

(D/A) nonlinearity d(>) as weU as the echo channel nonlinearity. To answer this

question we make use of identity (3.20):

dW-c] = rfD[c] (3.37)
where D[c] is a 2^-dimensional vector-valued nonUnear transformation induced

by the nonlinear function d(«) on the coefficient vector c. Note that this relation

is still Unear in the augmented transmitted signal vector. As long as a vector c

can be found such that

*T« = x„rD(c) =d(x£c) (3.38)
for every signal vector Xn then en = en and in principle the echo canceUer can

cancel the echo completely even in the face of the nonlinearities. A simple

sufficient condition for (3.16) to be possible is ii the inverse D/A nonlinearity

d_1() exists, since then (3.36) becomes
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3.2.2. Nonlinear Channel with Nonlinear Canceller

The most interesting appUcation of the expansion of Section 3.1 is to the

compensation of nonlinear as weU as Unear effects in the channel, as weU as in

the canceUer itself. The method by which this can be done wiU be considered in

this Section.

Assume that the echo signal is not a Unear superposition of data digits as in

(3.1), but rather that the echo is a general nonlinear function of the current and

past TV—1 data digits,

«n=/(*n.*n-l. "• .*n-^+l) • (3-31)
This model precludes the possibiUty of the function / being a function of n, and

thus requires that the nonlinear echo channel be time-invariant. This is the

same assumption required for the Volterra series representation of a nonlinear

system [54]. However, when the canceller is made adaptive as in Section 3.2.5,

the canceUer can compensate for a nonlinear echo channel which is a slowly

varying function of time.

Further assume for simplicity that the data digits are binary, assuming one

of two values. As was mentioned in Section 3.1.2, the expansion of (3.1) is valid

for an arbitrary two-level signal a^ as well as for a signal zn which assumes the

values 0 and 1. It Is convenient to write this expansion in a vector inner product

notation In analogy with Section 3.1.3, define a 2^-dimensional "augmented

transmitted data vector"

*n = (l.«n. " ' >Zn-N+h

^n^n-l.*1***-* * ' .Sn-JV+aZn-tf-H. (3.32)

The subscript non^ reflects the fact that this vector is changing with time in

accordance with the current and last N-l bits of the data sequence.

In.a similar way, define a 2^-dimensional "augmented echo path vector"
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*n = £ h{j) (a + &*!,»-/ + cz2,n-i +dz1<sl.jZ8<n_,) , (3.30)

a representation of whi«h is shown in Figure 3.5. The echo response is

represented as a transversal filter with 3JV+1 taps, each of which needs to store

only a single bit. The delay line can thus be implemented by a shift register as

in the binary transmission case, and the tap-weights do not require multiplies.

The equivalent echo impube response (gQ, • • • ,gw+i) is a function of the actual

channel impulse response as weU as the constants (a,b ,c ,d). If an adaptive echo

canceUer is constructed from the model of Figure 3.5, there is no need to expli

citly incorporate these latter constants into the design, since the adaptation

mechanism wUl automaticaUy incorporate them. This should become clearer in

Section 3.2.5 where adaptive filtering in the context of the expansion (3.1) wiU be

elaborated.

When the transmissioa is two-level, then only one of the three shift registers

is required, so that there are N+l total taps. For three-level transmission only

two of the shift registers are required, so that there are 27V+1 total taps.

In general, for M-leve\ transmission, the structure of a multiply-free binary

transversal filter can be retained and the detaUs of the multiple level transmit

ted signal can be left to tie adaptation mechanism to sort out. In each case, a

maximum of (M-1)N+1 Ups are required in the binary transversal filter. This

technique has two advantages. First, the implementation is simplified by incor

porating the detaUs of the multUevel signal into the tap weights. Second, in

practice there wiU be some uncertainty in the transmitted levels due to com

ponent tolerances, etc., far which the canceUer wiU automaticaUy compensate.

For example, a mismatchbetween a positive and negative transmitted level wiU

have no adverse effect on Ihe echo attenuation which can be achieved.
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corresponding to the 11 bit pattern, which is c2, can be set to zero, resulting in

an expansion of the form

*n =* + °Zi.n +cz2>n (3.26)

where there are three constants. Alternatively, if the bit pattern 01 is not

assigned, then the Ci(2) coefficient can be set to zero and

z» = o + bzlai + czl>n28tn (3.27)

which is of a slightly different form but stUl has three constants. Similarly,

there are two other possibUities for the expansion, corresponding to not assign

ing the 00 or 10 bit patterns.

When the number of transmitted levels is four, the expansion of (3.1)

becomes directly of the form

Zn = a + bzhn + cz2§n + dzunzzn (3.28)

for some constants (a.b.c.d). Finally, for #=5, choose 1=3, and assign the bit

patterns 000,001,010,100, and 011 to the five levels. Then the expansion is of the

form

xn = a + bzln + czz.n + dz3<n

+ e«8.n23.n

where there are in this case 55 other ways in which the five levels can be

assigned to patterns of three bits, each resulting in a different form of the

expansion.

It should be emphasized that in any of these illustrative expansions one or

more of the constants can be zero. In fact, one criterion for choosing from

among the possible expansions is the number of non-zero terms which result for

the particular transmitted, levels.

Using these expansions, the received echo signal of (3.1) can be

represented in a different form, in which the terms are represented in terms of

binary rather than M-level data signals. For example, for the four-level signal of

(3.6), (3.1) becomes
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3.2.1. Multilevel Transmitted Signals With Linear Canceller

It was first pointed out by MueUer [20] that the echo canceUer for data

transmission is particularly attractive to implement when the transmitted data

bits are inputed directly to the canceUer, resulting in a "binary transversal

filter" in which the delay elements store individual bits rather than analog values

and the need for multiplies is eliminated. When the transmitted data symbols

are multUevel, as is usually the case for example in voiceband data transmis

sion, then this advantage would seem to be partiaUy negated. For M transmitted

levels, the transversal filters require the storage of M values at each stage and

multiplies of the tap-weights by one of the transmitted data levels. For certain

signal consteUations, the latter values can be particularly inconvenient, as for

example the square root of two.

In the instance of multilevel data the expansion (3.1) can be used to obtain

a simpler implementation. Let L be an integer such that 2L s M. Then the

transmitted level xn can be represented as a function of L bits,

*» =/(«l.A.22.n. *•• .2l.n) (3.24)
which in turn can be expanded as in (3.1). As shown in Section 3.1.1, at most U

terms are required in this expansion.

This result wiU now be Ulustrated for M=2 through M=5. For Af=2 level

transmission, L-l and (3.1) becomes

av» = a+bZl,n (3.25)

for some constants a and b. Section 3.1.2 gives a procedure for finding the two

constants, but in this case it is not necessary to find them since as wiU be shown

shortly the adaptation mechanism of an adaptive canceller will automatically

find the right constants without need for the designer to specify them.

For a three-level transmitted signal, let 1=2 and assign the bit patterns

00,01, and 10 to the three levels. Then in the expansion of (3.1) the term
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D(c) =̂ E dkTc)* (a22)

3.2. APPliCATION TO ECHO CANCELLATION

The usual assumption in the design of an echo canceUer for data transmis

sion is that the echo signal consists of a Unear superposition of N data symbols,

JV-l

*« = S *h-*0(*) (3.23)
Jt=0

where en is the current echo signal, xn is the current transmitted data symbol,

andj(O), • • • ,g(N-i) are the impulse response samples of the echo channel.

In this Section we relax this linearity assumption and show how nonlinearities in

the echo channel and in the echo canceUer itself can be compensated in the

canceller using the series expansion of (3.1). It will be shown that this method is

considerably more attractive than the table look-up method [25], particularly

when the number of bits N is large and the nonlinearities are mUd.

In Section 3.2.1 the appUcation of this expansion to multilevel data

transmission will be discussed. Then In Section 3.2.2 the appUcation to a non

linear channel and/or a canceUer which for implementation reasons is nonlinear

wiU be explored. Section 3.2.3 explores the modifications which are desirable

when typical Une codes are employed. Section 3.2.4 derives an adaptive algo

rithm which can be used to "learn" the characteristics of the nonlinear channel

and the nonlinearity of the canceUer itself (this adaptation algorithm turns out

to be essentiaUy the same as for a Unear canceUer). Section 3.2.5 considers the

truncation of expansion (3.1) to a relatively small number of terms, and

describes a procedure for determining which terms to retain. Finally Section

3.3 will give numerical results based on computer simulations for reasonable

channel and canceUer models to illustrate the viability of the techniques.
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we shaU see now.

To compute the coefficients of (3.1) we must solve the system of 2^ Unear equa

tions

Hc = f (3.18)

Because of the properties of Mjust shown, system (3.16) admits a closed form

solution

c - 2-*Mrf = 2-"Mff (3.19)
Expression (3.19) aUows the direct calculation of the coefficients of the expan

sion once the values of / for aU possible sequences of N bits are known. It is at

the same time another proof of the existence of expansion (3.1) since M, being

orthogonal, is always nonsingular, and so system (3.18) can always be solved.

Let d{) be a nonlinear function of a real variable. Then it is easy to see

that

d(xr'c) = xrD(c) (3.20)
where D(c) is a 2N dimensional nonlinear transformation induced by d() on vec

tor c. This identity wUl be useful In Section 3.2.2 to analyze a nonlinear channel

with a nonlinear echo canceUer.

To prove identity (3.20), it is sufficient to reaUze that d(xrc) is just another

nonlinear function of x0>xi>' ' ' >xn-v an<i consequently admits an expansion of

the form (3.1), with a coefficient vector D(c).

We can solve for D(c) observing that if x* is an element of basis B, then the

2N dimensional matrix x^xjis an orthogonal projector, and

£*asT=2"I (3.21)
Writing identity (3.20) with x* instead of x, then multiplying both sides by x*,

summing for all Ac, and using (3.21), we get:
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xy = l+Xfjy0+xlyl+...+xN-lyN-l+...+x&:1 • • • *Ar-i1/o2/i • • • yN^

= (l+«02/o)(l+*iyi) • • • (l+a*-rt/*-i)
It is clear that this inner product is different from zero only if xk=yk for all

fc=0 JV—1. which occurs only if x=y. Thus, any two different vectors in B are

orthogonal, and B is an orthogonal basis of RzN as we claimed. Also from (3.14),

the norm of a basis vector is 2^.

Now matrix

M= px.Sg. •• • x^j (3.15)

is orthogonal, and so the foUowing identity holds:

HHr = 2JVI (3.16)
where I is the 2* dimensional identity matrix. Also note that aU elements of H

are either 1 or -1. Orthogonal matrices whose elements are 1 or -1 are caUed

Hadamard matrices, and have been used in other fields of signal processing, like

image encoding [53].

r\arthermore, if the basis vectors are ordered as foUows:

Xjr= (+1,+1.+1,...,+1)

x/= (-1.+1.+1 +1)

X3T=( +1.-1,+1 +1)

x£n= (+1.+1.+1 +1)
x£+2= (-1.-1.+1 +1)

x&= (-1.+1.+1 -1)

(3.17)

x£= (-1.-1,-1 -1)
matrix H is also symmetric, and so, up to a factor, it is its own inverse. This ord

ering was used in writing (3.13).

These properties of H are useful in computing the coefficients of expansion (3.1)

when it is written in terms of a binary variable which assumes values 1 and -1, as
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perties of expansion (3. l) wiU be proved.

It is convenient to use a vector inner product notation Toward this end,

define the 2^-dimensional "augmented binary vector"

x= (l,x0. *' ' .Xn-x.xcF^qXz, • • •xjmsXjv-i. ' • ' .*o*i ' ' ' *tf-i)r (3.10)
where each term in the series representation of (3.1) is represented and the

superscript T denotes transpose.

In a simUar way, define a 2^-dimensional "coefficient vector"

c=(c0lc1(0),cl(l) Cl(JV-l),c2(0,l) c9(N-2,N-l) cN)T (3.11)

which is a vector of coefficients of an expansion of the form (3.1). Then a more

compact notation for expansion (3.1) is as an inner product of an augmented

binary vector with the augmented coefficient vector.

/(ar0.*i, ' • • .**-i) =xrc (3.12)
It is also convenient to define a 2^-dimensional vector t whose components are

the values of the nonlinear function / for aU the 2^ combinations of +1 and -1

values of the variables x0, . . . , xN^

/(+l.+l,+l,...,+lV
/ -l.+l.+l +1
/(+1.-1.+1 +1
/(+1,+1.-1,...,+1

/J+1.+1.+1 -1\
f— /("~1.—1»+1....,+1) /qiM
r- /(-l.+l.-l +1) (3'13>

/(-l. +l. +l -1)

/ (-1.-1,-1 +i)

/ (-i.-i.-i -i),
When the vectors x are also formed for aU the combinations of values +1 and -1

of the binary variables xkt a set B of 2N vectors is obtained. We are going to

show that B is an orthogonal basis of the 2^-dimensional vector space R2* ( the

space of aU 2^-tuples of real numbers). To prove this, consider any two vectors

z and 7 in B and form their inner product:
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terms corresponding to bit patterns for which the function is not specified

results in precisely {2N - M) zero coefficients, leaving a maximum of Mnon-zero

coefficients.

A natural application is to obtaining an expansion such as (3.1) for a func

tion f[y) where y assumes one of M values. Then for N chosen such that

2^ &Ii, M different Af-bit sequences can be assigned to each of the M values of

y. An expansion of the form of (3.1) with a maximum of M terms then results.

This procedure wUl be Ulustrated in Section 3.1 for a multUevel transmission

appUcation.

3.1.2. Expansion in Terms of Other BinaryVariables

In some applications, it is desirable to obtain an expansion of the form of

(3.1) in a set of variables which each assume two values, like zkt but not the par

ticular values 0 and 1. For example, in data transmission, it is common to

transmit levels 1 and -1 rather than 0 and 1. The former values have the advan

tage, as will be seen later, of having statistical properties which are easier to

handle.

Let the variable xk assume one of two values. Then It foUows from (3.1) that

xk = a + bzk (3.9)

where zk assumes the values 0 and 1 and a and b are some appropriately

chosen constants. Then an expansion of the form (3.1) can be obtained in terms

of xk. This can be seen by direct replacement of (3.9) in (3.1) and wUl be shown

in more detaU in the next Section for the particular case of a variable which

assumes the values 1 and -1.

3.1.3. Some Important Properties of the Nonlinear Expansion

If the binary variable xk assumes values 1 and -1, the coefficients of expan

sion (3. l) have a simple closed form expression. In order to derive it, some pro-
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cal situations not aU of the terms in the series expansion need be retained. For

example, if the function is "Unear", then

/(Z0.«1.22) = C!(0)20 + C!(l)Zi + C!(2)Z2 (3.8)
and only three terms of the expansion of Figure 3.3a need to be retained while

all eight terms of the expansion of Figure 3.3b are always required. This is of

considerable importance when N is large and the function is Unear or nearly

linear. This utUity wUl be demonstrated in Sections 2.2 and 2.3 for the applica

tion to echo canceUation of data streams.

Representations of these two methods in a form more appropriate for

hardware reaUzation are shown in Figure 3.4. In Figure 3.4a, note that the pro

ducts of bits are easUy generated using "and" gates. WhUe the representation of

Figure 3.4b for the table look-up method does not make any sense (simply stor

ing the values in a RAM or ROM is more reasonable), this form is conceptuaUy

valuable when the adaptive filtering appUcation is considered in the next Sec

tion.

3.1.1. Expansion of Incompletely Specified Functions

When the function / (a0. * ' * >*n-\) Is not specified for some particular N-

bit sequences, a corresponding reduction in the number of terms in the expan

sion of (3.1) can be obtained. Anapplication of this fact is given in Section 3.2.1.

Suppose that the function is specified for M < 2* values of its arguments.

Then no more than Ii terms in the expansion are required. To see this, the pro

cedure to determine the expansion coefficients can be modified as foUows. When

the procedure reaches one of the N-bit sequences for which the value of the

function is not specified, the value of the expansion is a "don't care" for this par

ticular argument. Therefore the expansion coefficient being determined can be

set to any arbitrary value. In particular, a value of zero effectively eliminates

one of the terms of the expansion Setting to zero the coefficients of aU the
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/(*o.*i.Zz) = c0 + e,(0)*0 + ci(l)«! + C!(2)z2
+ Ce(2)z02l + Cg(l)z0Z2 + C2(0)21Z2 + C2ZqZ1Z2

where there are 2s = 8 terms total. Interestingly, this expansion can be written

in the form

/ (*o.*i.*2) = c0 + ^(Ojzo + *i(ci(l) + c2(2)z0)

+ Z2(ct(2) + c2(l)z0) + «l(C2(0) + csz0)) ,

a form which easUy generaUzes to the general case of N bits. This latter form

results in a tree of switches and adders as shown in Figure 3.3a. The leaves of

the tree are the values of the constants in the expansion, and the switches

closest to the leaves are closed when zq = 1 and are open when z0 = 0, and simi

larly for the switches in the other two levels of the tree. Note that in general a

number of constants in the expansion contribute to the value of the function,

from a minimum of one for the all-zeros case to a maximum of eight for the all-

ones case. A number of summations have to be evaluated to determine the

function, from a minimum of zero in the all-zeros case to a maximum of seven in

the all-ones case.

An alternate representation for the function, also requiring eight constants,

is shown in Figure 3.3b. This tree also has three levels (or in general N levels for

N bits) but in this case every branch has a switch. The convention is that the

switches are shown for the z=0 condition, and reverse for the z =1 condition. In

Figure 3.3b, when the function is evaluated one and only one path through the

tree has aU the switches closed. Thus, only one of the constants contribute to

the function evaluation, and no summations are actually required. This method

is of course simply a table look-up, In which the eight functional values are

stored.

One might ask what value the expansion of Figure 3.3a has when it requires

the storage of eight constants, the same as for the method of Figure 3.3b, but

unlike Figure 3.3b also requires summations. The answer is that in many practi-
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t ft] - 2" • (3.3)
Since there are thus ZN free c parameters in the sum of (3.1), it is not surpris

ing that a function with 2* values can be represented. When the N bits in (3.1)

are taken as N bits out of a continuous bit stream, then the expansion of (3.1)

becomes simUar to a Volterra series expansion of a general nonUnear time-

invariant system [54], with the important exception that only a finite number of

terms is required for an exact representation.

The proof that the expansion of (3.1) is general Is simple by induction. Note

first that

c0 =/(000 ••• 0), (3.3)
the function evaluated for aU zeros, since all the higher order terms are zero.

Then evaluating the function for a single 1 in the argument at position k, aU the

second and higher order terms are zero and

d(Jk) = /(00 ••• 010 ...0)-c0. (3.4)
where the single 1 is in position k. Similarly, when the function is evaluated for

two ones in positions kv and k2, all the third and higher order terms are zero

and

c2(*i,*2) =/(0 • •• 010 • •• 010 • • • 0) -Cifci) -ct(k2) -c0 • (3.5)
Proceeding by induction, all the constants in the expansion can be evaluated.

Not only does this prove the result, but it also elaborates a procedure by which

the constants of the expansion can actuaUy be evaluated for a given function of

N bits.

Understanding of this expansion can perhaps be enhanced by a simple

example. For a function of three bits / (zQtz v,z2) the expansion becomes
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simulation results for the types of nonlinearities typicaUy encountered in MOS

D/A converters. These results indicate that, depending on the number of bits in

the D/A converter, a 20 dB or greater increase In echo attenuation can be

obtained by incorporating compensation for the D/A nonlinearity with a modest

increase in canceUer complexity.

ai. ABDJARr SERIES EXPANSION OF A NONLINEAR FUNCTION

Let / (z0, ' ' ' .sjv-i) be an arbitrary (nonlinear) function of N bits, where zt

assumes one of the values 0 or 1. Over aU combinations of N bits this function

assumes a total of 2^ possible values (which are not necessarUy distinct). We

now show that this function can be represented as a series with a finite number

of terms,

/(*o. '•• .«jv-i) = co+ Lci(k)zk
k=o

+ S os(kltk^zkzk

+ • • •

+ £ /r(*l.*2. **' ^r)zk,zkz ' ' zk (3 j\

+ • • •

+ LtcN-\(k)zoz\ ' * 2*-i*rjb+i ' ' • zjf-i
fc=o

+ GjfZQZi • • • ZN-i .

Ihe general r-th order sum is over aU combinations of r of the N indexes.

Thus, for example in the second order term zxz2 only appears once, and not as a

separate z2zx term. To reduce the number of arguments, the subscripts of the

missing bits have been used as arguments of the last ^-coefficients cr(). The

total number of terms can be obtained by observing that the number of combi

nations of N bits taken L at a time is |v|. Thus, the total number of terms in the
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modems. Specifically, the configuration of Fig. 3.1b is particularly attractive,

since D/A converters of the required speed and resolution have already been

demonstrated in MOS technology [56]. However the linearity requirements can

only be achieved using self-correction or trimming, which are costly solutions.

An alternative solution to the problem in which the transversal filter summation

is done by analog circuitry and thus the adaptation can compensate for the D/A

nonlinearity is shown in Fig. 3.2 and will be discussed in the next Chapter. How

ever it cannot correct other sources of distortion like pulse asymmetry or

saturation in transformers. Furthermore, digital circuits benefit more from the

shrinking design rules and are easier to design than their analog counterparts,

and thus a technique amenable to digital implementation Uke the one presented

here is likely to be preferred in the future.

The technique described here is also interesting in other respects. It leads

to a systematic design procedure for using a binary transversal filter (where the

delays are implemented by shift registers) even in the context of a multUevel

transmitted signal and Une codes with memory. The design procedure can also

take advantage of redundancies in the transmitted Une code in the form of

simplification of the echo canceUer hardware. The technique is also appUcable

to the implementation of the decision feedback equalizer feedback filter, which

has a structure very simUar to that of the echo canceller, although the require

ments on this filter are relatively relaxed and compensation for nonlinearities

may not be required.

In Section 3.1 a method of expanding an arbitrary nonlinear function of a

number of bits in a series with a finite number of terms is presented. This

expansion serves as the basis for the nonUnear echo canceUer design pro

cedures described later. Then in Section 3.2 the appUcation of this expansion to

multUevel transmitted signals, redundancies in the line code, and nonUnearities

in the echo channel and the canceller itself are considered. Section 3.3 gives
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dB or more of echo cancellation, a Unear echo canceUer would require that

the uncompensated transmitted pulse asymmetry be kept below some -60

dB, which can be achieved only with careful circuit design and at the cost of

increased complexity.

2. Saturation in transformers. This wiU lead to a slight nonUnearity which can

be controlled by choice of a bulkier transformer.

3. Nonlinearity of data converters. The echo canceUer is typicaUy imple

mented as a digital processor, since its input consists of an inherently digi

tal bit stream. This suggests that the actual canceUation be done digitally,

requiring A/D conversion of the received signal (containing the echo), or

the canceUation can be done in the analog domain, requiring D/A conver

sion of the canceUer output. These data converters constitute the most

important source of nonUnearity, particularly where monoUthic converters

without trimming are to be employed.

Examining the alternatives in the use of data converters in greater detail,

Fig. 3.1 shows two possible configurations. In Fig. 3.1a, a purely digital echo can

ceUer using a front end A/D is considered. For a digital subscriber loop with a

bit rate of 80 kb/s and a minimum of 50 dB of echo cancellation, simulation

shows that the A/D needs a resolution of 12 or more bits with 1/2 LSB integral

linearity and a conversion time of 6 microseconds or less. In Fig. 3.1b the out

put of the echo canceUer is converted to analog and the cancellation is per

formed in the analog domain. The error signal which is the input to the digital

processor echo canceller is digitized by a lower resolution A/D converter. The

required resolution is at least 12 bits with 1/2 LSB integral linearity in the D/A

and as many as 8 bits in the A/D (which needs to be monotonic but not neces-

sarUy Unear). The problem of the Unearity of the data converters is a very

important one in the context of an MOS monoUthic implementation of these
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canceller of Section 2.1.2. Another disadvantage is the adaptation speed. Adap

tation of a given memory location in the table look-up echo canceUer is per

formed only when that location Is accessed, which occurs infrequently because

it is associated with one out of 2^ transmitted patterns. In the linear canceUer

all taps are adapted every bit period, and thus convergence occurs much faster.

The large increase in storage requirement and the decrease in convergence

speed of the table look-up echo canceUer are a direct consequence of the gen-

eraUty of the nonlinear function of N bits that it can generate. However, this

generality is not required in practice, because the kinds of distortion that are

likely to be encountered are greatly restricted in their nature, and furthermore,

they are generally very small. Thus we are paying a high price in complexity

and low speed to achieve more generaUty than we need. It would be very desir

able to find an algorithm able to correct small amounts of nonlinear distortion

without a large complexity penalty or adaptation speed penalty. In this Chapter

we present an algorithm that is intermediate between the Unear and the com

pletely general nonUnear table look-up algorithms mentioned above. It can

correct nonUnearity using extra taps in the transversal filter of Fig. 1.6, and the

number of extra taps Increases In direct relation to the degree of the nonUnear

ity that it is required to track. As a limiting case for very strong nonUnearity,

2^ taps are required, in which case it becomes equivalent to the table-lookup

algorithm [25].

As an example of the kinds of nonlinearity appearing In a practical system,

consider the subscriber loop modem shown in Fig. 1.4. The foUowing sources of

nonUnear distortion can be identified:

1. Transmitted pulse asymmetry. When nominally balanced positive and nega

tive pulses are transmitted, in practice there will be a slight imbalance

which cannot be compensated for by a linear echo canceUer. To achieve 50
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CHAPTER3

NONLINEAR ECHO CANCELLATION TECHNIQUES

The echo canceUation techniques described in Chapter 2 neglect the effect

of nonUnear distortion in the echo path or in the echo replica. However, in real

systems smaU amounts of nonUnear distortion may exist, which result in a

degradation of the echo canceUation.

Achieving a 50 to 60 dB canceUation in a monoUthic echo canceUer is chal

lenging In the face of the Inherent nonlinearities in monolithic A/D and D/A con

verters due to processing variations and component variations. Nevertheless,

these systems also have to deal with small amounts of nonUnear distortion in the

channel, l.e. a channel which is "almost" Unear. Thus some technique must be

found to correct the effect of noninear distortion and prevent it from degrading

the echo cancellation.

A possible solution to the problem is the so called "table look-up echo can

ceUer" [25]. This simply consists of a random access memory that stores the

values of the echo for each one of the possible sequences of the latest N

transmitted bits. Since there are 2^ such sequences, 2^ memory locations are

required. By assigning a possibly different value to each sequence, any function,

linear or nonlinear, of the N bits can be represented. Thus the table look-up

echo canceller can correct even large amounts of nonlinear distortion, which is

a significant advantage over the technique of Chapter 2. Another advantage of

this structure is that it requires no additions to compute the echo repUca. This

is Instead simply generated by reading the memory.

A disadvantage is the storage requirement. The table look-up canceUer

needs 2** memory words as said lefore. as compared to the N required by the
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jitter in the timing signal. A second order filter with a Q=100 has been used.

The output of this filter is a nearly sinusoidal waveform with a significant amount

of jitter.

2.2.10. frequency Multiplier

The phase lock loop (PLL) locks to the timing tone obtained in the previous

stage and. by using a very large loop time constant ( r=0.1sec ) reduces the

jitter. It simultaneously performs a frequency multipUcation by a factor of 40,

in order to obtain the processor clock at 3.2 MHz (in the second implementation

of the echo canceUer the processor clock frequency was /c=l-6 Mhz but the

same PLL was used in both receivers, adding a divide by 2 stage in the second).

Phase locking occurs after the echo canceller has converged, since an

echo-free signal is required to recover the timing. Synchronous operation starts

after an initial period during which first the echo canceller is allowed to con

verge and then the PLL locks. In the subscriber modem, the derived timing

clock is also used as the transmit data clock. This synchronous operation is not

required for the proper operation of this type of echo canceUer [24], but is a

requirement of the digital switch with which the modem must interface.

In the central office modem, the transmitter utilizes an external clock that

Is provided by the switch. The receiver must recover timing from the received

signal in much the same way as in the subscriber set. This is so because,

although the correct frequency is available from the clock that feeds the

transmitter, the correct phase is not, since the phase depends on the delay in

the Une.
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2.2.6. Detector

The output of the echo canceUer is the far-end transmitted data signal,

which has a three-level eye. Detection requires sUcing it at two thresholds and

conversion to a binary signal by the inverse of the differentiation introduced in

the transmitter. This is done with logic circuits in this implementation. If a

decision feedback equalizer were used as proposed later, it could also perform

the decoding without any further logic. After decoding, the binary signal is

descrambled with the circuit described in Section 2.2.1.

2.2.7. Reconstruction filter

This filter reconstructs a continuous-time waveform from the samples at

the output of the echo canceller to be used in the subsequent timing recovery

circuit. Since a nonlinear operation wiU foUow in the timing recovery circuit,

and this wUl create high frequency components not present in the original spec

trum, it is necessary to remove first the aliases generated by the sampling. The

design of the filter is somewhat simplified using a bandpass instead of a lowpass

characteristic. A fourth order maximally flat filter with a center frequency at

half the data rate and a bandwidth of 0.4 times the center frequency has been

used. It is shown in [27] that use of this filter minimizes the jitter in the timing

waveform.

2.2.6. Full-wave Rectifier

FuU-wave rectification creates a discrete line [27] in the spectrum at the

data rate, even when the data signal has a continuous spectrum bandlimited to

less than the data rate (typicaUy between 0.5/a and fs )•

2.2.9. Bandpass Filter

This filter recovers the spectral Une created by the fuU-wave rectification

and removes other spectral components whose presence would increase the
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Pi = -2.1409+ ; 1.1538

p2= -2.1409-j 1.1538

p3= -1.3130+ j 2.9702

p4= -1.3130-; 2.9702

SimUarly the transmitter filter pole locations are:

px = -2.1544 + j 2.4755

p2= -2.1544-; 2.4755

p3 = -2.5990

2.2.4. Equalizer

A single-parameter manuaUy adjusted equalizer was used in this system. As

in the standard automatic line buUd-out (ALB0) circuit used in T-carrier sys

tems, this equaUzer had a single adjustable zero. Performance proved satisfac

tory under most circumstances. The adjustment of the zero frequency could be

made automatic using standard techniques. Use of adaptive decision feedback

equaUzation (DFE) after the echo canceUation would further improve the eye

opening, particularly in the presence of bridged taps, but was not included.

Eight taps of DFE or fewer should be completely sufficient.

2.2.5. Echo Canceller

Two different versions of the echo canceUer have been constructed. They

are described in detail in Chapter 4. One of them used a 32 tap transversal

filter, the other used only 16 taps. Since the sample rate is twice the data rate,

the first filter covered impulse response lengths up to 200 jjs , and the second,

lengths up to 100 jjs. The reason for this is that at the moment in which the

first filter was designed, not enough information was available concerning worst

case impulse response length of telephone lines. Experimentation proved that

200 us is an extremely pessimistic estimation, and in the second design only 16

were used.
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data rate provides a good indication of the transmitted pulse symmetry. A more

quantitative result can be obtained driving the circuit with a sequence of alter

nating l's and O's. A periodic waveform with a fundamental frequency at half the

data rate results at the output. The even harmonic content of that signal meas

ures the nonlinear pulse asymmetry distortion.

A significant consideration in the design of the modem is timing recovery.

It is possible to derive timing in a half-duplex mode during initiaUzation. How

ever if timing is lost during normal operation, resynchronization requires to

interrupt the transmission and go back to a training mode until timing is reac

quired. Before this can happen, the lost of synchronization must be detected,

perhaps by detecting an unusually high error rate. This technique seems com

plex and unreUable. Thus, it was decided to take a more conservative design

approach in which the canceller is capable of deriving timing properly when the

data transmission in the two directions is asynchronous. This aUows for proper

recovery of timing during startup or after loss of timing, but also requires that

the sampling be done at twice the transmitted pulse rate. One of the functions

of the receive filter, in addition to removing the out-of-band noise, is thus to

remove all potentiaUy aUasing frequency components above the data rate. Alias

ing distortion would impair the operation of the timing recovery circuits,

although it has no adverse consequences on the echo canceUation and data

detection. The receive filter used here provides only 27 dB of attenuation at the

data rate. However, the signal has a spectral zero at that frequency, which

further decreases the high frequency components. Experimental evaluation has

shown that this filter Is completely satisfactory. A computer program (given in

Appendix A) has been written to solve equations (10) of reference [49]. From

use of that program and transient analysis check, the foUowing normalized (for

unity data rate) pole locations result for the receiver filter:
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The most important limitation is the integral linearity of the converter, which is

limited by the mismatches in the components used in its monolithic implemen

tation [55,56,5?]. In this section we analyze both theoretically and by computer

simulation the effect of D/A (or A/D) nonlinearity on the echo canceller

configurations of Figs. 4.1b, 4.1c, and 4.Id. In the process we will also be able to

characterize the effect of any nonlinearities in the echo response, such as are

introduced by transmitted pulse asymmetry. To do this we will make extensive

use of the theory of nonlinear echo cancellation that was developed in Chapter 3.

If nonlinear distortion is present in the echo path or in the echo replica

path, it is natural to assume that the current echo sample or alternatively the

current sample at the canceller output is given by some time-invariant but oth

erwise arbitrary nonlinear function of the current and last N-l transmitted

bits. Let 2^ denote the current nominal transmitted level, which for purposes of

this Section we will assume takes on the values +1 and -1 (other cases can be

handled similarly). It was shown in Chapter 3 that an arbitrary time-invariant

nonlinear function of the current and the last N-l bits / (rc„ «n-jm) can be

represented by an expansion of the form (3.1), which is analogous to aVolterra

series expansion in continuous amplitude signals. This expansion can be used to

represent both the echo response and the canceller output in the presence of

arbitrary time-invariant nonlinearities. It is also convenient to introduce an

augmented transmitted symbol vector, an augmented echo path vector and a

coefficient vector as in (3.32), (3.33) and (3.35). With this notationthe expansion

of (3.1) can be represented as the inner product

/ (*» Zn-N+l) = *n'C . (4.3)

When the data digits xk are mutually independent and assume the values +1

and -1 with equal probability, it is easy to show that the components of the vec

tor Xn are uncorreiated. This fact will be used when calculating the effect of

nonlinearities in the canceller.
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This nonlinear expansion can be used to determine the effect of nonlineari

ties in the echo response. For the general nonlinear case, if it is assumed that

the current echo sample is a (nonlinear) function of the current and last N-l

data bits, then it can be written in the form

•»=*fg (4.4)
For the case of a linear echo response, only the components <7i(0), . . . ,g\{N-l)

of vector g are nonzero (and equal to the samples of the echo path impulse

response).

The representation of the canceller output is different for each of the three

cases of Fig. 4.1c, 4. Id, and 4.1b so that they will now be considered separately.

4.3.1. Nonlinear Distortion in Fig. 4.1c

For the configuration of Fig. 4.1c, it is assumed that the D/A converter has

an inherent undesired nonlinearity d(). Since techniques are available to

implement D/A converters which are inherently monotonic and have no discon

tinuities, it is reasonable to assume that the function d() is monotonically

increasing and continuous. This implies that the inverse function d~l() exists.

The canceller can then be modeled as a linear combination of the N data bits

followed by the nonlinear function d(-),

*«=d(t?c(*)*n-*) (4.5)
n=0

where the tap-weights in the canceller summation are c (fc). Since (4.5) is a gen

eral nonlinear function it can be written in the form

*n=*fD(c) (4.6)
where c is the ^-dimensional tap-weight vector and D[c] is a 2^-dimensional

nonlinear transformation of c induced by the nonlinear function d(-). We thus

see that the effect of the D/A nonlinearity is to add the terms of order two and

higher in the expansion of the form of (3.1) into the echo replica. Those added
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terms are uncorrelated to the echo when the echo response is assumed to be

linear, and contribute together with the noise and far-end data to the residual

mean squared cancellation error.

The cancellation error is

rw=^(g-D[c]) +sn+7ln (4.7)
where sn is the far-end signal and n,> is the noise. Since all the terms in (4.7)

are uncorrelated, including the components of x^, the mean squared error

(MSE) is

P = (g - Dtc])r-(g - D[c]) + E[s*] + E[n£] (4.8)
where E stands for expected value. The condition for minimum MSE is to choose

c so as to minimize the first term in (4.8). Because c only has N components, in

general it is not possible to force this term to zero, even when the echo response

is linear, except of course when d() is linear. The minimization of the MSE was

discussed in Chapter 3, where it was shown that in the case of small nonlinearity

the familiar gradient technique applies.

The net effect of nonlinear distortion is to increase the residual error after

cancellation, since it causes the first term in (4.7) to be non-zero. Further

understanding of this effect can be obtained by grouping the terms in (4.7) in

the manner

*n « Lfe " Dfc]]fc+1^_* + [g - D[c]]0 + 1/„ + Sn +*n (4.9)
fc=0

where the notation []n denotes the n-th component of the vector. The first

term in this residual cancellation error is a linear distortion which will be

present due to the nonlinearity in the D/A. The minimum MSE is not necessarily

achieved when the first term vanishes, since the second and third terms of (4.9)

are also functions of c. The second term is a d.c. offset due to the nonlinearity,

while vn represents all the accumulated nonlinear distortion terms (defined as

terms containing a product of two or more data bits). It is perhaps surprising
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that all these terms are uncorrelated with one another.

The representations of (4.7) through (4.9) are useful for gaining insight into

the nature of the distortion introduced by the D/A nonlinearity. When it is

desired to compute the MSE of the cancellation residual, however, it is more

convenient to use the simpler relation

p=E[*-g - d^c^K-n)]2 +E[sg] +E[ng] . (4.10)
fc=0

The additional residual echo introduced by D/A nonlinearity is illustrated

by the computer simulations of the adaptive canceller shown in Fig. 4.4. A

second order nonlinearity bxz in the D/A transfer function was considered here.

The ratio of the mean squared error (averaged over 1000 samples) to the mean

squared echo is plotted for 6=0, 0.01, 0.005, and 0.001 . In order to achieve 60

dB of cancellation o must be less than 0.001, which requires 12 bit integral

linearity in the D/A.

4.3.2. Nonlinear Distortion in Fig. 4. Id

Let cfe(-) be the nonlinear transfer function of the D/A combined with the

nonlinear transfer function of the kth S/H in Fig. 4.2. By allowing for nonlinear

ity and offset in the S/H's, their design can be simplified and chip area can be

saved. Moreover, as we shall see later, the adaptation algorithm can easily com

pensate for these impairments in the structure of Fig. 4.2.

The echo replica in this instance is

•WB 2 *(e<*))*»-* (4.11)
fexO

If we define a new 2^-dimensional tap-weightvector

D[c] = (0,d0(c(0))ld1(c(l)) d*_l(c(tf-l)).0,...,0) (4.12)
which has only the N non-zero linear components, then the cancellation error

and MSE are again given by (4.7) and (4.8) with the new definition of D[c]. In this
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instance the condition for minimization of the MSE is much simpler; namely,

from (4.7)

c(A) = 4fltei(*)) (4-13)
which is valid whether or not the echo response is linear. As before the assump

tion of the existence of d£l() is reasonable. While nonlinearity in the echo

response does not affect the optimal tap-weight vector in (4.13), it will cause

excess MSE in the minimized MSE as seen from (4.6). When the echo response is

linear, the first term in (4.8) can be forced to zero, and there is no excess resi

dual echo. This represents a significant advantage of the technique of Fig. 4.Id

over 4.1c.

The MSE can be minimized adaptively using the gradient technique. The

gradient of p is

(vp>* =-8toi<*)-*(fl<*)>> nj^n- <4-14>
Because d^(-) is monotonic, — , v is never zero, and hence the only

TTijnimum of p is associated with the solution (4.13), so that the gradient tech

nique will be able to find the minimum. Furthermore, since for practical situa-

ddk(c(k)) v
tions —Z\i\ Is close to unity (because the nonlinear distortion is small), the

nonlinearity does not significantly slow convergence. As usual the gradient is

replaced by a noisy estimate, and the algorithm becomes

c<n+l>(ib) =c<*)(Jfc) +Zar***-* (4.15)
where a superscript (n) has been added to the tap-weights to indicate that they

are now functions of time.

A further modification of the algorithm is introduced by the fact that in Fig.

4.2 the error is computed using the values of the coefficients stored in the S/H,

which are not the latest versions since only one S/H is refreshed each pulse

period (although the latest versions of ail the coefficients are always available in
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the memory of the digital processor, refreshing only one S/H at a time consider

ably relaxes the speed requirements of the D/A). Thus in the definition of D[c]

in (3.2.2.2). c{n)(Jb) must be replaced by c^n'm^(k) where m(k) is a cyclic per

mutation of the sequence (0,1 N-l). Which one of the N possible cyclic permu

tations it is depends on the initialization of the selector circuit, but no attempt

is made to control that parameter. Since a is very small, the coefficients

change very slowly and this modification does not appreciably alter the conver

gence.

The preceding analysis has been verified by computer simulation. Fig. 4.5

shows the convergence transient of the echo canceller when no external signal is

present and an infinite resolution A/D converter is used. DAC's with 10 to 13 bits

resolution and with infinite resolution were considered. It is interesting to

observe that the speed of convergence is still experimentally determined to be

"*aTT" (4'16)
as predicted in [24], in spite of the modifications introduced in the algorithm.

Although one particular case of nonlinearity is shown, we experimented with

different nonlinearities and even with independent nonlinear functions for each

tap (in anticipation of possibly different S/H nonlinearities), with results very

similar to those of Fig. 4.5. We conclude that this technique is extremely insen

sitive to small nonlinear distortion in the D/A converter. It cannot, however,

compensate for nonlinearities in the echo response, as can the technique

described in Chapter 3.

4.3.3. Nonlinear Distortion in Fig.4.lb

The effect of nonlinear distortion in the all-digital organization of Fig. 4.1b is

somewhat more involved than the previous two cases. That is why it was

relegated to the end of this discussion Since in Fig. 4.1b the nonlinear distor

tion introduced by the A/D affects the input signal before echo cancellation,
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intermodulation components between the far-end signal and the echo will be

created. To see this in detail, let now \xk\ be the sequence of transmitted bits

and \yk j the sequence of bits transmitted from the far-end of the line. Further

more, let us assume that the received signal is a nonlinear function of only the

last N near-end and M far-end transmitted bits. We can now define an [N+M)-

dimensional transmitted symbol vector z^, such that

Zn = (arn,a:n-l *»-tf+l.1/n.'!/n-l Vn-Il+l) (417)
and a 2^+i^-dimensional augmented transmitted symbol vector Zn, definedas in

(3.32), but with (N+M) replacing N. An "augmented channel vector" g can also

be defined such that for the most general nonlinear case, the input signal to the

receiver is Zjf-g. If both the transmission and the echo path are linear, g will

have only (N+M) (out of 2^+lf) ) nonzero components, which are the com

ponents gi(Q) g^N+M). The first N of them are the samples of the echo path

impulse response, and the last M are the samples of the transmission path

impulse response.

If a nonlinear A/D with transfer function d{-) is used in Fig. 4.1b, the input

to the receiver is:

"n = rf(^g) = z£D[g] (4.18)
where D[g] is a 2^*^-dimensional nonlinear transformation of g. In general, all

components of Dfg] may be different from zero, even when the echo response is

linear. The terms of (4.18) which are linear functions of the near-end transmit

ted bits represent a linear echo. The terms which are linear functions of the

far-end transmitted bits represent a linear received signal. The nonlinear terms

in (4.18) include an offset term and, in addition,

a) Nonlinear echo components consisting of nonlinear interactions among the

local transmitted data bits,
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b) Nonlinear far-end signal components consisting of nonlinear interactions

among the far-end transmitted data bits, and

c) Intermoduiation terms consisting of nonlinear interactions among local and

far-end transmitted signal bits.

All these nonlinear terms represent an uncancellable noise for a linear echo can

celler.

A nonlinear echo canceller as described in Chapter 3 could remove com

ponent (a). In order to remove (b) and (c), a generalized transversal filter struc

ture which is a nonlinear version of Mueller's combined echo cancellation and

decision feedback equalization [22] could be used. This transversal filter would

generate the most general nonlinear function of the last N transmitted and the

last M received bits. However such a structure would be impractical because of

the requirement for synchronous operation between the near-end and the far-

end systems, as discussed in Section 2.1.6.

4.4. EXPERIMENTAL REALIZATIONS

In this Section a detailed description of the four echo canceller

configurations introduced in Section 4.1 will be given, including breadboard real

izations of alternatives A and B, and an integrated circuit realization of alterna

tive D. Each configuration will be evaluated in terms of the feasibility of its LSI

implementation

4.41. Analog Echo Canceller

Fig. 4.6 shows a detailed circuit schematic of an analog echo canceller. This

echo canceller has been experimentally evaluated in a breadboard realization,

which in addition to the echo cancellation function implemented simultaneous

decision feedback equalization as well.



C
an

ce
ll

er

T
a

p
O

D
F

E

T
a

p
O

_T
L

J
T

T
M

2
.5

M
*

C
a

n
ce

ll
er

T
a

p
I

D
F

E

T
a

p
I

3
-J

T
o

D
F

E
Sh

if
t

R
eg

.

(
y_

co
nt

ro
ls

tw
itc

hi
ng

of
Ta

p
0

n
o

f
D

F
E

)

F
ig

.
4.

6a
.

C
ir

cu
it

sc
h

em
a

ti
c

o
f

an
al

og
ec

h
o

ca
n

d
le

r
in

cl
ud

in
g

de
ci

si
on

fe
ed

b
a

c
k

eq
u

a
li

za
ti

o
n

.

<
•>



132

Fig. 4.6b. Detail of anechocanceller tap.
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Fig. 4.6c. Detail of a DFE tap.
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The coefficients of the echo canceller and the DFE are stored in integrators

4fc. while the transmitted data is present in a shift register (not explicitly shown

in Fig. 4.6). Weighting of the coefficients by either 1 or -1 ( depending on the

value of the data bit stored in the shift register stage associated with the

coefficient under consideration) is done by summing capacitors CB,n • The con

tributions of the summing capacitors associated with all the taps are added in

the summing amplifier As. The cancellation error is sampled by capacitors CA%n

and used to correct the coefficients according to the LMS algorithm, as

described in detail below. The circuit operation takes place in three clock

phases $1§ $2, and $a, shown at the bottom of Fig. 4.6.

To compute the convolution sum and perform the echo cancellation, capaci

tors Cb# are switched as follows: During clock phase $! they are initialized to

ground if the data bit stored in the previous shift register stage, xk-lt is 0, or to

the value of the coefficient present at the output of the integrator if the bit is 1.

The reason to use the previous shift register stage in the initialization is that the

shift register is shifted by the rising edge of $2, so that the bit under considera

tion will not be in the present shift register stage until $8. The switch position

during $2 is controlled by z^. If xn=0 the switch is returned to ground and the

positive value of the coefficient appears at the output of the summing amplifier.

H 2^ =1, the switch is thrown to the output of the summing amplifier and the

negative value of the coefficient appears at the output of the summing amplifier.

The operation of all the other echo canceller taps is similar. Also similar is the

operation of the decision feedback equalizer with coefficients d(n) and shift

register bits yn. Also present at the input of the summing amplifier is capacitor

Cs. which samples the input signal. Cs is initialized to the input voltage during

$t and switched to ground during $g, so that it contributes +s„ to the summing

amplifier output. Thus, at the end of clock phase $g, when the summing

amplifier has settled, the quantity:
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Sn-Lc(k)xn-k''Ld(k)7n-k (4.19)

will be present at its output. Comparator Ac monitors this output to determine

its sign, which corresponds to the value of the present data bit. The rising edge

of clock $3 loads this present received bit yn in a flip-flop which is the first stage

of the DFE shift register (although this stage is clocked differently from the oth

ers, because as we said before, the other stages are clocked by $2 and not by

$3). Bit jrn is used to either add or subtract coefficient d (0) of the DFE to the

signal present at the output of the summing amplifier. If

c(&) = $r(fc), *=0 AT-1 and d(k) = h(k)t fc=0 M-l, and if no noise is

present in the input signal, the output of the summing amplifier should go to

zero at the end of the clock phase $3. This should occur after convergence of

the echo canceller and DFE. Prior to convergence, or during convergence, the

output of the summing amplifier during $3 represents the cancellaMon and

equalization error. This error is used by the adaptation algorithm to correct

the coefficients.

Correction of the coefficients is performed as follows:

During $3. +en is sampled by capacitor CA.n (Fig. 4.6) if z„=l. or -sn if 3^=0.

The top plate of the capacitor is grounded during this phase. During the next

phase ($J the top plate of CA>n is connected to the input of the integrator. The

bottom plate is not switched in this instance. However, since the summing

amplifier is reset during $lf the bottom plate of CAai is effectively grounded and

CAn
the correction term -~—£n s^fan) is added to the previous value of the

coefficient stored in the integrator.

It is interesting to analyze in detail which are the critical elements in this

circuit. The following points should be discussed:
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a) Capacitor matching.

b) Offset, low gain and nonlinearity of the summing amplifier.

c) Offset of the integrators, clock feedthrough of the switches, and leakage

currents of the integrators (and associated switches).

These points will be considered in detail now.

4.4.1.1. Capacitor Matching

The ratio of capacitors Cj?.n to Cj determines the gain factor by which the

convolution sum will be affected, and contributes to the overall adaptation gain

a. The nominal value of this gain was 1 in our design, so that capacitors Cg,n

Cjk fi
were nominally equal to Cj. Small mismatches in the ratio -77—are of no conse-

quence to the circuit performance because the adaptation algorithm will force

coefficient c (n) to a value slightly larger than the nominal to compensate for a

C Co
ratio *'w <1, or to a value slightly smaller to compensate for a ratio 'w >1.

The only situation in which a mismatch in ** can be harmful is if it becomes
w

much smaller than 1, forcing C(n) to a large value that may saturate the

amplifier. Of course this will not happen for small mismatches. Amismatch in

~-§r- also affects the gain of the adaptation algorithm. This effect can be
W

C4 n
lumped together with the effect of mismatches in ' .

The gain of the adaptation algorithm is given by:

^-JLSa-f&a. (4.20)
^ 2 ClM Ct v

The LMS algorithm (Eq. 2.21) is implemented only if a* = const = a. If as a

result of capacitor mismatches a different value of a is obtained for each tap,

the algorithm becomes:
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cin+1) = c^) + 2a£nxnHb (4.21)
Large a* mismatches may affect the convergence speed and even render the

algorithm nonconvergent. However this happens only for capacitor mismatches

which are orders of magnitude larger than those typically encountered in

monolithic or discrete realizations of the circuit. We found experimentally that

even mismatches of 20 % have negligible effect in the adaptation.

As a conclusion, capacitor mismatch is not a significant impairment for the

performance of an analog echo canceller.

4.4.1.2. Offset. Low Gain and Nonlinearity of the Summing Amplifier

Let

y = A{x) (4.22)

be the transfer function of the summing amplifier. By letting A(x) be a non

linear function, all the effects mentioned in the title of this Section can be

accounted for. This analysis is done in Section 4.4.4, in the context of another

echo canceller implementation, but is equally applicable here. The conclusion is

that distortion, low gain and offset in the summing amplifier have negligible

effect on the performance of the echo canceller.

4.4.1.3. Offset of the Integrators. Clock Feedthrough and Leakage Currents

These, particularly clock feedthrough, are the major limitations of the ana

log approach to echo cancellation. To understand the effect of the offset and

clock feedthrough, consider the integrator of Fig. 4.7, which is a simplified

model for a tap of the echo canceller of Fig. 4.6. Analysis is simplified by

grounding the bottom plate of capacitor CAjl, which amounts to setting the

error line of Fig. 4.6 to zero. In practice this voltage is not zero, but it does not

interact with the offset and clock feedthrough under consideration, and so it can

be neglected here. From Fig. 4.7, clock feedthrough results in the injection of a

oharge
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Oi
1

Fig. 4.7. Model of an integrator to analyze clock feedthrough.
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qf = VBl90k Cs (4.23)
during each clock cycle, where Vc\ai± is the clock voltage swing and Cf is the

feedthrough capacitance of the switches.

Offset results in the injection of a charge

9« = V„ CA,n (4.24)
where V„ is the offset voltage of the integrator.

Similarly, leakage currents result in a charge

gi = h T (4.25)

being integrated, where T is the baud period.

The total parasitic charge injected per clock cycle is

g = Vcloek Cf + 7M CAjn +ItT (4.26)
and the error voltage added per cycle to the coefficients is:

P=^- (4.27)
One is interested in implementing low values of a, which for this implementation

is given by

a can be decreased increasing C/,n or decreasing CA%n. However, area and set

tling time considerations limit the maximum size of Q.n to values on the order

of 10 pF in an integrated realization of this structure, particularly considering

that many integrators must be implemented. Thus, the other possible

approach, decreasing CAjl must be studied.

The offset term decreases with decreasing size of CAjl. However, the clock

feedthrough depends on the ratio of the feedthrough capacitance to the integra

tor capacitor, rather than the ratio of the sampling to the integrator capacitor,

and so it does not decrease with decreasing a. The same can be said of the leak

age current term, but this is much smaller than feedthrough, and can usually be
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neglected.

Let us consider now what the effect of this parasitic charge is. To this end,

let us introduce a vector

P=(Pi.Pa. • ' • .Pn)T (4.29)
whose components are the parasitic voltages of (4.26), and the possibility of

different values of them for different integrators has been accounted for.

The adaptation algorithm becomes

c(n+i) = c(n) + 2axJfrn + p (4.30)

A derivation similar to that leading to equation (2.23) can be carried out. The

resulting difference equation for the error is

£n = (1 - 4a + 4a*A0 Bn-i + 4azNU + P (4.31)
where P - \p\2. From here, the steady state MSE becomes:

__ «M/ +£ (4 32)

which can be compared to (2.26). The effect of the feedthrough is to introduce a

term -^-in the MSE. which increases for decreasing a. This term can be physi-
4a

cally interpreted as follows: without the feedback introduced by the adaptation

algorithm, the feedthrough would be integrated until the integrators saturate.

The adaptation feedback prevents the integrators from saturating by forcing the

error to a value different from zero, in order to counter the effect of the

feedthrough. However, the smaller a (physically, the smaller capacitor CA:n),

the larger this error has to be to balance the effect of the feedthrough, which is

independent of a. Thus, feedthrough becomes more and more troublesome for
p

smaller values of a. The term 7—is relatively large for all practical values of a
4a

end clock feedthrough. Although techniques like feedthrough cancellation using

a cancelling switch could be applied, they do not seem to be reliable enough, or

to provide sufficient cancellation, and so integration of completely analog echo
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cancellers is not feasible. However, in Section (4.4.4) we will see that analog cir

cuits also have important advantages in some respects, and so a hfbrid imple

mentation looks very attractive.

4.4.2. Digital Echo Canceller

This was also experimentally tested in a breadboard implementation.

Because of the high speed and accuracy requirements of the inpat A/D, this

configuration is not considered appropriate for integration. However, a bread

board implementing it was built with the purpose of doing systen-level field

measurements. The reason to choose this architecture was that, being com

pletely digital, it offers more reliability and a less risky design. Siice the pur

pose of this breadboard was not to evaluate the circuit, but rather the system,

the choice was considered appropriate. Arather detailed description of the digi

tal processor will be given here, because it is considered that it can serve as a

basis for new designs, and also because it illustrates the hardware complexity

involved.

The echo canceller was implemented as two identical 16 tap transversal

filters operating in time-interleaved fashion (Section 2.1.2.1). Each transversal

filter was a digital processor built using six 2901 bit slice microprocessors. The

internal arithmetic precision was 24 bits. Pipelined microcontrol was used, anti

cipating the need to perform tests at higher data rates, which wouldrequire fas

ter processor operation.

Fig. 4.8 shows a block diagram of the processor. This block diagram does

not have a direct correspondence with the actual partition in chips, iut is rather

designed to explain the way the processor operates. A detailed chip-level

schematic is given in Appendix D. The state diagram, timing dagram and

microprogram tables are also shown in Appendix D.
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The memory (internal to the 2901), supports read-rfiodify^write cycles. It

consists of 18 words of 24 bits each, representing the echo canceller

coefficients. The adder i6 also internal to the 2901 and is used to perform both

the convolution sums and the coefficient adaptation. For maximum speed,

external 2902 carry lookahead units were used. The microprogram ROMuses 14

control words of 16 bits each (this gives an idea of the simplicity of the algo

rithm) to generate control functions for the 2901 and other blocks. The data

shift register (16 bits long) holds the binary signal used in the convolution and

acts as the transversal filter delay line. It is cyclically rotated 32 bit positions

during each data bit period (12.5 fis), the first 16 times to compute the convolu

tion sum, and the next 16 to perform the adaptation. An additional shift is per

formed to read an input bit through multiplexer Mx, discarding at the same time

the oldest bit stored in the shift register. The add/subtract lines of the 2901 are

controlled by the last bit of the shift register, through some additional logic

which also depends on the control signals issued by the control ROM.

The microprogram can loop through certain states a number of times

denned by the control signals BRQ and BRl. The following code was used

BRQ =0 BR\ =0 do not loop

BR0 -0 BR1 =1 loop 8 times

BRQ =1 BR I =0 loop 16 times

BRQ =1 BR1=1 do not loop

These two control signals, applied to the select control of multiplexer M2 deter

mine what input to the multiplexer is selected to generate the 1XDOP1 signal.

LOOP1. applied to the enable input of the microprogram counter, (/iCNTR).

determines whether a new microinstruction is fetched (LOOP1=0) or the same

one is executed again (LOOPl^l). The data inputs to multiplexer Af2 come from

outputs 5 and 14 of decoder Di. when the address counter (CNTR) reaches a

prespecified count, the loop is exited.
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The juCNTR is reset to zero by the RESET signal and to 2 by the SYNC signal,

which is used for internal or external synchronization. As said before, the echo

canceller uses two identical time interleaved processors. To ensure the correct

phase relationship between them, one of the processors works as a slave of the

other (the master). The master generates a signal SYNCl which is used to reset

the /xCNTR of the slave and thus synchronize its operation The master, in turn,

is synchronized by a signal coming from the timing recovery circuit.

The output of the echo canceller is loaded into the D/A register. The pro

cessor receives inputs from the A/D and from the D/A register. This latter is

used to read back the output signal ( which is the residual signal rn of equation

(2.15)), shifted by a number of bits that can be programmed in the block "pro

grammer", depending on the desired value of a in the adaptation algorithm.

Programming is done simply by substituting pre-wired plug-in headers.

The state diagram (Appendix D) shows the operation of the processor. A

reset cycle is entered each time the RESET signal is asserted, forcing the fiCNTR

to zero. The reset cycle clears all the memory locations and register Q. Normal

operation starts with state 2. This cycle includes computation of the echo

replica, adaptation of the coefficients, and generation of the synchronization sig

nals and the control of the A/D, S/H and D/A.

The timing diagram shows clearly the relationship between the operation of

the two processors and between the processors and the sampling of the external

signal by the S/H, and the analog to digital and digital to analog conversions.

The microprogram table is compiled from the state diagram, taking into

account that there is a delay of one clock cycle between the instruction fetching

and its execution, due to the pipelined microcode, which must be considered

when branchings are performed.
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4.4.3. Digital Echo Canceller with Analog Cancellation

A monolithic implementation of an echo canceller using this approach looks

promising in the context of the nonlinear echo cancellation technique presented

in Chapter 3, or perhaps using self-calibration techniques to correct the non

linear distortion of the D/A converter. However none of these techniques has

been experimentally evaluated as of this writing, although experiments are

underway.

4.4.4. Analog-Digital Echo Canceller

From the analysis of Section 4.3, it is clear that the configuration of Fig.

4. Id is the most attractive of those presented for MOS realization. This

approach has been experimentally evaluated by fabricating an MOS chip that

implements the functions shown within dotted lines in Fig. 4.2. Two 8-tap pro

grammable transversal filters operate in time-interleaved fashion, sampling at

twice the data rate.

A circuit schematic is shown in Fig. 4.9. The data bits are shifted through

the dynamic shift register formed by E&1) and E}?\ where the subscript n

identifies the tap number and the superscript (1,2) indicates which one of the 2

time-interleaved section is being considered. Capacitors CJ*i are the sample

and hold capacitors, with the associated sampling switch M^l and source fol

lower buffer M[% M^% Summing capacitors C#i are initialized to ground when

the corresponding data bit is 0, and to the S/H coefficient when the bit is 1. At

the same time the input signal is sampled by capacitor C,. During the next

clock phase the position of the switches associated with the summing capacitors

and with capacitor Q are reversed, and the quantity

n = sk- 2J a (n)xk^ (4.33)

is computed in the charge domain and appears at the output of the summing
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bias,

M4,n

<j>-5v

M'."T jcs;„i+5v
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to(Sample Control)n
(b)

Kg. 4.9b. Circuit schematic of tap n of echo canceller. Superscript (i)
Identifies each one of the two interleaved sections of the transversal filter.
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amplifier.

While Section 4.3.2 concentrated on the effect of the D/A nonlinearity, in

the context of Fig. 4.2 the following additional factors are worth considering:

1) Linearityrequirements on the sample/hold (S/H) circuits.

2) Linearity and gain requirements on the summing amplifier.

3) Linearity requirements on the sampling capacitors.

With respect to 1), the S/H's are implemented as capacitors buffered by

source followers. No attempt was made to linearize them or compensate their

offset, since their effect is the same as D/A nonlinearity and is therefore taken

care of by the adaptation algorithm, as shown in the Section 4.3.2. By keeping

the S/H simple much die area can be saved, since a total of 16 are implemented

on chip.

To consider points 2) and 3), refer to Pig. 4.10, and assume that voltages

Vi(8)-Vi(l)

and (*-34)
V2(2)-72(l)

are to be added using a switched capacitor summing amplifier as shown. The

arguments 1 and 2 refer to the sampling and charge redistribution phases. This

serves as a model of a single-tap transversal filter, with Vi(l) equal to the input

signal with echo, 7j(2)~0 and either

VjjW = top coefficient

Vz(2) = 0

or (4-35)
V2(l) = 0

Vz(2) = tap coefficient

depending on whether a weight of +1 or -1 is given to the tap coefficient (as

determined by the corresponding data bit). The conclusions extracted from this

simple model can be easily extended to a multitap transversal filter. Let also
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Vb(*)=A(y_(*)) <*=1.2) (4.36)
be the (nonlinear) transfer function of the summing amplifier. It is not assumed

here that the gain of the amplifier is high Finally, let

gr=M*0 (r=0,1.2) (4.37)
define the (possibly nonlinear) capacitors of Fig. 4.10. Using charge conserva

tion,

h0[J4(7-(2))-VL(2)]-A0(0)

= [hl{Vl(iyv.{l))-hl(Vl(2yv.(m + (4.38)

In the case of linear capacitances

KrW^CrV (4.39)

and Eq. (4.36) becomes:

CQ[A( K-<2))~V.(2)] + {Cx+C2) AVI = Cx bVx+C2LV2 (4.40)

where

*Vk = Vk(l) - Vk(2)

Solving (4.40) for K-(2), using the fact that V_(l) is a constant (the offset of the

amplifier) and also using (4.36), the output 70(2) can be found as a function of

the linear combination

CiAKi + CeAVg (4.41)

This shows that in the case of linear capacitors, the nonlinear distortion of the

summing amplifier affects the total sum, which for the echo canceller of Fig. 4.2

is the residual signal, after echo cancellation Thus no uncancellable echo dis

tortion components, or intermodulation components between the received sig

nal and the echo, are created. Observe that this is true even in the case when

the amplifier gain is relatively low, since no high gain assumption has been

made.

Now consider the effect of a voltage coefficient in the capacitors. Assume

that
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7i*(V) = C* 7(1+7 V) (4-42)
Then, substituting in (4.36) and collecting terms, it can be seen that the linear

combination of (4.41) is corrupted by the distortion term:

7CiK Wl)-VUl))»-(»ri(8)-VP-(«)»] + (4 43)
7C2{{V2(l)-V_(l))*-(V2(2)-V-(2m

Since only an upper bound for the voltage coefficient y is required, let us

assume that all the voltages in (4.43) are bounded by some voltage Vm^. Then,

in order to ensure a distortion lower than -80 dB, all we require is:

7Vmax « 10"3 (4.44)

In MOS technology, lowvoltage coefficient capacitors can be easily obtained.

One option is to use poly to poly capacitors, if a process with double layer of

polysilicon is available. Another option (the one we used) are poly to n+ capaci

tors. A high dose implant forms the bottom plate of the capacitors, providing

adequately low voltage coefficients. Reference [57] gives a voltage coefficient as

low as 20ppmfor a bottom plate doping of 1020 cmr*. This ensures that (4.44) is

satisfied.

To complete the description of this analog-digital echo canceller, the pro

cessor performing the adaptation must be considered. The processor was

implemented again using 2901 bit slice microprocessors (as in the fully digital

implementation). Acircuit schematic is given in Appendix D. In this case, for

simplicity, the processor was designed in such a way that no loops exist in the

microprogram, which as a result has a strictly linear operation. Then the timing

diagram coincides with the state diagram. The design of this processor follows

identical criteria as that of Section 4.4.2, so that no further details will be given

here.

Figure 4.11 shows a photograph of the chip, fabricated in NMOS silicon gate

process with 7fim design rules. Chip size is 3 mm on each side (between

centers of scribe lines). The area of the active parts is 1.5 mm2, and can be
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afc*^-

Chip Photo

Fig. 4.11. Experimental echo canceller chip in NMOS 7fu,m silicon gate tech
nology.
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decreased using smaller S/H capacitors (instead of the conservative 20 pF used

here) and a more advanced process.

4.5. EXPERIMENTAL RESULTS

In this Section we report on measurements performed on an experimental

breadboard modem which used two different versions of the echo canceller,

namely a completely digital one (built using discrete components) as described

in Section 4.4.2 and an analog /digital version using the experimental custom

chip of Section 4.4.4.

Each echo canceller was used in one of the two receivers of a complete

two-way system. The two transmitters were completely similar, as were all the

other sections of the receiver (equalizer, timing recovery, etc.).

The modem has received extensive laboratory as well as field testing, with

line attenuations up to 44 dB. The field test was performed in Ora Loma, Califor

nia, is a small (300 line) local office where the crosstalk and impulse noise

impairments were minimal Subscriber loops were remotely looped back so that

both ends of the subscriber loop were available in the office.

The degree of cancellation achieved was measured by measuring the SNR at

the input and output of the canceller. Specifically, both SNR's were determined

by measuring the peak far-end signalvoltage (with the local transmitter turned

off) and the peak echo signal (with the far-end signal turned off). By this meas

urement technique, the achieved degree of cancellation was 63 dB. Error rate

measurements showed a BER (bit error rate) lower than 10"8 with line attenua

tions at 40 kHz up to 40 dB. BER increased to 10"4 when the line attenuation was

44 dB. This increase was attributed not to the echo canceller, but rather the

noise from the digital circuitry and the effect of equalization errors due to the

very simple equalizer that was used.
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Figure 4.12a shows the eye diagram at the output of the transmitter. Fig

4.12b shows the spectrum of the transmitted signal, measured at the output of

the transmitter (top trace) and on an adjacent pair (bottom trace). The settings

of the spectrum analyzer were changed after recording the top trace, so that

the crosstalk attenuation (not directly observable in the picture) was 70 dB.

Crosstalk from analog frequency division multiplexing channels caused the nar

row lines observable above 60 kHz.]. Figure 4.13a shows the eye diagram at the

input of the echo canceller with the local transmitter turned off, while Fig. 4.13b

shows the signal at the same point with the local transmitter on and set to the

nominal output level of 600 mV peak. Note the different scales in the two pic

tures. Prior to echo cancellation, the echo was about 38 dB higher than the far-

end signal. The eye diagram of the echo signal is closed because the equalizer

has been adjusted to openthe received signal eye, not the eye for the echo. Fig.

4.14 shows the eye diagram at the output of the echo canceller when operating

with a line attenuation of 40 dB. The quantization error as well as the sampled

nature of the signal can be clearly observed.

Impulse noise was the dominant source of errors we observed in both

laboratory and field testing. Impulse noise almost always caused a single bit

erroron the line, which expanded to three errors in passing throughthe scram

bler. Such errors are inconsequential for voice communication For data com

munication, error detection followed by re-transmission might well provide a

satisfactory solution. Alternatively, a simple form ofburst error-correcting code

would be highly effective in overcoming the impulse noise errors we observed.

Digital circuitry for such encoding could be included on the same chip as the
functions described above.

Measurements were made to determine the magnitude of near-end

crosstalk from other (unsynchronized) channels at 80 kb/s on adjacent pairs in

typical cables. Of course, such crosstalk could not be reduced by the echo



Transmitted pulse shape

200 mV/cm

2 /xs/cm

(b)

Transmitter spectrum
and crosstalk spectrum

20 dB/cm
20 kHz/cm

70 dB between spectra

Fig. 4.12. (a)Eye diagram at the output of the transmitter. Peak transmit
ted signal is 600 mV. (b)Spectrum of the transmitted signal at the output
of the transmitter (top trace) and on an adjacent pair (bottom trace).
Crosstalk loss for this worst observed case is 70 dB. Also seen is the
crosstalk from analog carriers above 80 kHz.

Ol



(a)

Local Transmitter off

20 mV/cm

2 /xs/cm

Local Transmitter on

I V/cm

2/xs/cm

Fig. 4.13. Eye diagram at the input of the echo canceller. (a)with local
transmitter off.Scale: 20 mV/ cm, 5 /is/cm. (b)With local transmitter
on.Scale: 1 V/cm, 5jis/cm.
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Fig. 4.14. Eye diagram at the output of the echo canceller with 40 dB of line
attenuation.
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canceller. Measured crosstalk was at -70 to -60 dB relative to the transmitted

signal level for a single interferer. At these levels, near-end crosstalk is not a

limitation

Figure 4.15 compares the eye diagrams of the breadboard and the custom

chip when operating with a line attenuation of 26 dB. The maximum measured

echo cancellation of the modem using the custom chip (measured as previously

described) was 40 dB, with the limiting factor being not nonlinear distortion but

digital noise picked up by the analog circuits. In fact, the nonlinearity of the

sample and hold circuits alone would have limited the cancellation to approxi

mately SO dB were the adaptation not able to compensate for this nonlinearity.

We are confident that this 40 dB of cancellation can be substantially improved

with additional effort in designing circuits with better common mode and power

supply rejection ratios. In addition monolithic integration of the entire modem

would reduce the problems of digital noise pickup experienced in both imple

mentations.



161

CHAPTER5

CONCLUSION

Several alternative echo cancellation techniques have been reported in pre

vious chapters. This Chapter will attempt to synthesize the experience gained

through the experimental evaluation of those systems and extract conclusions

for the monolithic implementation of fully integrated hybrid-method digital sub

scriber loops. Fig. 5.1 shows a block diagram of the chip. For the purpose of the

analysis that will be carried out in this Chapter, four blocks can be considered,

namely, the echo canceller, the cancellation block, the timing recovery block

and the input and output filters. Section 5.1 covers the digital processor imple

menting the echo canceller and the decision feedback equalizer. Section 5.2

describes the (analog) cancellation block in which the digital to analog conver

sion of the echo canceller output, the echo cancellation and the analog to digital

conversion of the residual signal are performed using a single multiplexed capa

citor array. Section 5.3 analizes the timing recovery block, and Section 5.4

considers the input and output filters.

5.1. DIGITAL PROCESSOR

The echo canceller uses two interleaved sections (MphasesM) to generate

echo replica samples at twice the data rate (160 kHz). Each section has 14

linear taps. In addition, 6 nonlinear taps (as described in Chapter 3) are used to

correct nonlinear distortion introduced by the DAC and pulse asymmetry of the

transmitter filter. Four taps of decision feedback equalization are implemented

by the digital processor as well. However the DFE works independently of the

echo canceller, and is not functional during the start-up cycle, when timing has

not been acquired yet. It only starts working when the timing recovery block



Transmitted Data

Received
Data

ECHO

CANCELLER

CANCELLATION

BLOCK

TIMING

RECOVERY

INPUT/OUTPUT

FILTERS
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and from
the line

'Clock

Fig. 5.1. Block diagram of proposed new implementation of transceiver chip.

to
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issues a signal signifying that the phase lock loop is in lock.

6.1.1. Digital Processor Operation The operation of the digital processor can

be divided into three cycles:

1) Reset cycle

2) Echo canceller convergence cycle

3) Decision feedback equalizer convergence and normal operation

5.1.1.1. Reset Cycle

During this cycle all memory locations and registers are cleared.

5.1.1.2. Echo Canceller Convergence Cycle

The echo canceller is allowed to converge and the DFE taps are kept clear.

Gearshifting is performed during convergence of the echo canceller, to use more

effectively the dynamic range of the A/D and speed up convergence. This cycle

ends when the phase detector in the timing recovery module issues the IN-LOCK

control signal, informing that lock conditions have been achieved.

5.1.1.3. DFEConvergence and Normal Operation

When lock has been acquired, the DFE is allowed to operate and converge,

and normal operation begins.

5.1.2. Processor Architecture

Fig. 5.2 shows a block diagram of the processor. A 1056 bit memory is used

to store the 20 taps coefficients of each of the two echo canceller phases and the

4 tap coefficients of the DFE. Internal arithmetic precision is 24 bits, so the

memory is organized as 44 words of 24 bits each. The memory uses a three

transistor cell with independent data-in and data-out lines, as well as indepen

dent read and write accesses. Although this may seem to render the cell layout
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BLOCK
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Fig. 5.2. Block diagram of the digital processor implementing the echo can
cellation and equalization algorithms.
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inefficient, it actually allows us to perform independent read and write accesses

to different cells, and so read-modify-write cycles can be implemented, that is,

while one coefficient is being read, the previous coefficient is being written over

and corrected simultaneously, all in one clock cycle. This cuts down the number

of states, and the clock frequency, by one half.

There are two adders, one to compute the convolution sum and the other to

correct the coefficients. The first only needs a precision of 16 bits, since the

output is a 12 bit number routed to the D/A (4 extra bits are used to prevent

accumulation of arithmetic errors). Since the second performs the adaptation,

which requires high dynamic range, its precision is 24 bits. A 2-phase clock is

used. Phase $! is used in the memory to precharge the data-in and data-out

lines, whereas $2 enables the read and/or write controls. The adders are imple

mented in CMOS domino logic, which also requires a 2-phase clock.

Each row of the memory corresponds to an independent coefficient, and the

"row decoder" is implemented using a shift register which shifts a 1 to enable

the rows in a sequential fashion. The write control of a given row is connected to

the read control of the following row, so that while one row is being read, the

previous one is being written.

5.1.3. State and Timing Diagrams Figs. 5.3 and 5.4 show the state and timing

diagrams of the processor. The reset cycle is entered each time the reset signal

is asserted. At completion of the execution of the reset routine, the echo can

celler convergence cycle is entered. After convergence of the echo canceller a

timing signal will be available for the timing recovery block to lock on. and when

this occurs, the IN-LOCK signal is asserted. This signal causes the processor to

exit the echo canceller convergence cycle and enter the DFE convergence and

normal operation cycle. The processor keeps running in this state indefinitely,

unless a loss of lock is detected, in which case a jump to the previous cycle is
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performed.

In order to speed up convergence of the echo canceller, and also to

decrease the dynamic range of the A/D, gearshifting is used. However, gear-

shifting is controled by an independent digital circuit and thus it is transparent

to the processor. A shift counter counts the number of bits that the A/D output

must be shifted before being sent to the processor. The shift counter is incre

mented when the adaptation gain is to be decreased. A counter keeps track of

the number of adaptation cycles that have elapsed and decides when gearshift

ing must be performed.

5.2. CANCELLATION BLOCK

Fig. 5.6 shows the cancellation block. A single multiplexed capacitor array

and a resistor string voltage divider are used for both the D/A and the A/D

conversions. The capacitor array provides 6 bits and the resistor string the

remaining 6 bits. Moreover, cancellation of the echo of the incoming signal also

takes place in this capacitor array. The input signal is sampled by an extra

capacitor of maximum size (C'a2). The circuit performs simultaneously the digi

tal to analog conversion of the echo replica, the subtraction of this echo replica

from the input signal in the charge domain, and the analog to digital conversion

of the residual signal. The digital to analog conversion of the echo replica and

the echo cancellation take place in a very natural way, as a part of the initializa

tion cycle of the capacitor array that is required anyway for the analog to digital

conversion. Thus the digital to analog conversion and the echo cancellation are

done almost for free. In the analysis that follows it will be assumed that the

echo replica is a two's complement 12 bit integer. The residual signal coming

out of the A/D is a two's complement 12 bit integer, but only 8 of these bits (or

fewer if speed constraints so require) are tested. Before convergence of the

echo canceller the residual signal that the A/D must handle is very large, and so
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Pig. 5.5. Cancellation block. A single multiplexed capacitor array is used to
perform the D/A conversion of the echo replica, the echo cancellation, and
the A/D conversion of the residual signal. The D/A conversion and the sam
pling of the input signal are performed simultaneously with the capacitor
initialization and so they take no extra time.
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the most significant bits must be tested. However, after the echo canceller has

converged, the residual signal may be very small (for large line attenuation) and

most of the available A/D resolution would be wasted if the test started with the

most significant bits. Therefore the test starts at a bit position that is adap-

tively changed to track the level of the residual signal, and higher order bits are

simply set equal to the sign bit. Thus the relative as opposed to the absolute

quantization error of the residual signal is kept approximately constant. Admit

tedly, this technique requires a comparator that can resolve the least significant

bit that is going to be tested under the worst case condition of minimal received

signal, but this is considered a feasible requirement.

Furthermore, before starting the test of the bits that are going to be tested

in a given conversion, the least significant bits that are not going to be tested,

can be switched at random in order to provide dithering noise to the feedback

signal, which increases the effective resolution of the A/D [].

Operation of the circuit takes place in the following steps:

1) The comparator is reset, so that the top plate of the array becomes a vir

tual ground. At the same time, capacitor C'32 samples the input signal, and

capacitors Cx to Cxa are initialized to K*/ # the corresponding input bit to

the DAC is 1, or to ground if such bit is 0. Capacitor Cgz is initialized to

ground if the sign bit is 1 or to Vnf if the sign bit is 0, and capacitor C\ is

Initialized to the tap voltage of the resistor array that has been selected by

the decoder, according to the 6 least significant bits of the echo replica.

2) The reset switch of the comparator is opened, and switches S\, Sx, ... ,5lfl,

and S'32 are thrown to ground, and 5a2 is thrown to V^/ (if not already

there). At this point, the difference between the input signal and the echo

canceller output appears on the top plate of the capacitor array, and is

buffered by Ax and sampled and held by S/ H for subsequent use in the
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timing recovery circuit.

3) The low order bits that are not going to be tested are switched at random to

introduce dithering noise.

4) The comparator output is tested. If the voltage of the top plate is negative,

Sya is left in its position at V-^j. If the test voltage is positive, the switch is

thrown to ground. All the high order bits which are not going to be tested

are set to the value of the sign bit and the associated switches thrown

accordingly.

5) Testing of the loworder bits continues until completion.

Digital logic can be used to decide what bits of the A/D will be tested. At

the beginning of the processor operation testing starts from the most significant

bit. After the echo canceller starts converging and the residual signal

decreases, some of the higher order bits will remain equal to the sign bit for

every sample, a situation that can be easily recognized with simple digital logic.

Thus testing can start at the first significant bit position.

Although single ended half-circuits have been used throughout this discus

sion for the sake of simplicity, the actual implementation is fully differential, in

order to improve the noise rejection of the circuits. Ahigh noise rejection of the

analog circuits is of primary importance, considering that these circuits are

going to be located on chip close to the digital processor.

5.3. TIMING RECOVERY BLOCK

Timing recovery operates in this chip basically in the same way as in the

breadboard system that was described in Chapter 2. One important difference

Is that the niters are implemented here using switched capacitor techniques,

and so they are sampled-data filters, as opposed to the continuous-time niters

used it the breadboard implementation. As said in Chapter 2, the reconstruc-
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tion filter is a fourth order maximally flat bandpass filter, centered at 40 kHz.

with a bandwidth of 16 kHz. Fig. 5.6 shows a circuit schematic of the switched

capacitor realization and Fig. 5.7 shows computer simulations using the program

DIANA.

5.4. INPUT AND OUTPUT FILTERS

The input.and output filters realize the response that was discussed in

Chapter 2. Here, switched-capacitor versions are presented. The circuit

schematics are given in Figs. 5.8 and 5.10, and the computer simulations in Figs.

5.9 and 5.11. The sampling rate is 980 kHz, which corresponds to 12 samples per

period of the data signal. Continuous-time second order Sallen and Key sections

are used as antialias at the input of the receiver and as a smoothing filter at the

output of the transmitter.

5.5. CONCLUDING REMARKS

The research reported here has proved the feasibility of the integration of

hybrid-method digital subscriber loops. The major difficulties in implementing

such a system have been evaluated both theoretically and experimentally. The

system whose integration is proposed here is now well understood, and the tech

niques that can be used have been presented. We expect to see in the near

future commercial implementations of this system, which will hopefully benefit

from the results of this research.



173

Fig. 5.6. Circuit schematic of reconstruction filter.
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Fig. 5.7. Computer simulation of the frequency response of the reconstruc
tion filter using the program DIANA.
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OUT

Pig. 5.8. Circuit schematic of transmitter output filter.
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Fig. 5.10. Circuit schematic of receive filter.
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APPENDIX A

MINIMAL INTERSYMBOL INTERFERENCE FILTERS

The design of minimal intersymbol interference filters is covered in refer

ences [49,52]. These references present a set of nonlinear equations to deter

mine the pole locations of the desired filters. A program to solve the equations

try a linearized Taylor expansion is also mentioned, but not expliciiy given.

Snce designs other than those given in [51] are sometimes necessary, the pro

-ams shown below have been written.

The set of equations that we want to solve is [49]:

n

n

E =

sinh
(Pi-Pj)

&2LL n (-^sinhfSp,)

i = 1,2 n

1

2n-7('o) i"*lo8 sinh
/SBl

Pi+Pi

(A.1)

There Pi are the poles, n is the order of the filter, E is the target residual inter

symbol interference power, and / (*o) is the maximum of the impulse response

j(t) occurring at time t0.

An initial approximate solution is given by iteration of:

__ 3(2*0+n)8
2n

(A.2)

A£J= £ VCy +VC/ +(n+l-ei)V - V5n (ZtQ +n)
i=l

vhich is computed by the subroutine APPROX. The iteration starts oomputing

C0, and then for each j, LEj and Cj+1 are computed until a stable value of Cj is
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obtained. Then the approximate poles are computed using the equation:

<p,+8+4f2-2). =iSZ+j&Lw+l-Zi) (A.3)
it* T£> tL #1»

where

S=tPj (A.4)
yci

is computed using the last equation of (A.1) for a given value of E.

Starting with this initial solution, equations (A.l) are solved by Newton's method,

by subroutine NEWTON, which calls subroutine INVERT to perform the matrix

inversion. The program listing follows.

complex sum,p,const.s,suml
common /sl/sum/s2/p(4),s/s4/const
e=0.0001
su=0.5*iog(e/(2.+e))
sum=cmplx(su,0.)
sumls=-sum

const=csinh(suml)
call approx
call newton
print l,(p(k),k=1.4)

1 format(lx,2f20.6)
stop
end

subroutine approx
common /sl/sum/s2/p(4),s
complex p.s.sum
n=4

s=l.

c=3*((n+(sum/6.))**2)/(3.141592»n)
50 continue

deita=0.
dol001=l,n
deltasdelta+sqrt(c+sqrt((c**2)+fioat((n+l-2*l)»*2)))

100 continue
delta=delta-(sqrt(6.*float(n)/3.141593))*(float(n)+sum/6.)
correc=delta*(sqrt(2.*c))/float(n)
c=c-correc

test= abs(correc)
if(test .le. 0.00001) go to 150
go to 50

150 continue
x=c



do200k=l,n
y=fioat(n)+1 .-2.*float(k)
p(k)=-6.+csqrt((12.*>3.141593/float(n))*cmplx(x,y))

200 continue
return

end

subroutine newton
complex pllp2,p3,p4,a,xly,z,s
complex f
common /s2/pl(p2lp3.p4,s/s3/a(5,
dimension y(5),x(5),z(5)
x(l)=pl
x(2)=p2
xC3J=p3
X(4)=p4
x(5)=s

5 continue
do 101=1.5
y(i)=f(i,pl1p2,p3,p4,s)
afill)=1000.*(ffi,pl+.001,p2,p3,p4,s
a(i,2p1000.nf(i,pl,p2+.001,p3,p4,s
aa,3)=1000.*>(f(i,pl,p2,p3+.001,p4,s
atf^-slOOO.nfapl.pS.pS^+.OOl.s
a(i.5)=1000.«(f(i,pl,p2.p3,p4,s+.001

10 continue
call invert
error=0.
do20i=1.5
z(i)=0.
do 151=1,5
z(i)=z(i)+a(i.j)»y(j)

15 continue

x(i)=x(i)-z(i)
error=error+z(i)*conjg(z(i))

20 continue
error=sqrt(error)
pl=x(l)
p2=x(2)
p3=x(3)
p4=x(4)
s=x(5)
if(error .It. 0.00001) return
goto 5
end

10)

>-yu
»-y(0

complex function f(k,pl,p2,p3,p4,s)
complex pl,p2,p3.p4,s,const,sum
complex csinh
common /sl/sum/s4/const
itfk .eq. 1) go to 1
ink .eq. 2) go to 2
if(k .eq. 3; go to 3
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k .eq. 4) go to 4
k .eq. 5) go to 5

1 f=2.*s*(csinh(pl)/(pl*const))*((pl**2-p2**2)/(p2**2))*
1 ((pl*>*2-p3*>*2)/(p3**2))*((pl»>*2-p4^2))/(p4'*2)'>
2 (csinh((pl+p2)/2.)/csinh((pl-p2)/2.))*
3 (csinh({pl+p3)/20/csinh((pl-p3)/2.))*
4 (csinh((pl+p4)/2.)/csinh((pl-p4)/2.))-l.

return
2 f=2.*s*(csinh(p2) /(p2*const))*((p2**2-p3**2) /(p3**2))*
1 ((p2**2-p4**2) /(p4**2))*((p2**2-pl"2)) /(p 1**2)*
2 (csinh((p2+p3) /2.) /csinh((p2-p3) /2.)}*
3 lcsinh((p2+p4)/2.)/csinh((p2-p4)/2.))*
4 (csinh((p2+plV2.)/csinh((p2-pl)/2.))-l.

return
3 f=2,*s*>(csinh(p3)/(p3*const))*((p3**2-p4**2)/(p4»^2))*
1 ((p3**2-pl**2)/(pl**2))*((p3*4>2-p2*»>2))/(p2*»2)*
2 (csinh((p3+p4)/2.)/csinh((p3-p4)/2.))*>
3 (csinh((p3+pl)/2.)/csinh((p3-pl)/2.)),,
4 (csinh( (p3+p2) /2.) /csinh((p3-p2) /2.))-l.

return
4 f=2.*s*(csinh(p4)/(p4*const))*((p4**2-pl**2)/(pl**2))»
1 ((p4**2-p2**2)/(p2**2))*((p4'»2-p3»*2))/(p3**2)*
2 (csinh((p4+pl)/2.)/csinhttp4-pl}/2.))*
3 (csinh((p4+p2) /2.) /csinh( (p4-p2) /2.))*
4 (csinh((p4+p3)/2.) /csinh((p4-p3) /2.))-l.

return
5 f=pl+p2+p3+p4-sum

return
end
complex function csinh(x)
complex x
csinh=(cexp(x)-cexp(-x)) /2.
return

end
subroutine invert
common /s3/a(5,10)
complex a,ctemp
do 81=1,5
do7j=6,10
a(i.j)=0.

7 continue
8 continue

do9k=1.5
a(k,k+5)=l.

9 continue

dD50 j=l,5
do 20 i=i,5
temp=a(i,j)*conjg(a(i.j))
temp=sqrt(temp;
k=i
if(temp .gt. 0.000001) go to 30

20 continue
call abort(slng)

30 continue
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do 100 1=1,10
ctemp=a(j,l)
aa,l)=a(k.l)
a(k,l)=ctemp

100 continue
do 120 l=10,j,-l
a(ja)=a(j,l)/a(j.j)

120 continue

if(j -eq. 5) go to 150
do 140i=j+l,5
do 130 ll=10.j.-l
a(l,ll)=a(llll)-a(j,il)«'a(l,j)

130 continue
140 continue
150 continue

if(j .eq. 1) go to 49
do3001=l,j-l
do29011=10,j,-l
a(l.ll)=a(Ul)-a(j,il)*a(l,j)

290 continue
300 continue
49 continue
50 continue

do 450 i= 1,5
do400j=1.5
a(i.j)=a(i,j+5)

400 continue
450 continue

return
end
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APPENDIX B

EFFECT OF PULSE ASYMMETRY ON THE SPECTRUM
OF A BIPOLAR SIGNAL

168

This Appendix will establish that the components of the transmitted data signal

at multiples of the bit rate is a direct and useful measure of transmitted pulse

asymmetry. As is well known, the bipolar encoded signal has zeros in the power

spectrum at all harmonics of the bit rate. This Appendix will show that in the

presence of pulse asymmetry the transmitted signal in fact has a line com

ponent at the bit frequency.

Assume that the transmitted data bits assume the values x^ = +1 and

a?n = -1, that the difference of successive data values are used to modulate a

train of pulses, and that there is a asymmetry in the pulses such that a positive

pulse has shape h+(t) and negative pulse has shape A_(£). Then the transmitted

signal can be represented as

*(0 =E(/+(**-i.**)M'-*7')+ f4xk-x,xk)h-(t-kT)) (R1)

where /+ is 1 when xk = l,x*_i = -1, and 0 otherwise, and similarly / _ is 1 only

when xk = -1,^^ = 1. Since f + and /_ are nonlinear functions of xk and zt-i*

the expansion of (3.l) is valid and It is simple to show that

1 + xk -Zjk-i -afcarjb-i

/-(**-!.**) =

Thus, (B.l) becomes

4

1 ~ xk + **-l ~ xkxk-l

s{t) =i-S(l -zkxk^)(h+(t-kT) -A_(*-*r))+
** k

^-2>* -**-i)(M*-*r) +h.(t-kT))
k

which demonstrates the nature of the nonlinearity introduced when there is

(B.2)

(B.3)



169

pulse asymmetry: nonlinear distortion in the form of second order products of

adjacent bits is introduced into the transmitted signal. This demonstrates the

terms which would have to be added to the nonlinear canceller to compensate

for pulse asymmetry.

Assume that the data bits xk are independent and assume the value +1 with

probability p. Then the average value of the transmitted signal is easily deter

mined from (B.3) to be

£,[s(0]=j>(i-p)S(^^-*7?)-M*-A:r)) . (B.4)
k

The total signal can then be written as a zero-mean random component plus the

deterministic component of (B.4). The random component will have a continu

ous power spectrum, while the deterministic component consists of a line spec

trum since it is periodic in T sec. Expanding (B.4) in a Fourier series,

*[•<*>] =̂ ^^Et/Mt^* "H.(n^))el"r . (B.5)
Thus, the transmitted signal contains line components at multiples of the bit

rate due to the pulse asymmetry. Taking into account the effect of the transmit

filter, the only significant component will be that at the bit rate, which is propor

tional to the difference of the Fourier transforms of the positive and negative

pulses at that frequency. As expected, this undesired component is maximum

when the data is equally likely, and goes awaywhen the data is always one polar

ity since the transmitted signal is zero in this case. Of course, it also goes away

when the positive and negative pulses are equal, or even if they only have equal

Fourier transforms at the bit frequency.
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APPENDIX C

NMOS SILICON GATE PROCESS

I.WAFER CLEANING

l.TCE 60° C 10 min.
2.Acetone room temp. 2 min.
3.DI H20 rinse, N2 blow dry.
4.Piranha (H20 : H8504 / 1:5) 15 min.
5.DI, NB
6.Dip in HF : H20 / 1: 5 30 sec.
9.DI. N2

II.GATE OXIDE (TEMP = 1000°C)

l.Push 02 (dry) 6.5cm 3 min.
2,Oxidize 02 (dry) 6.5cm 55 min. (for 650 A oxide)
3.Anneal N2 4.0cm 15 min.
4.Pull N2 4.0cm 3 min.

HLACTTVE AREA

l.Deposit 1000 A SiaN4
2.Active area mask

i.HMDS 3 min with small amount of vapor
ii.iVa purge 5 min with larger amount of N2 flow
lii.Spin Photoresist BOOOrpm 30 sec.
iv.90° prebake 15 min.
v.Align and expose
viDevelop in AZ developer : H20 / 1:1 60 sec.
viLDI. N2
viiLInspect under IR
ix.llO°C postbake 15 min.

3.Dip in HF : H20 / 1: 10 10 sec, DI, N2.
4.Plasma etch nitride
5.Field implant Boron, 120 KeV, l.SxiOKcm-*
B.Strip Photoresist in acetone 5 min.; DI, N2

IV.LOCOS

1.Piranha 8 min.
2.DI, N2
3,Push 02 (dry) 6.5 cm 3 min 1000°C.
4.08 (dry) 6.5 cm 20 min 1000° C.
5.5tand by Nz 4.0 cm
6.Wet Oz 2.0 cm 360 min. 900° C.
7.Anneal Nz 4.0 cm 15 min. 900° C.
B.Pull ^2 4.0 cm 3 min. 900° C.



V.BOTTOM PLATE

l.Bottom plate mask (same as in III.2)
2.Dip inHF : Hz0 / 1 : 10 30 sec.
3.DI, N2.
4.Plasma etch Si9N4.
5.Bottom plate implant Phos 50 KeV 8xl014 cm"2
6.Plasma etch photorresist.
7. Piranha 5 min.
8.DI, Nz.
9.Re-gate (1000° C)

i.Push 02 (dry) 6.5 cm 3 min
ii.Oxidize 02 (dry) 8.5 cm 55 min.
ill.Anneal N2 4.0 cm 15 min.
iv.Puli N2 4.0 cm 3 min.

VI.THRESHOLD ADJUSTMENT

l.Oxide dip in HF : H20 / 1 : 10 20 sec.
2.DI, N2.
3.Strip SL3N4 in HaP04 at 165°C
30 min. (add drops of water during etching to
keep temperature constant).
4.Z?/. N2.
5.V72 mask (same as in III.2)
6.Vfo implant Phos. 120 KeV 1.4xl012
(do noise compensation in implant).
7.Strip Photoresist in acetone 5 minutes.
6.DI, N2.
9.Vts implant Boron80 KeV 6.0xlOncm~2.
(do noise compensation).
10.Piranha 5 min.
11.DI. N2.

VII.GATE DEFINE

l.Oxide dip in HF: Hz0 / 1: 10 5~10 sec.
2.DI. N2
3.Bake under IR at least 20 min.
3.Poly deposition (5000 A).
4.Poly dope in N-predep furnace.

LPush N2 5.0 cm 3 min.
li.AT2 / 02 5.0 cm / 2.5 cm 5 min
iiLDope Nz/ 02 / POCl3
5.0 cm/2.5 cm 6.0 cm. 30 min.
lv.N2 / 02 5.0 cm / 2.5 cm 2 min.
v.ATg 5.0 cm 5 min.
vi.Pull N2 5.0 cm. 3 min.

5.0xide dip in HF : H20 / 1 : 5 30 sec.
Q.DI, N2.
7.Bake under IH 5 min.
8.Gate mask
9.Plasma etch poly
10.Etch backside oxide completely with BHF.
Xl.DI, N2.
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12.Strip photoresist in acetone 5 min.
13.2V, Nz
14.Piranha 5 min.
15.2?/, N2IR 10 min.

VIH.SOURCE AND DRAIN DEFINITION

l.S/D implant As 180 KeV 5xl015 cm'2
2.Backside implant BF2 150KeV lxlO13 cm.'2.
3.Piranha 5 min.
4.2?/, N2.
5.Drive-in and anneal (1000° C).

LPush 02 dry 8.5 cm 3 min.
h.Drive-in 0Z (dry) 6.5 cm 30 min
ill.Anneal Nz 4.0 cm 30 min.
ivPull Nz 4.0 cm 3 min.

DC.SPIN-0N GLASS DEPOSITION

l.Spin glass 3000 rmp, 30 sec.
2.Cure at 900° C for 20 min.
3.Repeat 1 and 2 to grow 7200 A
(6 applications are required).

X.C0NTACT AND METALLIZATION

1.Contact mask
2.Etch contact oxide in BHF
3.2?/, Nz, ir at least 15 min.
4.Deposit 1000 A of poly
S.Evaporate Aluminum (8000 A)
6.Metal mask
7.Etch Al in Al etchant type A
S.Plasma etch polysilicon under metal.
9.2?/, N2t IR 10 min.
lO.Etch back side oxide with BHF.
11.2?/, N2.
12.Strip photoresist in acetone 5 min.
13.2?/. NZt IR 15 min.
14.Evaporate Al on the back side ~1 /xm.
16.Sinter Al in sintering furnace at 300° C in
forming gas 14 cm 5 min.
16.Test
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APPENDIX D

DIGITAL PROCESSOR DOCUMENTATION

This Appendix summarizes the documentation on the digital processors

implementing the echo canceller in both versions described in Chapter 4. Also

given is the design of the analog interfacing circuits. Fig. Dl shows the digital

processor in the fully digital implementation. Fig. D2 is the associated analog

interface. Fig. D3 is the state diagram in the same implementation. Fig. D4

shows the microprogram table. Finally, Fig. D5 corresponds to the digital adap

tation processor in the analog /digital implementation, and Fig. D6 to its associ

ated analog interface.
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