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Meta-planning: Rerresenting and using knowledge about
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Robert Wilensky
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Abstract

This paper is concerned with those elements of planning knowledge
that are common to both understanding someone else's plan and creating a
Flan for one's own use. This planning knowledge can te divided intos two
bodies: Knowledge about the world, and knowledge about the planning
Frocess itself. Our interest here is primarily with the latter corpus.
The central thesis 1is that much of the knowledge abtout the planning
Frocess itself can be formulated in terms of higher-level goals and
plans called meta-goals and meta-plans. These entities can then be used
by the same understanding and planning mechanisms that process ordinary
goals and plans; however, the meta-planning knowledge now enzbles these
mechanisms to handle much more complicated situations, and in a «quite
uniform manner. :

Systems based on meta-planning would have a number of advantages
over existing Ffproblem solving and understanding systems. The same
knowledge could be shared by both a planner a2nd understander, and bLoth
would be able to handle complex situations elegantly. In addition, in
planning, the use of meta-planning has several advantages over more
traditional methods involving constraints or critics. Meta-planning
allows the full power of a problem solver to be applied to situations
that are generally amenable only to special purgose Erocessing. In
addition, meta-planning facilitates the rerresentation of some
situations that are difficult to express otherwise. We have begun to
introduce meta-planning knowledge into two systems: PAM, a story

understanding program, and FPANDCRA, a problem solving and planning
system.

*Research sponsored in part by the National Science Foundation under
grant MCS79-06543.
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l1.C INTRCCUCTICN

This parer is concerned with the problems of problem solving and
understanding. These problems are related because both preoblem solvers
and understanders make use of planning knowledge to perform their
respective tasks: A problem solver may generate a plan as the solution.
to some problem, while a natural 1language understander must agply
knowledge about peorle's goals and plans in order to make the inferences
necessary to explain the behavior of a character in a story (Wilensky
1978). While a story understander is quite different from a planner,

both must embody a theory of planning knowledge.

I have been developing such a theory in the construction of PAM
(Plan Applier Mechanism), a story understanding program. This parer is
concerned not with the understanding mechanism itself, but with that
part of its pEplanning knowledge which is independent of whether that
knowledge is used to explain soméone's behavior or to generate a Eglan
for one's own use. We are currently attempting to use the same theor§
of planning knowledge upon which PAM is based to construct a problem

solving system.

This planning knowledge can be divided intc two bodies: Knowledge
about the world, and knowledge about the planning process itself. Our
interest here is primarily with the latter corpus. The central thesis
is that much of the knowledge about the planning process itself can be
formulated in terms of higher-level goals and plans (meta-gplans). These
entities can then be used by the same sort of mechanisms that are needed
for rrocessing ordinary goals and plans; however, the meta-planning

knowledge now enables these mechanisms to handle much more comglicated
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situations involving multiplicities of goals, and in a quite wuniform

manner.

1.1 A Comparison Cf Problem Solving With Understanding

Before we develor this idea, it is necessary to compare Froblem
solving and understanding in some detail. Problem solving programs
often have as their goal the construction of a plan whose execution will
bring about a desired state. The domain over which plan construction is
performed varies considerably, involving for example, robots finding
their way through rooms (Fikes and Nilsson 1671, Sacerdoti 1¢74),
"missionary and cannibals" type problems (Newell and Simon 1572),
electronic circuit design (McCermott 1977) and Erogram construction
(Rich and Shrobe 1976, Barstow 1977). The domain over which croklem
solving can be rerformed may happen to involve natural language; for
example, particiﬁating in a conversation and producing an utterance have
been viewed as rfroblems in plan construction, where the problem is to
create an utterance that would satisfy goals involving the transmission

of certain contents or intentions (Bruce 1975, Perrault, Allen, and

Cohen 1¢78)

Thus while problem solviné may involve plan construction over quite
different domains, including some linguistic ones, the essential nature
of the task is the same: Given a goal, create a Flan to satisfy it. 1In
contrast, in natural language understanding, quite a different
arplication of plans is found. Here, a reader needs to follow the goals
and Fplans of characters in a text in order to make inferences (Wilensky

1978). Rather than actually create a plan, an understander must be able
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to use knowledge akout rlans to understand the plan under which someone

else is operating.

While problem solving and understanding both heavily involve the
use of plans, it is important to emgphasize how different these processes
are. FProblem solving has often been abstractly characterized as
searching through a solution space for an answer to some problem. That
is, given a goal, a set of operators, and an initial state of the world,
the task 1is to construct a sequence of operators that transforms the
initial state into the goal state. Understanding "generally involves
just the opposite in terms of what is known and what must be computed.
Stories often state that a character took some action, from which the
reader must infer why he did so and what things must have been the case
for the action to have been taken. That is, the reader 1is given the
"solution", in problem solving terminology, and must recenstruct the
goal and state of the world from it. Rather- than searching througk
solution space for an answer, an understander searches through
"exrlanation space" to find & set of circumstances that would explain a

character's behavior.

This characterization of planning and of understanding is actually
somewhat flawed, as we Wwill discuss later on. However, it serves to
point out that while explanation-finding is a reletive of rroktlem
solving, it is not entailed by it or dependent upon it. Thet is, having
2 gcod story understander does not reguire it to be a gproblem sclver,
nor does the existence of a problem solver fulfill the reguirements c¢f
an explanation mecharnism. The tasks that arise in understanding impose

different requirements than do any involved in problem solving; some
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simply have no correleate.

For example, the understanding task may recguire that a goal be
inferred from the occurrence of an action, and that the existence of a
goal be expleined. If an understander were told that John Fproposeé to
Mary, the wunderstander would need to infer that John probably has the
goal of marrying Mary, and that this goal might have come into existence
because John 1loved her. Problem solvers do not have the need or the
facility to infer goals, or explain where they come from - their purrose
is simply to act on goals given them from on high. A problem solver
told that John wants to marry Mary might deduce that he should try
prorosing to her. But it could not explain where this goal came from
nor could it infer that John has the goal from some action he undertock.
Furthermore, the plan that a character chose to use might be an unusual
one, one that the reader of the story would or could not gproduce for the
same situation. The reader must therefore be able to comprehend a
character's behavior in terms of a plan that it would never Froduce

itself.

1.2 Knowledge In Common Eetween The Planner And The Understander

Thus understanding and Egroblem solving are quite different,
Fossibly inverse, processes. While each requires different programs and
functions, it would be 2 mistake to ignore the important commonalities
that these rrocesses do have. 1In particular, it would seem that they
should have a great deal in common in terms of the knowledge about
planning that they each require. One part of this planning knowledge is

essentially world knowledge. This 1includes e classification of
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intentional structures into elements 1like plans, goals, and themes
(Sctank and Abelson, 1975), a description o¢f the structure of these
elements (e.g., Fplans have preconditions and actions that instantiate
them, plans are used to achieve goals, etc.), and an actual body of
knowledge atout particular elements (e.g., asking for something is a way
of getting something from someone). This point is developed at some

length by Rieger (1275).

As an example, consider the fact that héving rossession of a book
is a precondition for reading it. 1In problem solving, this fact would
be useful if the planner had already decided that it wanted to read some
particular book. Checking to see if the preconditions of this plan were
fulfilled, the planner would need to ccnsult the fact above. Learning
that possessing the bocok is a precondition for its intendeé action, the
Elanner woulcé check to see ;f thet condition held, and 1if not, would
attempt to make it so. That is, the planner would establish the subgoal
of achieving this precondition and then try to constrvct a gplan to

fulfill ie.

An understander might use the same fact in the fclloﬁing manrer:
Given that 1t learned that someone had the goal of rossessing a book,
the understander would try to explain why this person had this goeal.
One kind of explenation for having a goal is that the state it is
directed at is a precondition for some glan for some higher-level goal.
The understander would therefore check to see if it knew of any Elens
for which possessing a2 book is a precondition. Finding the fact stated
above, the understander <could infer that reading the book is such a

plean. The understander could then hypothesize reading a &bLkcok as eéen
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explanation for wanting to rossess one.

Thus both planning and understanding make use of the identical
fact, although they need to index it in different ways: in plenning,
one needs to get from an operator to its preconditions; in
understanding, one needs to get from a precondition-to that for which it
is a precondition. The point here is that it is a bad idea to bury away
such facts within the bowels of an understander or a planner so that
they each require serparate cofies and possikly even separate
representations of the same information. Not only is this inelegant and
bad economy, it misses the ©point that such facts are not really
"understanding" knowledge or "problem solving"™ knowledge. They are
merely facts about the world that these processes (and possibly lots of

others) hagpen to find useful for their particular tasks.

In actuality, many problém solvers and understanders do represent
such facts aeclaratively. This at least potentially allows these facts
to be shared by another process, although the representations wused may
be biased one way or another to facilitate the particular task for which
the knowledge base was designed (one exception to this was a previous
version of my own Fprogram, PAM, which had most of its knowledge
Erocedurally encoded. The current version -encodes its knowledge
declaratively in an associative knowledge base, for the reasons being

develored here as well as for other knowledge engineering advantages).

However, there is a second body of knowledge related to Elanning.
This 1is knowledge about the planning process itself. This body is also
required by both problem solvers and understanders, and should be shared

by them. However, existing systems do not encode this kncwledge
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exgplicitly, or in a declarative and sharable form. My claim is that it
is Jjust as natural and important to have an explicit and sharable
representation of this knowledge ées it 1is for world knowledge.
Moreover, such a formulation of this knowledge suggests improvements in

" the design of both understanders and planners.

The exact nature and need for the declarative meta-knowledge I
refer to becomes agparent when one considers planning and understanding
in situations involving multiple goals. Ey multiple gcals I refer to
cases 1in which a planner or story character is simultaneously trying to
satisfy a number of goals at once, or in which there are a number of
planners rpresent, each with their own plans and goals. It is the
interactions between these intentional elements that cause much of

comglexity in both understanding and planning.
Fecr example, consider the following stories:

(1) Jobkn was in a hurry to get tc Las Vegas, but he noticed
that there were a lot of cops around so he stuck to :the
speed limit.

(2) John was eating dinner when he noticed that & thief was
trying to break in to his house. After he finished his
dessert, John called the police.

In (1), a plausible plan to achieve John's gcal is to speed, but

John chose to abandon this goal instead. What's needed to understand
this story is not just knowledge about cops and speeding tickets, but
knowledge that a rperson might abandon one goal if it conflicts with

another goal he considers to be more significant.
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Likewise, (2) strikes most people as strange since John should have
reacted to the intruder more strongly. The unusualness of this story is
due not to knowledge about the Fplans and goals involved, but the
apparent ungroductive scheduling of these plans. 2 more intelligent
Flaenner would have dealt with the threat immediately, and then perhags

returned to his meal when that situation had been disposed of.

Thus to understand the behavior of a character, or to generete an
intelligenp Flan, it is necessary to take into account the interactions
between goals. The previous version of PAM handled understanding such
situations through the use of special mechanisms and knowledge to detect
various kinds of goal interactions. Thus PAM had a packet of knowledge
whose sole function was to spot conflicts between a character's goals, a
mechanism to detect adverse interactions across the goals of different
cﬁaracters (goal competition), etc. The possible actions a charactéf

might take in such 2 situation were handled similarly.

There are a number of ways in which this solution is
unsatisfactory. For one, these mechanisms for goal conflict detection,
etc., were pretty much wunrelated to the general explanetion~finding
btehavior of the program when it tried to generate explanations involving
just a simple goal structure. That 1is, PAM's normal Fprocessing was
driven by the need to find an explanation for an event. It would
therefore hypothesize plans that might underlie an action, hypothesize
goals that might have spawned a ©plan, etc. until it had found a
Fossible explanation for the input. However, detection of goal
conflicts, etc., did not fit into this model at all. It was simgly a

mechanism off to the side that performed a function PAM would later
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need, but which was net at 2ll integrated into the basic exglanation

function.

While this okjection may appear to be primarily aesthetic, recall
that the wultimete function of detecting a goal conflict in PAM is to
state an explanation for a subsequent action. For example, 1if 1in a
version of story (1) we learned that John had fpurchased a radar
detection device, the proper explanation would be that John intended to
speed but didn't want to get caught. This explanation is coherent only
as a plan to resolve the goal conflict between getting to a Eglace
quickly and not getting a ticket. That is, a plan to get somewhere
quickly is to sreed, and a way to not get a ticket is to avoid speeding.
Buying a radar detection device is a plan not directed at either goal
Eer se, but at addressing the conflict between the goals. The ¢Errotlem
here 1is that determining that an action is a way of resolving a goal
conflict is a2 form of exglanation; yet it heas no' structurel or

pProcedural similarity to simple PAM explanations.

Another problem that this formuletion poses for PAM 1is shared by
planning rrograms eas well. Various planning programs (e.g., Sussman
1975, Sacerdoti 1677) deal with some forms of goal interactions by
providing specific programmed mechanisms that are germane to particuler
situations (Actually, they deal almost exclusively with conflicting
subgoals and ccnstreint violations. They are not concerned with the
more general cases of goal conflict. Nor cdo they address the TFroblems
of goal interactions in <cases in which they must contend with other
competitive planners. Cther such 1limitations will be examined more

fully below). For example, Sussman's HACKER has a celebrateé¢ critic
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that knows about goals clobbering "brother goals", and detects this bug

in plans suggested by the plen synthesizer.

The difficulty with this type of solution is that it once again
buries knowledge about how to plan in a procedure. This assures that
such knowledge cannot be shared by a program that wishes to use this
knowledge to understand someone else's behavior in a compliceted
situation. For example, if a planning program where given the goal of
getting scomewhere fast, it might use a critic to determine that this
pPlan violated a "don't get ticketed" constraint, and fossibly even to
suggest that a radar detection device be acquired. However, as this
knowledge would be procedurally embedded in the critic, it could not be
used by an understander to explain why someone else was behaving in

accordance with this same reasoning.

In éddition, there are drawbacks for this arpproach within the
Froblem solving world itself. When knowledge 1is embedded inside a
critic, it becomes difficult to reason about this knowledge in a very
general way. For example, if the resources of the critic to resolve a
conflict are exhausted, it may still bte possible to come ug with a novel
solution if the goal conflict itself were stated as a formal problem and
handed to the general fproblem solver. But building all knowledge intc a
critic fprecludes reasoning about that knowledge in a very general

mannher.

The knowledge involved in the previous examples is of a somewhat
different character than more mundane world knowledge. For examgle, it

involves facts like the following:
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If a person has conflicting goals, then that person may try to
resolve the goal conflict.
That is, a planner must know that if it has & gcal conflict, then it
should have the goal of resolving it; an understander must know that if
it 2 character has a goal conflict, then that character may have the
goal of resolving it. This is not so much knowledge about the world (as
"state X is a precondition for action Y" would be), but knowledge about
Flenning itself. Such knowledge is now usually procedurally encoded in
critics or special conflict detection mechanisms. But to obtain the
advantage of shared knowledge and general reasoning capabilities
mentioned above, this knowledge must be explicitly and declaratively

formulated.

Note also that if we formulate this knowledge explicitly, it is
Fossible to do away with the aesthetic vproblem of PAM's segparate
mechanism for dgaling with goal interactions. If PAM explicitly knew
that rpeorle had the goal of resolving conflicts, then detecting a
conflict woulé be part of the more general precblem of determining that a
character had a goal. PAM must have such 2 mechenism anyway, so that it
can infer that someone who is hungry is likely to have the gcal of
satisfying that hunger, or that someone who loves someone else may have
the goal of preventing them from harm. Exglaining a character's attemgt
at resolving a goal conflict would simply be an instance of intergreting
the action as the execution of a plan aimed at the goal of resolving ea
gocal conflict,. This 1is exactly PAM'S ordinary explanation algerithm.
It now applies to the complex situation because resolving a goal

.conflict is now viewed as just another goal to be achieved.
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In sum, we have taken the following position:

1.

We have given a number of reasons that knowledge involved in
Flanning and understanding should be declaratively represented
whenever possible. 1In addition to all the standard knowledge
engineering arguments for declarative representations, in the
Farticular case of planning knowledge, an important advantage
of declarative representations is that they allow the sharing
of knowledge between a planner and an understander. This is
desirable since shared knowledge avoids duplication, eliminates
problems of multiple representational forms, and simglies
extending both systems. Moreover, it pays homage to the fact
that human problem solvers and understanders are not sefparate
beings. A ©Fperson probably does not learn most facts just for
the purpose of understanding a story or solving some ¢[problen;
rather, knowledge 1is accumulated through diverse kinds of
experience and only later applied to problem solving or story

understanding.

While knowledge about the world is kept declaratively in many
systems, knowledge about the planning process itself is usually

procedurally encoded.

However, all the reasons for expressing ordinary world
knowledge declaratively also apply to planning meta-knowledge:
It is used both in understanding and in rroblem solving, and
thus it should be sharable by the two processes for all the
advantages given above. Expressing this knowledge

declaratively allows a system to use this knowledge in general
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reasoning processes, rather than restricting its wuse to the
particular functions embedded in & specific program or critic.
In addition, when this knowledge is cast declaratively, certain
uniformities emerge. For example, in understanding, detecting
a goal conflict and explaining an attempt at its resolution
becomes a sgpecific instance of the general Fproblem of
determining that a character has a goal and that an action Iis
part of a ©plan to achieve 2 goal. No special mechanisms are
required, and one theory of explanation apgplies both to the

simple and more complicated cases.

4. Meta-knowledge about the planning process takes the form of
higher-level goals, particularly those exgressing the goals of
the planning process itself in situations inveolving multigle

goals and plans. We will develcp this gpoint in detail telow.

2.C META-PLANNING

This body of knowledge about the ©planning Fprocess 1is called

metd-planning knowledge. By this I mean that knowledge about how to

Plan should itself be expressed in terms of a set of goals for the
rlanning process (called meta-goals), aﬁd a set of plans to achieve them
tmeta-rplans). The idea is that by expressing this knowledge in terms of
goels and rlans, the same planning mechanism (plan understander) that is
used to produce a plan (explanation) for simple situations can orerate

in the more complex domain of goal interactions.
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For examgle, consider the following situation, either from the
Foint of view of plan understanding or plan generation:

(3) John's wife called him and told him they were all out of
milk. He decided to pick some up on his way home from
work.

An intelligent planner could come up with John's plan, assuming it knew
that it passes by a grocery store on the route home. 1In order to
Eroduce this ©Eglan, it 1is necessary to go through the following

processes:

1. Realizing that the goal of getting home and getting some milk

are overlapping, i.e., that they should be pursued together

rather than independently.

2. 2Adjusting one's plens accordingly. In this case, the ¢fglan is

mecdified so as to

l. PFroduce a route that takes the planner near the grocery

store.

2. The "go home" plan is suspended at the point at which the

grocery store is reached.

3. The "get milk" plan is executed.

4. The "go home" plan is resumed.
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Two facts of the meta-knowledge variety are involved in this
example. First, one needs to know that it is generally desirable to do
no more than is necessary tc achieve a goal. This fact 1is needed in
realizing that the two goals in the situation should be pursued
together. This fact is a piece of meta-knowledge because it is not a
fact about how to achieve a particular goal. Rather, it is based on a
very general fact about the goals of the planning process, namely, that

executing unnecessary steps should be avoided.

The second place in which meta-knowledge is needed is in sglicing
together the plans for the two goals to create a single plan. The fact
used here is that it is possible to meke some saving if two Elans
involving similar actions are executed together. This is a general fact
about how to manipulate plans, not a particular fact about a sgecific

Elan or goal.

In terms of meta-planning, this situation has the following
structure: The fact that a planner ncrmally tries to avoid unnecessary
steps is the meta-theme "Don't Waste Resources" (2 theme is dJefined as
something that gives rise to a goal, usually in 2 given situation; a
meta-theme is a theme that gives rise to a meta-goal. Cne can think of
themes (and meta-themes) as "being around" all the time, while goals
(and meta-goals) come into existence only as specific entities). In
this case, the situation of goal overlap causes the "Don't Waste
Resources" meta-theme to bring into existence the meta-goal "Combine
Plans". This is a goal like any other, and the planner now Eroceeds to
find 2 plan for it. A plan that is applicable here 1is the meta-rlan

"Integrate Flans", that is, merging two existing plans to take advantage
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of their common subcomponents. The application of this meta-plan

achieves the "Combine Plans" meta-goal.

2.1 Meta-planning, Constraints, 2nd Critics

Cne advantage of the meta-planning agproach is that the problem of
how to deal with complex goal interactions can be stated as a Eroblem to
be solved by the same fglanning mechanism one agplies to "ordinary"
goals. For example, one may first try out a number of canned solutions,
then some standard planning procedures, and if all else fails, try to

construct a novel solution.

In addition, since declarative meta-goals motivate the creation of
the Fplan above, they can also be used to explain the behavior of a
character whom a reader observed functioning in the manner described.
Thet 1is, a reader of story (3) cculd explain John's behavior as part of
a rlan to achieve two specific goals, and which at the same time avoided

wasting any resources unnecessarily.

Note that there are a number of important differences between
meta-rlanning and ©Eplanning using constraints or critics. As was just
pointed out, meta-planning involves the use of declarative knowledge
that can be used for both understanding and planning, whereas knowledge
in the form of a critic is usually procedural and therefore unsharable.
Another difference is that constraints and plan generators are
asymmetric in that constraints reject plans, but they don't themselves
prorose new ones, Generally, 1if a constraint is violated, a plan is

rejected and it is left to the plan generator to fFropose a new plan. 1In
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contrast, meta-goals accomplish what constraints are intended for by
formulating & fproblem that the current Fplan entails. Unlike a
constraint, the existence of a meta-goal causes the planner to try to
solve a particular problem, rather than just return control to the glan

generator.

Unlike constraints, critics can change the existing ©glanning
structures to eliminate a problem. However, such changes are limited to
Farticular types of transformations known to the critic. The
meta-planning approach separates the formulation of the problem from its
detection and solution. Activating a meta-goal corresponds to detecting
a violation, the meta-goal itself to the formulation of the Eroblem, and
finding an appropriate meta-plan to creating a solution. The advantage
of this arproach 1is that it does not reqguire the critic to embody the
solution; instead, constructing the solution is left up to the generzl
resources of the planﬁing procéss. Meta~planning allows all the
benefits of having a general problem solver %o be available to the task
of resolving a constraint violation. Since the implicit assumgtion is
that having a general problem solver is a good idea to begin withk, then
we are better off having a general problem solver at hand to handle
constraint violations and the like than relegating this responsibility
to an expert critic (Of course, this does not prevent us from having
such expert knowledge as a critic possesses available. We are simply
allowing this knowledge to interact with all other knowlédge as it can

now take part in general deductions).
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In a2ddition to increasing the chances of finding an answer, the
meta-planning forrulation also provides more flexibility when no answer
is available. 1In general, when a critic finds fault in a lan, it tries
to put a fix into effect right away. If it cannot apply one, the glan
must be rejected. However, since a meta-goal represents the formulation
of a problem, the existence of the problem may be dealt with beyond its
being resolved. For example, the problem solver may simply decide to
accept the flawed plan if the violation is viewed as not being too
important. In fact, it may be the case that changing the existing Eglan
to resolve the problem may result in other rroblems that are deemed even
more serious. 1In this case, the best choice is to accept the original
flawed plan. By separating solving the problem from its formulation,
the problem may be accessed as opposed to treated, an ofption that

critics do not usually leave open.

Meta-planning is also meant to cover a somewhat different scoge
than that covered by critics and constraints. To begin with,
meta-planning knowledge is not always critical in nature. For examgle,
it might be rpossible to suggest a plan for combining the normal Elans
for two goals as in the case of example (3) without first Froposing a
flawed ©Erlanning stfucture. That 1is, the knowledge may productively
affect the planning process without there necessarily being a bad ©glan
around for a critic to react to. In general, meta-planning advises the
Flanner about goal interactions and the like, and only some of this

knowledge specifies situations to be avoided.
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Furthermore, meta-goals are domain independent, encoding only
knowledge about planning in general. In most gplanning systems,
constraints and critics embody knowledge that is domain dependent as
well as that which is not. For example, a specific critic may exist
that encodes knowledge about the tyres of situations to avoid in a
Farticular task domain. With meta-goals, task-specific constrainté are
enforced by specifying that some rparticular situation would activate

some general meta-goal.

McDermott's notion of a policy, or a secondary task comes closest
to the notion of meta-planning I propose here. A policy is essentially
an explicitly represented constraint. Like meta-goals, Fpolicies have
the advantage that they may easily enter into general deductions. The
Frimary differences between a policy and a meta-goal are that meta-goels
include goals that are not necessarily constraints Eer se; meta-goals
refer only to facts about planning as thei} éomain, whereas policies may
include domain sgecific infcrmation; policies often entail the creation
of pseudo-tasks, whereas meta-goals have meta-plans that dJdeviate less

from the structure of normal plans.

Hayes-Roth and Hayes-Rcth (1978) uses the term meta-planning to
refer to decisions about the planning process. While my use of the term
is similar to theirs, they include all types of Elanning decisions uncéer
this name, and their meta-planning is not formulated in terms of
explicit meta-goals and meta-plans. I use the term to refer only tc a
subset of this knowledge, and only when that knowledge is exfpressed in

terms of explicit meta-goals and meta-plans.
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2.2 Kinds Of Meta-goals

The following is a brief description of the more important
meta-goals so far encountered, along with the meta-themes and situations
in which they arise, and some of the meta-plans agplicable to thenm.
This 1list is not meant to be complete. It merely reflects the current

state of our analysis.

Situations, Meta-themes, Meta-goals, and Meta-glans
l. Meta-theme - Don't Waste Resources
Situations to Detect
l. Goal Cverlap
Meta-goals initiated:
l. Combine-Plans
Associated meta-glans:
l. Schedule Common Subgecals First
2. Plan Integration

3. Plan Piggybacking (find a new plen that
simultaneously fulfills both goals)

2. Goal Concord
Meta-goals initiated:
l. 2ally-Plans
Associated meta-plans:
1, Divide Task

2. Piggyback Goal (Try to capitalize on the Eglan of
another planner to fulfill one's own goal).
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3. Multiple Planning Cptions (more than one plan is applicable
to a known goal)

Meta-goals initiated:
1. Choose-Least-Costly-Scenario
Associated meta-plans:

1, Simulate-and-Select (Determine the <cost of the
various options and pick the least costly one)

4. Recurring Goals (A goal that arises repeatedly)

Meta-goals initiated:

l. Establish-Subsumption-State (Establish a state that
fulfills a rrecondition for a plan for the goal and
which endures over a2 period of time (see Wilensky,
1278b))

Associated meta-plans:

l. Plans are a function of the subsumgtion state te be
achieved.

2. Meta-theme - Achieve As Many Goals As Possible
Situaticns to detect
l. Goel Conflict
Meta-goals initiated:
l. Resolve-Goal-Conflict
Associated meta-plans:

1. Various "canned" plans for specific kinds of goal
conflicts

2. Cbtain-More-Resources (if the conflict is based c¢n
a resource shortage)

3. Change-Circumstances (if the conflict is bzsed on
invoking a preservation goal in the course of
planning for another goal)



Page 22

4, Select-New-Plan (if the conflict 1is <cause by an
adverse Elan interaction, try considering another
plan)

5. Reschedule-Tasks (e. g., see if the order in which
sters were scheduled is causing the prcblem)

6. OCther general forms of goal conflict resolution are

dependent on the particular type of goal conflict,
and are described in Wilensky (1978).

3. Meta-theme - Maximize the Value of the Goals Ach
Situations to detect
l. Unresolvable Goal Conflict
Meta-goals initiated:
l. Choose-Most-Valuable-Scenario
Associated meta-plans:
l. Simulate-and-Select (includes

Goal-Modification as a way
alternatives to consider)

4. Meta-theme - Avoid Impossible Goals
Situations to detect

l. Circular Subgoals (A subgoal generated in a
same as some goal to which it is instrumenta

Meta-goals initiated:

l. Resolve-Circularity
Associated meta-glans:
l. Goal substitution

2. Plan modification

2. Too-difficult-goal

Meta-goals initiated:

ieved

sub-glan of
of producing

plan is the
1)
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1. Form-2lliance (look for an ally with concordant gecals)
2. Resolve-Need

Associated meta-rlans:

l. Goal substitution

2. Plan modification

In addition to these meta-themes, the following theme has a
meta~knowledge quality to it, although it does not necessarily produce

meta-goals per se:

Theme - Pon't Violate Desirable States
Situations to detect
l. Danger
Goals initiated:
1. 'Freserve-Endangered—State

This is strictly a preservation goal. However, these
often act like meta-goals when they occur cdue to another of
the planner's goals.

Associated meta-plans:
l. Prevent-Endangering-Event

2. Change-Circumstances (Modify circumstances so that glan
will not have anticipated negative effect)

2. Maintenance Time
Goals initiated:

l. Perform-Maintenance
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2.3 Examgle

The following 'example is a sketch of how meta-goals are used in the
planning fprocess. Suppose a planner were given the task of fetching a
newsparer from outside. 1It's raining outside, however. We will assume
that the planner will first consider the "normal" plan for a task if one
is known. The normal plan for getting the newspaper is walking outside
and carrying it back in, which in this case would cause the planner to
get its clothes wet. This situation would cause the "Don't Violate
Desirable States" theme to create the goal
Preserve-Endangered-State (Clothes be dry) (For the time being, we will
ignore the Ffroblem of Jjust exactly how the planner finds the themes

relevant to a given situation, thereby creating an appropriate goal).

Since this preservation goal came into existence as the result of
some intended action by the planner itself, a geal conflict must exist
between'this goal and the goal from which the other action c¢riginated.
Since a goal <conflict threatens the fulfillment of a goal, the
meta-theme "Achieve As Many Goals As Possible" causes the meta-goal
Resolve—Coal—Conflict(Gl,Pl) to come into existence, where Gl is the
goal of having the newsparer and Pl the goal of preserving the dryness
of the ©Eglanner's clothing. The state of the planning at this point is

diagrammed in the figure Ltelow:



Page 25

META-GOAL(RESOLVE—GOAL-CONFLICT(Gl,Pl))

"AAMGAP" META-THBME/“\INITIATE

G(some parent goail)
I SUBGOAL-OF

Gl (Pianner have newspaper) Pl(Planner's clothes be dry)
PLAN-FOR .“DVDS" theme ] INITIATE

Fetch newspaper ———> (Planner's clothes be wet)
CAUSE /hypothetical

Now a pian for this meta-goal is sought. Since the meta-goal is
treated Jjust 1like an ordinary goal by the planner, normal pians for
resolving the confliict are sought fitsﬁ. One specific stored pian for
this situation is to wear a raincoat while performing the pian for goal
Gl. Suppose the planner proposed this pian, which spawns the sub-goal
of acquiring a raincoat. If a raincoat were readily availabie, then the
pian for resolving the goal conflict succeeds and the pian for Gl can be

executed.

On the other hand, the subgoal of obtaining a raincoat might spawn
a pian that involves going outside. As this is a circular subgoai, the
"Avoid Impossible Goals" initiates a Resolve-Circuiar-Goals(Gl,Sl)
meta-goal, where Sl is the subgoal just created that is identicai to Gl.
A meta-pian appiicabie here 1is Modify-Plan, which tries to choose
another pian that does not spawn subgoal S1. Suppose that this faiis,
and no other canned plan for achieving the Resolve~Goai-Conflict(Gl,Pl)
can be found. Since this is treated just like any ordinary goal, the
pianner might try to create a more novei plan here. For examplie, one

general strategy available for resoiving goali conflicts based on
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invoking a preservation goal is to alter the circumstances that enable
the intended action to haQe its undesirable effect. For example, the
planner might try interposing some object in between himself and the
rain, 1like an o0ld newspaper, or simply wait for the rain to stop. Both
waiting and actively changing a precondition are general strategies

arplied to this particular situation.

Suppose that such rlans are not generated or are rejected for othgr
reasons. Then éﬁe planner has failed to fulfill its
Resolve?Goal-Conflict goal. The existence of an unresolvable goal
conflict 1indicates that some goal is about to fail, and the “"Maximize
the Value of the Goals Achieved" meta-theme activates the
Achieve-the-Most-Valuable-Scenario(G1l,Pl) meta-goal. The plan for this
goal is Simulate-and-Select, that is, invoke the subgoal
Create-Alternative-Scenarios(G1l,Pl), evaluate each one, and then abandon

the goals deemed least important. The situation at this rpoint is as

follows:
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META-GOAL (ACHIEVE-THE-MOST~VALUABLE-SCENARIO(G1,Pl))
PLAN-FOR
SIMULATE-AND-SELECT(G1,Pl)

"MVGA" META-~THEME INITIATE
SUBGCAL-OF

G (CREATE-ALTERNATIVE-SCENARIOS (G1l,Pl))

META—GOAL(RESOLVE—GOAL*CONFLICT(Gl,Pl)) - FAILED

"AAMGAP" META~THEME/‘~INITIATE

G(some parent goai)
[ SUBGOAL~-OF
Gl (Pianner have newspaper) Pl (Planner's ciothes be dry)

] PLAN-FOR "DVDS" theme INITIATE

Fetch newspaper ——> (Planner's clothes be wet)
CAUSE /hypothetical

In this case, Create-Alternative-Scenarios has a reiatively
straightforward task, as there are oniy two scenarios: Abandoning Gl,
or abandoning Pl (Actually, Create-Aliternative-Scenarios is also
empowered with the ability to do goal modification. For example, it
might suggest changing Pl to "Keep clothes as dry as possibie”™, in which
case a suitable plan might be to run out to get the paper. While the
creation of thesé scenarios is of course more compiex, we assume that
they are evaiuated in the manner we now describe for simpler scenarios).
Now the pianner has to make a judgment on the relative vaiue of the
goals 1involived. To make this evaiuation, we assume that the planner is
ablie to attach some sort of context independent value on each of its
goais, say, for exampie, a vaiue between 0 (don't care) and 14 (l1ife or

cdeath). The value of each scenario is defined as the sum of the vaiue
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of its individual goals. If "not getting my best suit wet" is a 5 and
"having the parer"™ a 3, the two scenarios have a relative value of 5 and
3, so Pl is selected over Gl. 1In this case, the planner stays inside

and does without his paper.

Scenarios involving goal modification are handled the same way.
For example, if getting one's clothes just a trifle wet is a 2, then
that scenario is valued as a 7 Isince one ends up with the rpaper as
well), and would be chosen over either of the two more Folarized
versions. I stress the importance of goal modification as a strategy
here, as true goal abandonment seems much rarer than some form of goalr
modification. For example, a planner is much more likely to 1listen to
the news on the radio, wait for the rain to stop, try to get someone
else to bring in the paper, change to 1less valuable clothing, use
something instead of a raincoat, etc., instead of abandoning his goal

altogether.

In the example above, meta-planning allows the problems faced by
the planner to be formulated as goals and then given to the fplanner to
solve in a general fashion. Similarly, suppose we were trying to
understand a story about someone who wanted to bring in the paper in the
rain. After reading this much, a reader could infer that that person
has the preservation goal of not getting his clothing wet. If the
reader then learns that he decided not to go out, for example, the
reader can infer the following explanation for this behavior: The
person must have had a failed Resolve-Goal-Conflict between the two
gcals, and was now trying to fulfill the

Achieve-the-Most-Valuable-Scenario meta-goal. Since the ©planner chose
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“to stay dry and abandoned getting the paper, the former must have been

the goal the plenner valued most. While the Fprocessing 1is gquite
different than in the frlanning example above, the same declarative

meta-knowledge is used in both cases.

3.C THE STRUCTURE CF A PLANNER AND AN UNCERSTANDER BASED ON META-PLANNI

The example above illustrates the use of meta-planning in both
Elanning and understanding. - In this section, a more detailed

description of my view of these processes is given.

3.1 The Understander

The design of a story understander that uses intentional kncwledge
has been given elsewhere (Wilensky 1978). FEAM has since been cempletely
re-implemented, primarily to give it & declarative asscciative data base
and to handle some higher-level story structures described in Wilensky
(1580). A detailed description of this implementation will aprear in a
forthcoming technical report. Thus only the changes implied by the

meta-rlanning aggproach need to be discussed here.

Recall that one of the understander's tasks is to intergpret the
actions of a character in a text as part of some reasonable Flan. This
involves inferring that an acticn is part of a plan for some goal,
inferring that a character has a goal, and accounting for the effects of
goal interactions. These processes are driven by the need to find an
exrlenation for e character's behavior. Thus if an understander learns

that someone picked up a phone book, it might hypothesize that the
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person was going to use it to find someone's phone number in order to

call that person up in order to have a conversation, etc.

To make these inferences, the understander needs to know when goals
arise. For example, if an understander learned that John wanted to eat,
it might infer that he was hungry; if it learned he wanted to marry
Mary, it might infer that he 1loved her or was after her money. In
general, the understander must be able to detect situations that give

rise to goals in order to interpret a character's behavior.

Given that the underétander has the ability to hypothesize a
character's goals, the introduction of meta-planning knowledge gives a
rather straightforward way of dealing with more complicated goal
interactions. The Fproblem here is to interpret a character's behavior
when faced with a number of interacting goals at the same time. For
example, |if we were told that John wanted to go out with his secretary
but was afraid his wife would find out, we could exgplain his calling her
to tell her he had to work late that night as a way of getting around
this conflict. As was mentioned above, this previously required a
separate process to monitor goal interactions and attempts at dealing

with there effects.

Using meta-planning, however, we simply supply the understander
with the description of the situations in which meta-themes cause
meta-gcals to arise, and with knowledge about the meta-plans associated
with each meta-goal. If a goal conflict arises in a story, the
understander will spot it and infer that the character has the meta-goal
of resolving it just as it will infer that a character has the goal of

eating if it learns that that character is hungry. For examgle, going



Page 21

out with one's secretary gives rise to the preservation goal of
Freventing one's spouse from knowing. The meta-theme "Achieve 2s Many
Goals As Possible" recognizes this situation as one leading to the
Resolve-Goal-Conflict meta-goal. Thus this goal can be inferred, and
subsequent actions interpreted as plans to fulfill it. 1In this case,
telling one's wife that one has to work late might be interpreted as a

normal plan for this goal.

Again, the advantage of the meta-planning approach is that nothing
.special is done for these more complicated situations other than to
supply the understander with meta-knowledge in the form of themes, goals
and trlans. Recognizing a complicated situation ané inferring what a
character might do is reduced to the problem of knowing that a theme is
active and what goals it may give rise to. Since a mechanism that does
this is needed to find ordinary explanations, no additional mechanisms

are warranted here.

Note that this is true even for some basic control-related issues.
For example, one problem that often arises in story understanding is
whether to make a "backwards" or a "forwards" inference. For examgle,
an understander often needs to infer that John loves Mary ugon learning
that he wants to marry her; sometimes it needs to hypothesize that he
wants to marry her upon learning that he loves her. 1In one case, a goal
is hypothesized from a theme; in the other, a theme 1is inferred from
the Frresence of a goal. In general, it is difficult to know which
strategy to employ for any given situatior; often, exactly what will
hapgen iIs a function of the number of different things that can be

Fredicted from 2 known fact, the specificity of the knowledge availaktle
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to the system, etc.

Exactly the same situation arises in the use of meta-glanning for
the detection of goal conflicts and other goal interactions: Sometimes
the presence of a goal conflict might only be inferagle from the action
a character takes to resolve it; sometimes it might be predictable from
the presence of two goals. The point here is that we need not commit
ourselves to a particular control strategy for these cases, any more
than we did for making simpler inferences. Since detecting goal
interactions is now done in terms of higher-level meta-goals, the same
criteria that influence the inference Frocess for simpler cases is

arplicable here.

3.2 The Planner

The design of a planner based on meta-planning is now given. This

Flanner is composed of the following major components:
1. The Goal Detector

This mechanism is responsible for determining that the
Planner has a goal. The goal detector has access to the
Planner's likes and dislikes, to the state of the world ané any
changes that may befall it, and to the planner's own internal
pPlanning structures and other internal states. The goal
detector may therefore establish a new goal because of some
change in the environment, because such a goal is instrumental
to another gcal, or in order to resolve a Froblem in a planning

structure it is creating.
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The Plan Generator

The rlan generator proposes plans for the goels already
detected. It may dredge up stereotyred solutions, it may edit
previously known plans to fit the current situation, or it may
create fairly novel solutions. The plans may be applicable to
a2 single goal, or to several of the goals present at once. The
Flan generator 1is alsec responsible for expanding high-level

Plans into their primitive components to allow execution.

The Executor

The executor simply carries out the plan steps as prorosed
by the plan generator. It is responsible for the detection of
errors, although not with their correction. In general, this
might entail establishing a new goal and creating a plan to set

things right.

The only part that is really new here is the goal detector. As we

mentioned above, most planners do not worry about where their goals come

from;

high-level goals are generally handed to the Flanner in the form

of a problem to be solved. However, it is desirable for a robot Froblem

solver to worry about goal detection for 2 number of reasons:

1.

For the froblem solver to be autonomous, it will need to know
when it shoulé go into action. E. g., before it solves the
monkeys and bananas problem, the robot would need to recognize
that it was hungry and that it should try to feed itself. 1If

it were given a set of tasks that included "keegp the nuclear
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reactor from melting down", it would need to know that it
should have the goal of shutting the reactor down when the dial

on the control panel indicates a cooling failure.

An autonomous gplanner would also need to deal with 1its own
preservation. It would therefore need to react to changes in
its environment; for example it would need to know it should
have the goal of getting out of the way of an avalanche. It
should also be capable of knowing when it needs maintenance or
when it should replenish its power supply. Moreover, a real
Planner may have to deal with adversity. For example, a robot
operating a nuclear power plant might need to fend off a
terrorist attempting to sabotage its activities. Cther
planners may interfere with its goals in a humber of ways. The
Foint is that the the robot planner trying to solve the monkeys

and bananas problem may have to contend with another robot also

trying to get the bananas for itself.

Even a non-autonomous planner would need to know when it should
helg. For example, a system designed for man-machine
interaction would need to know when it should take over control
from 1its human operator and when it should relinquish it. It
would need to know which aspects of the problem being worked on
were its responsibility so that it could assist the human in
the appropriate situations without the human explicitly

engaging it.
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4. The glanner needs to know about internally generated goals.
For example, virtually all crroblem solvers detect that they
have a subgoal. 1In addition, they must also know when they
should be trying to resolve a goal conflict, when they should
try to combine their own plans to produce a more efficient one,
and when they should evaluate the relative importance of their
goals. For example, the robot in charge of the nuclear reactor
might have to realize that it had an unresolvable gcal conflict
between "output as much electricity as Fpossible", ‘"keep the
floors <clean" and “"prevent a meltdown", and that it therefore
needs to determine which of these 1is the most important to

achieve.

The goal detector operates through the use of a mechanism called
the Noticer. The Noticer is a.general facility in charge of reccgnizing
that something has occurred that is of interest to some fpart of the
system. The Noticer monitors changes in the external environment and in
the internal states of the system. When it detects the presence of
something that it was previously instructed to monitor, it reports this

occurrence to the source that originally told it to look for that thing.

The Noticer can be thought of as a collection of IF-ACDED demons
whose only action is to report some occurrence to some other mechanism.
In addition, demons usually monitor only insertions into the data base
of a system, while the Noticer may have to monitor external changes, or

the state of a systems process as well.



Page 36

Goals are detected by having themes and meta-themes asserted into
the Noticer with orders to report to the goal detector. When an event
matching the desired specifications §ccurs, the goal detector <c¢an then
assert the existence of some particular goal. For example, suppose the
planner were in possession of the knowledge that a person who 1is aware
that some undesirable circumstance may come about will have the goal of
preventing that circumstance from happening. This knowledge could be

represented as follows:

(INITIATE

1AND
SIAWARE ?ACTCR ?X/HYPOTHETICAL)
tUNDESIRABLE ?2X ?ACTCR))

{GOAL ?ACTCR PREVENT ?2X)))

That 1is, the existence of conditions described in the first clause
causes the condition described in the second to come akout. As usual,
question marks indicate variables. The slash notation 1is used to
express a qualification; it may be thought of as a shorthand for an
additional ISA conjunct. Also, as has been pointed out by McDermott
(1978) and others, the semantics of terms like "hypothetical® is highly
problematic. Here I use it simply to mean that the planner has reasoned
that some circumstance will come into existence at some point in the
future. Similarly, the predicate "undesirable" should simply be read as

"positive", i. e., this is a primitive evaluative judgment.
F
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The first argument in this predication would be handed to the
Noticer. If it were the case that " (UNDESIRABLE DEALC ?ACTCR) ?ACTOR)"
were in the planner's cdata base (i. e., that the planner knew that being
dead was considered undesirable for oneself), and the planner later
learned that (DEAL *EGC*) were imminent, the Noticer would notice that a
condition it was_  told to watch for had been matched, and would regort
this occurrence back to the goal detector. The goal detector then uses
the formula this condition originated from to infer the goal " (PREVENT

(DEAD *EGC*))", i. e., prevent itself from dying.

Note that this formulation would cause the Noticer and goal
detector to infer that someone else would have the goal of preventing
their own death if that person became aware of some danger. This is a
valiéd inference, but of course, not a goal of the planner making it.
There are several ways of handling this. One 1is to restrict the
Fredications by replacing the appropriate references to ?ACTCR with
*EGO* so that the Noticer doesn't "false alarm" to other feople's goals.
Another solution is to let the system make these inferences, and then
have the goal detector examine them to see if it has deduced one of its
own goals. The second solution has the advantage that inferring the
goals of other rlanners is something that wusually needs to be done
anyway for other fpurposes, and allows the same piece of knowledge to be
used for both cases. Probably a mixture of both strategies would be
valid, as it 1is fplausible that people possess some knowledge that is

used to infer one's own goals but not the goals of others.
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When a new goal is detected, it is moved to the front of the "goal
queue." This is the storage structure for currently active goels. If it
was inappropriate to put this goal here, say, becaﬁse some other goal is
clearly more important or urgent, this will cause a meta-theme to create
a re-scheduling meta-goal. This will get pfut on the front of the queue;
we can guarantee that the urgency of such a goal is computed to be at
least the urgency of most urgent goal it is re-scheduling. It will
therefore get acted upon immediately and cause the unimportant goal to

get demoted.

As was just indicated, the goal at the front of the Gqueue is worked
on first. That 1is, it is given to the planner, which tries to reduce
that goal to a "task network" of plans and subgoals that eventually
bottoms out in a set of primitively executable actions. Our planner

consists of three components:
1. Proposer, that suggests plausible Elans to try

2. Simulator, which tests plans by trying to compute what it would

be like to execute them

3. Revisor, which can edit and remove certain parts of a task

network upon request

Proposer begins by suggesting the most specific plan it knows of
that is applicable to the goal. If this plan is rejected or fails,
Proposer will propose successively more general and "creative"
solutions. We will have little to say about this process here, as we

place most of our emphasis on dealing with the interactions between
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fairly standard vplans rather than upon the creation of strikingly

original ones.

Cnce Proposer has suggested a plan, Simulator starts computing what
will happen to the world as the plan is executed. The difficult
problems in conducting a simulation involve reasoning about "cossible
world" type situations which are not amenable to standard temporal logic
(McCarthy and Hayes, 1969). However, we previously finessed this issue
by defining hypothe;ical states in terms of what the planner thinks of
in the course of plan construction. 1In other words, our solution is to
let the system assert the changes that would be made into a hypothetical
data base, in the meantime letting the goal detecter have access to
these states. Thus if the Flan being simulated would result in the
Elanner dying, say, this would constitute a hypothetical wundesiratle

state, which might trigger further goals, etc.

As the éimulator hypothetically carries out the plan, and other
goals and meta-goals are detected by the goal detector, the original
Flan may have to be modified. This is done by explicit «calls to the
Revisor, which knows the plan structure and can make edits or deletions
UFon request. The modified plan structure is simulated again wuntil it
is either found satisfactory or the entire Flan is given up and 2 new

one suggested by Profposer.
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4.0 SCME DETAILS OF META-GOALS AND META-PLANS

In this section some of the more important meta-themes, goals and
pPlans are described in somewhat more detail. Many of these items deal
with interactions between goals. In particular, the following goal

relationships seem to play a significant role:

l. Goal Conflict - An adverse interaction between the goals of a

Elanner.

2. Goal Competition - An adverse interaction between the goals of

different planners.

3. Goal Overlap - A positive interaction between the goals of a

Elanner.

4. Goal Concord - A positive interaction between the goals of

different rlanners.

5. Goal Subsumption - Establishing a state that makes it easier to

fulfill a recurring goal.

Most of these relationships have been described in Wilensky (1978). The
only new one is goal overlap. This relationship is discussed in detail

in the following section.
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4.1 The Value And Cost Cf Goals And Meta-goals

In the discussion of meta-goals that follows, it 1is necessary to
refer to the cost of achieving a goal and the value of that goal to the
Flanner. These issues arise, for example, in trying to decide which of
two conflicting goals should be pursued, or whether a plan for a goal is
worth the resources it consumes. The theory of planning gresented here
does not specify values for ©particular goals, or a particular "goal
calculus" of goal value manipulation. However, it does require that the

value of a goal and the cost of a plan have the following properties:

l. All goals and costs are in principle comparable, although the
result of the comparison need not be definitive. That is, the
Flanner may have to judge whether slighting a friend is worth &
certain amount of money, or whether two apples is worth three
oranges. ‘One way to make such comparisons 1is to assign to
every goal a point or a range on a numerical scale. Goals with
overlapping ranges would constitute difficult decisions,
whereas goals with disjoint ranges should constitute clear

preferences.

2. The cost of using a resource is equivalent to the value of the
preservation goal of keeping that resource. 1I. e., costs and
values are really the same sorts of objects. Thus what we say
about evaluating costs below will generally apply to evaluating

gcals, and visa versa, as a cost is just a negative goal value.
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The value of a set of goals is computable from the values of
its members. For example, linear summation seems to work for
independent goals. That is, the value of two goals is the sum
of their values; the value of a goal given a plan with a
certain cost is that value minus the cost. By indegendent, I
mean that the goals cannot be meréed into a single bigger goal,
although they may interact with each other. For example, the
values of having a car and eating an ice cream cone is the sum
of the value of each goal. But the value of eating five ice
cream cones may be somewhat less than five times the value of

eating one.

Resulting values can be compared as well. That 1is, the
degree to which one set of goals is better than another is the
difference between the sums of the values of the two sets. Ct
course, we do not need to commit ourselves to a particular
theory of how to combine the values of goals here. We need

only assume that it is possible to do so.

The value of high-level goals can be evaluated separately and
independent of context. We must assume that we can assign a
value to a goal (or more precisely, to the state the goal is
aimed at bringing about) just by considering that goal, and
without regard to any costs incurred by a plan for the goal or
to any added benefits one gets from executing such a plan. We
can then assess the net value of a task network by adding
together all the benefits it brings about and subtracting all

its costs.
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Cf course, sometimes assigning a value to a goal will ©Le
difficult; sometimes only a vague indication of value is
possible. For examgle, the value pEpeople wusually attach to
human 1life 1is "very high"; however, this assessment is not
much help in comparing the value with other goals in the high
value range. Difficulties of assigning values is one of the

factors that creates difficulty for goal comparison.

S. Cn the other hand, the value of a sub-goal is computable from
the wvalue of the goels to which it is instrumental. 1In
general, the value is equivalent to the sum of the values of
the dependent goals. These values are not inherent, of course,
as the value of a subgoal may go change if a ©Eplan involving

that goal is altered.

6. The value of a meta-goal is strictly inherited from the values
of the goals it refers to. For example, the meta-goal
Resolve-Goal-Conflict is worth the value of the goals that

would te abandoned if the conflict were not resolved.

Cne conseguence of these assumptions 1s that meta-goals can be
compared with ordinary goals for planning purposes. If the meta-goal
Resolve-Goal~Conflict ends up conflicting with some other goel, then
another Resolve-Goal-Conflict meta-goal may be created whose value is
the minimum of the value of the first Resolve-Goal-Conflict meta-goal

anéd the other goal.
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This situation is actually fairly common and works out rather
nicely. For example, time-based gocal conflicts can often be resolved by
giving up a "background goal", like eating or sleeping. However, this
leads to a second conflict between resolving the first conflict and
satisfying hunger or tiredness. If this conflict cannot be resolved,
the fplanner may have to either abandon resolving its first goal
conflict, or abandon a background goal. He makes this decision simply
by comparing the value of the first Resolve-Goal-Conflict goal, which is
the minimum of the value of its two goals, with the value of the

background goal.

It might at first seem 1like a problem would arise here with
scheduling, as by definition, the value of a Resolve-Goal-Conflict goal
will usually be less than the value of the most valuable of the
conflicting goals. All other things being equal, Resolve-Goal-Conflict
goals would receivé less attention than the more important goal in the
conflict, which would subsequently be attempted before the conflict were
resolved. HoweQer, @ number of things prevent this from haprening. In
general, "Achieve as many goals as possible" motivates the scheduling of
goals, so conflict resolution goais will initially get Fprecedence over
those goals whose conflict they are trying to resolve. Cnly when it
appears that some goal is failing will "Maximize the value of goals
achieved" be useful. 1In other words, Resolve-Conflict goals are treated
like subgoals, in that they are worked on before their parent goals are

looked at again.



o
(¥, ]

Page
4,2 Meta-goal Cetails
4.2.1 Combine-Plans

Most of the meta-knowledge concerning goal overlap falls under gpe
"Don't Waste Resources" meta-theme. The meta-goal given rise to here is
Combine-Plans, which is satisfied when part of the task networks for the
overlapping goals come to be jcined together. Several plans for doing
this were referred to in the preceding section, including Schedule
Common Sukgoals First, Plan Integration, and Plan Piggybacking. The

details of goal overlap are discussed in the next section.

4.2.2 Choose-Least-Costly-Scenario

This meta-goal arises in situations involving multirle glanning
options under the meta-theme of "Don't Waste Resources®. Given a set of
plens for a goal, this meta-goal is achieved when the scenario with the
chearest cost is computed. The Simulate-and-Select meta-plan is useful
here. This works by first computing a number of rlausible scenarios,
and then calling the simulator to determine the state of the world that
would exist for each one. The cost of each scenario can then be
measured from the values of the resources consumed and the states that
exist before and after the fplan is executed. The scenario with minimum
cost can.then be selected. 1In the case c¢f Choose-Least-Costly-Scenario,

the scenarios are generated simply by considering alternative plans.



Page 46
4.2.2 Choose-Most-Valuable~Scenario

Choose-Most-Valuable-Scenario is a similar meta-goal that arises
when the "Maximize the Value of the Goals Achieved" meta-theme is
activated by the existence of an unresolvable goal conflict. Given a
set of goals in unresolvable conflict, the meta-goal is to choose the
subset of them to work on that maximizes the gain to the Elanner. The
Simulate-and-Select meta-plan is applicable here as well. In this case,
the rlan can suggest various goals to abandon and measures the value of

the remaining goals.

In addition, Simulate-and-Select can attempt goal modification as a
way of generating vplausible scenarios. To do this, the plan suggests
various modifications to the some goals that would allow some additional
goals to be achieved. The value of these modified goal scenarios are
'compared along with the ordinary abandonment scenarios to c¢btain a

reasonable choice of action.

As was noted above, goal modification seems to be the case rather
than the exception. Giving. up a goal altogether is unusual. For
example, if there is a conflict between one's career and one's fpersonal
life, the general solution is to sacrifice the degree to which one is
achieved in order to partially fulfill the other, rather than to give

one up entirely.

An alternative way of dealing with goal modification is to say that
the semantics of achieving a goal is really to achieve it to a degree.
The difference between this formulation and the one presented so far is

that it suggests that plans that partially fulfill a goal would be
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prorosed right along with rplans for complete fulfillment; in the
current formulation, these are only suggested by the planner after other
Flans fail. For example, in this formulation, the goal of not getting
wet would be interpreted as getting as little wet as possible, whereas
in the formulation given above, a modified goal has to be created to
allow this possibility. 1In addition, this alternative formulation would
suggest that goals are generally only partially ratherr that totally

fulfilled, which is probably the case.

The problem with thié formulation is that it makes it difficult to
specify gcals that must be achieved exactly. It also is not amenable to
substitution modification rather than degree modification. For examgle,
it might be necessary to substitute "have stool" with "have tall bex" in
some plan. This seems to be more easily accommodated by doing an

explicit substitution than by fudging the semantics of goal fulfillment.

The best wéy of handling this is by forcing partial fulfillment to
be explicitly expressed in a goal specification. For example, rather
than specifying the goal as "not be wet", we can express it as "minimize
the degree of wetness". This makes it possible to have goals that are
variably satisfied, and to suggest partially fulfilling pglans together
with totally fulfilling ones. At the same, we can still have "discrete"
goals simply by specifying them; some of these would still be amenable

to goal modification.

4.2.4 Establish-Subsumption-State
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This goal arises when the planner has a recurring goal that is
either not subsumed, or whose current subsumption state is inadequate
for some reason. For example, if John finds himself needing some tool
repestedly he might decided to buy one so that achieving this goal will
be easier next time the need arises. Establishing a subsumption state
first requires determining what a subsumption state is for the recurring
goal involved, and then embarking on a gplan to achieve this state. This
latter rlan 1is of course totally dependent on the nature of the

subsumption state one must achieve.

4.2.5 Resolve-Goal-Conflict

Resolve-Goal-Conflict is invoked by the "Acﬁieve As Many Goals 2s
Possible" meta-theme, and occurs whenever a goal conflict is present.
Note that by goal conflict, we mean to include situations in which goals
are in coﬁflict through the plans chosen for them, as well as those
cases in which the goals themselves are inimicable. I distinguish
between three cases of goal conflict: Those based on a shortage of
resources, those bases on mutually exclusive states, and those based on

invoking a preservation goal in the course of Flanning for another goal.

Since there are different causes of goal conflict, ranging from bad
scheduling to inherently exclusive goal states, different plans are
arplicable in different situations. In fact, many of the ¢Eglens
applicable to Resolve-Goal-Conflict are "canned" plans that are specific
to conflicts between particular pairs of goals. For examgple, as was
mentioned above, a canned plan for resolving the conflict between going

outside in the rain and getting one's clothes wet is to wear 2 raincoat.
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A standard Frlan for resolving conflicts based on a shortage of time

resources is to abandon a background goal such as eating or sleeping.

Cn a more general level, there are rlans applicable to particular

classes of conflict.

1.

If the conflict is based on a scarcity of some resource, then
Cbtain-More-Resources 1is suitable. This Elan will heve to be
further specified derending on the type of resource causing the
shortage. For example, if the short resource is time, the
Flans for the conflicting goals can often be integrated

together, thus resolving the time shortage.

If the conflict is based on invoking a preservation goal, then
the ;hange-Circumstance rlan is agpplicable. This is a general
strategy for dealing with gpreservation goals in which the
conditions surrounding the action invoking the goal are changed
so that the action no longer causes an undesirable effect. For
example, in the case of going out into the rain, interposing an
object between the rain and oneself will change the
circumstances so being in the rain no longer causes one's
clothing to get wet. One particular variant here is Waiting,
in which case the Flanner does no action in hopes that the

circumstances will change themselves.

The other general strategy for dealing with ©preservation
goals 1is to prevent the event that causes the goal to arise in
the first place. This is not applicable here, however, as the

causing event was presumeé to be instigsted by the planner and
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would therefore affect other of the planner's goals. Instead,
this sort of strategy is accommodated by the more general

conflict resolution plans of Select-New-Plan described below.

3. If the conflict is base on an adverse interaction between
subgoals that have arisen in the course of developing plans for
some goals, then the conflict might be resolvable by

Reschedule-Tasks.

4. Another gquite general plan is Select-New-Plan, which is
arplicable to any goal conflict in which the goal states
themselves are not mutually exclusive. The planner simply
tries to find another plan for one or both of the goals that
avoids the conditions causing the conflict. It should be
pointed out that when this meta-plan is attempted, the old rlan
and conflict should be saved. It may be that the new plan
selected avoids this conflict but has some other desirable
consequences. The planner may then hgve to compare this plan

to previous ones to make a reasonable decision.

4.2.6 Resolve-Circularity

Resolve-Circularity means dealing with 2 subgoal that is identical
to some ancestral goal. This meta-goal originates from the "2void
Impossible Goals" meta-theme, as circular subgoals are ordinarily either
unachievable, or the plan for the subgoal should be di;ectly applicable

to the parent goal. The meta-plans that are applicable here are gcal
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modification and rplan modification: Either change try a new plan that
does not involve the circular subgoal, or modify the goal so that it is

no longer identical to a goal for which it is instrumental.

The latter plan is generally useful when the circular subgoals stem
from the normal plans for their respective goals. For example, suppose
one's goal were to be a flasher, for which the normal Elan 1is 1involves
having a raincoat. Suppose further that the planner doesn'g own one,
and that it's raining outside. If the normal ¢glan Eroposed involves
having a raincoat, it need not be abandoned altogether because of the
circularity. Rather, it can be modified to "have umbrella®”, or ‘“have
old newspaper", neither of which would be appropriate for the superior
goal. The point here is that the two goals serve quite different
functions; it therefore may be GFossible to satisfy one by a

modification that is not applicable to the other.

4.2.7 Resolve-Need

Resolve-Need occurs when a goal that is too difficult arises. It
is almost the same situation as Resolve-Circularity, as the only
meta-plans applicable are plan and goal modification. Bere, their
function is to ascertain why the goal is needed, and if possible, to
come up with @ modified plan that does not involve it or with a modified

goal that does not cause the same groblem.
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4.2.8 Form-alliance

Another tactic that can be tried if a goal is deemed too difficult
is to try to couple up with another Flanner and use the combined
resources to execute a plan that neither could do effectively alone.
The Frlans applicable here are all the ways of encouraging someone to

join in an alliance.

5.0 GOAL OVERLAP

In this section, we discuss the goal relationship of goal overlafp
in some detail. Goal overlap refers to those internal goal interactions
in which the fulfillment of several goals simultaneously is easier than
the combined fulfillment of each goal individually. For examrle,

consider the following stories:

(4) John needed some wood finisher. While he was at the
hardware store, he picked up some sandpacger.

(5) John wanted to get rid of his old car. Then he heard that
Bill was in the market for a 57 Chevy, and would gay
considerably more than the car was worth.

(6) John thought he could use some exercise. He also felt
like he needed some fresh air, so he decided to go
jogging in the park.
In each of these stories, a character has two goals that stand in a
favorable relationship to one another. 1In story (4), John's two gcals
are to get some wood finisher and to get some sandpaper. Both goals are

amenable to the same plan, namely, buying the items. This Flan requires

the planner to be at a place that sells the desired item. Since this
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precondition 1is the same in both cases, the planner can fulfill the

Frecondition once and then execute both plans simultaneously.

Story (5) also refers to two goals, getting rid of an old car and
wanting to rossess money. The second goal must be inferred by the
reader. Once it was been inferred, a single plan can be seen to have
the effect of fulfilling both John's goals. Likewise, in story (6),
John's goals of getting some exercise and of getting some fresh air are
both addressed at no additional cost to one another by virtue of a

common Elan.

The goals in each of the stories above have the following property:
It is easier to fulfill the goals when they are considered together than
when each goal is attended to inderendently from the other. Thus in
story (4), pursuing both goals independently may lead to two trips to
the hardware store, but together, only one trip is required. John might
only get rid of his vehicle and not profit from-it if he refrains from
considering his goal of having money at the same time in story (S). In
story (6), John may have to make two trips, and certainly spend more
time, if he doesn't realize that a single plan is applicable to both his

goals.

A situation in which the pursuit of several goals simultaneously is

more advantageous than their independent pursuit is called goal overlacr.

In story understanding, it is important to recognize overlapgping goals
because this situation strongly influences the plans a character will
choose. For example, suppose John had the goals mentioned in story (4),
but that he made two trips to the hardware store. Since these goals

overlap so as to eliminate the need for two separate trigps, a reader
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would need to infer an explanation for John's behavior. For example,
the reader might conjecture that John is simple minded, or that he isn't
getting along with his wife and is looking for excuses to get out of the
house, that he is procrastinating because he is intimidated by the task
he has to rperform, or that he had a lapse of memory. Ignoring the goal
overlap gives evidence to these theories, and together with other

indications may cause the reader to infer one of them.

Since goal overlap influences the ©process of plan selection, a
planning mechanism must be able to detect overlapping goals in order to
plan effectively in multigoal situations. For example, we would be
unwilling to accept a plan of going to a store twice when only one trip
is necessary, or of giving away an unwanted item when it could be sold,
or of wasting time performing two activities when only one is required.
This would violated the "Don't Waste Resources” meta-theme. A powerful
Plenning mechanism must be able to detect overlapping goals when they .
are present, and of taking this information into account in choosing a

plan of action.

5.1 Kinds Cf Goal Overlap

Goal coverlar may be categorized further into a number of cases.
Each case is characterized by a different kind of structural
relationship between the goals or their plans, and is associated with
its own way of reducing the total expenditure of resources and effort.
First, there is a primary division into two main classes, which reflect
whether the overlap is due to the nature of the goals themselves or to

the plans one might use to achieve these goals.
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Kinds of Goal Cverlag

1. Mutual Inclusion - The goals overlap by virtue of inherent
relationships between the states constituting their

realization.

2. Piggybacking - The goals themselves have no inherent overlag,

but some rlan is applicable to more than one goal at once.

Each category is now further refined:

5.2 Mutual Inclusion

Mutual inclusion means that a planner has the same goal for more
than one reason. Actually, the goals need not be literally identicel,
but may be in one of a number of relationships. Consider the following

examples:

(7) John thought killing animals was morally wrong. He also
thought that eating vegetables made one healthy.

(8) John had to stay home because he expected a visitor. He

also had to stay in his study because he was trying to
write a parger.

These example contain two different kinds goal relatedness,
identity and entailment. For example, in story (7), John has the goal
of eating vegetables for two inderendent reasons. Thus the identical
goal arises twice independently, producing a goal overlap situation.
Alternatively, one goal may be a specific instance of a more genersl

goal. Story (8) is an instance of this case, as being in one's study is
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a special case of being in one's home via logical entailment.

To determine if two goals are identical, they merely need to be
matched against one another. However, determining if one goal state
implies the other requires some specific knowledge. For example, the
fact that "A is inside B implies that A is inside C if B is part of C"
is needed to determine the relatedness of the goals in (8) above
(Obviously, logical entailments could get arbitrarily complex. However,
the everyday situations deelt with here seem to Fequire only the
straightforward application of heuristics such as the one just

mentioned).

Each type of relatedness also has its own Fparticular consequences

for a planner or understander:

l. 1Identity - If the goals are in fact identical, then one simply

follows a plan for the goal.

2. Entailment - If one goal is implied by the other, then the
implying goal is pursued. That is, if John needs to stay home
and stay in his study, he should pursue the goal of staying in

his study.

These heuristics are meant to be useful both to a story
understander, to interpret the behavior of a character, and to a
- planner, to determine its own behavior. For example, an understander
that inferred the presence of mutually inclusive goals would expect the
character with such goals to act in accordance with the heuristic above,

and 1if he did not, would try to find some additional factor to explain
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the character's behavior. Alternatively, a Eglanner who found itself
with such goals would use this heuristic to generate reasonably

efficient behavior.

The further refinements in the category of mutually inclusive goal
overlap come from the way in which the overlarping goals may come about.
Recall that a goal may arise either because it is generéted by a theme,
or bgcause it is instrumental to another goal. Of particular interest
is the case in which the overlapping goals are instrumental to other

goals. This situation 1is <called limited subsumption to emphasis its

relationshig to goal subsumgption.

5.2.1 Limited Subsumption

It is often the case that the establishment of 2 single state |is
required for 8 multiplicity of goals. 1In the case where these goals are
recurring instances of a single goal, the situation 1is termed goal

subsumgtion, and is discussed in length in the last section.

However, it may be that the establishment of a single state |is
instrumental to a set of goals that is of a definite number, unlike the
unlimited recurrences 1involved in goal subsumption. In these
situations, the kind of reasoning that is required of @ planner or cof a
natural language understander is of a very different character. For
example, since the goals themselves may be different anc require
different plans, the situations tend to be more dynamic than goal
subsumption, and therefore require somewhat more elaborate rezsoning.

Thus while this form of goal overlap is behaviorally distinct from
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subsumption, we stress the structural similarities by terming it limited

subsumgtion.

For example, consider the following stories:

(2) John was going to go camping for a week. He went to the
supermarket and bought a week's worth of groceries.

(10) Johnny wanted a toy and a candy bar. He asked his father
for some money.

(11) John had to go to a conference in Pittsburgh. While he
was there, he decided to call up an old girlfriend.

Example (9) is closest to a true case of goal subsumgtion. Here
John anticipates a number of recurring satisfy hunger goals. Since he
one will require that he buy food, and this requires that he be at a
store, he fulfills this common precondition for all of them at once.
This exémple is somewhat different from goal subsumption in that a goal
subsumption state usually satisfies an indefinite number of repetitions
of the same goal, whereas in 1limited subsumption the actual state
brought about is a function of the number of goals anticipated. In this
example, John buys enough groceries to cover one week's worth of hunger

goals.

Johnny's goals in example (10) are a yet more limited form of
subsumption. Here there are only two overlapping goals, both of which
the plenner is attempting to achieve by asking his father for money.
The reader of this story uses this knowledge to infer that Johnny

probably asked his father for enough money for both of his goals.
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Story (ll) is even further removed from a case of goal subsumption
because different plans are involved in each goal, and their interaction
seems accidental, not principled. That is, John had to be in Pittsburgh
in order to attend a conference, and being in Pittsburgh is elso
instrumental to seeing someone who lives there. The two goals overlarp
on this precondition, although the plans of attending a conference and
seeing an old gqirlfriend are themselves not similar. Rather, the

overlear éppears fortuitous, and possibly even novel to some readers.

Limited subsumption occurs, then, in situations in which

1. A character has several (but a definite number of) goals

2. The normal plans for these goals require related preconditions
When limited subsumption occurs, & planner’'s strategy is apt to be the
following:

l. Fulfill the common precondition,

2. Execute one of the plans

3. Execute the remaining plans before taking some action that

undoes the common precondition.

In the case in which one precondition makes it easier to fulfill
another, then the same strategy is followed except that one of the plans
may be suspended momentarily while another is executed, and continued

after the other plan is completed.
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These heuristics are actually somewhat more general than has been
claimed, since they are applicable to cases in which some, but not all
of the overlapping goal states are instrumental to other goals. That
is, a goal stemming directly from a theme may overlap with a goal that
is instrumental to another goal. The same heuristics still aprly. The
general ©principle embodied here 1is that a state should be maintained

until it is no longer instrumental to any unfulfilled goal.

5.3 Piggybacking

Occasionally, a fortuitous situation arises in which the execution
of a single action simulteneously fulfills a number of distinct goals.
The usual form this situation takes is that a single action achieves one
of the goals directly, and the other by what is normally considered a

side effect. For example, consider the following stories:

(12) John had a crack on his wall. He decided ¢to cover it
with his favorite poster.

(13) John decided he should be more physically fit. He was
also something of a masochist, so he decided to take up

jogging.

{14) John wanted to go see the new disaster movie. He also
wanted to see Mary, so he called her up and asked her if
she'd go see the movie with him.

In story (12), John's goals are to put up a poster that he likes to

look at, and to hide a <crack on his wall. Since a side effect of

putting up a poster is to cover the area behind 1it, one plan can be

executed thét accomplishes both goals simultaneously. The goals in
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stcr§ (12) are to get in shape and to experience &a 1little discomfort.
Again, both can be accomplished through the execution of a single plan.
In story (14), one Elan also accomplishes two goals. Here the goals are
a little more egual, however. The plan of going on a date is normally
associated with several goals, including enjoying someone's company and
enjoying some activity. Thus the selection of this plen is a fairly

stereotyped procedure for satisfying several goals at once.

Since a plan that simultaneously fulfills a number of goels Iis
generally a normal ©Eglan for one of these goals and just happens to
fulfill another goal in a particular set of circumstances, we refer to

these relationships as goal pigagybacking. These situations are said to

occur when

l. Cne character has several goals

2. The normal glan for one goal has a consequence that fu

[
"
[
’ -
[
n

the other goals

We include in this definition those cases in which the normal FEplen for

one goal also haprens to be the nermal plan for the others. This is the

case in example (14) above.

When a goal piggybacking situation arises, it is exéected that the
plarner execute that single plan that fulfills both gocals. This may
require the planner to execute this plan in @ particular manner. Fer
examgle, in story (12), the Fplan fpiggybacks both goals only if the
poster is put on the wall over the crack. This requires that the

understander or Flanner rezlize that the goal of covering the crack is a
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specific instance of the state that results as a side effect of GEutting

up the poster. This relationship 1is discussed further in the next

section.

Goal piggybacking is related to goal subsumption in that many
subsumption states address a number of goals at once. For examfple,
social relationships like marriage usuvally subsume social, emotionel,
pragmatic and.financial goals simultaneously. Thus establishing such a
subsumption state is a plan that piggybacks the goals of subsuming all

these needs. A person might marry primarily for love, for example, but

also hope to serve secondary goals involving beauty and wealth as well.

5.3.1 Closeness

Cne special case of piggybacking occurs when the execution of a
rlan for one goal makes it easier to fulfill another goal, rather than
acccmplishes that goal outright. For example, consider the following
stories:

(15) John needed some instant pudding. He decided to ©pick

some up at the supermarket he passed on the way home from
work.

(16) John was shopping for a watch for himself. Then he
noticed that the store was having a fabulous one cent
sale, so he bought a watch as a present for Mary as well.

Both stories (15) and (16) contain pairs of goals that are related

to one another only in how the plans for the goals interact. In story

(15) for example, John has the goal of possessing some instant pudding,

and the goal of being at home. Being at a supermarket is a precondition
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for a plan for the first goeal, and executing a glan for the second
reduces the distance John must travel to achieve this state. Thus Johkn
Flans to execute his shopping plan in the middle of his plan of driving

home as a way to minimize his effort.

In story (16), John's goals are to have 2 watch, and to get a gift
for Mary. Since the purchase of one watch vestly reduces the price of
another, John decides to execute 3 plan to get Mary's gift at this

point, minimizing the cost of that pglan.

A state in which the amount of a resource needed to fulfill a goal
is trivial is said to be "close" to the goal. Thus in stories (1S) and
(16), the execution of one plan brings about a state that is close to a
state involved 1in the fulfillment of &another goal. Being near the
supermarket reduces the cost required to be at the supermarket, and

buying one watch reduces the price of the second watch.

Cetermining whether cne state makes it easier achieve aﬁother
requires heuristic gplenning knowledge specific tec the particulaer states
involved. For example, @ heuristic about 1location states that the
nearer you are to & place, the weasier it 1is to get there. This
heuristic is needed in (15) to understand why stopping off at a store is

a good idea.

Cnce it has been determined that a goal overlag situation based on
closeness exists, the following plan schecduling heuristic agplies. The
Flanner should pursue the first plan until it effects the "close" state,

then suspend that ©plan, pursue the other plan to completion, and then

resume the suspended glan. For exemple, in story (1€), John pursues his
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Plan to get home until he is near the store, then goes to the store and
makes his purchase, and finally, resumes his plan of driving home. In
story (16), the plan for buying the second object needs to be executed

at the point where the glan for the first object is to be executed.

The idea of closeness is important in a number of other Elanning
contexts. For example, 1in dealing with a number of goals at the same
time, one often has to suspend execution of one Flan and ©pursue the
execution of another. Usually, it is undesirable to undo a state that
is a precondition for an active Flan while pursuing another Elan.
However, it 1is usually allowable to undo such a state if the resulting
state is close to the one undene. Thus a glanner who is waiting at a
location to meet someone might cross the street to buy a parer, say,
even though this violates a previously established condition, since the

cost of restoring this state is normally considered to be small.

6.0 APPLICATICNS

We are currently attempting to use meta-planning in two ©programs.
PaAM, a stery understanding system, uses knowledge about goal
interactions to understand stories involving multigle goals. That 1is,
PAM can detect situations like gocal conflict and goal comgpetiticn, and,
realizing that these threaten certain meta-goals, 2AM will interpret a
character's subsequent btehavior as a meta-glan to address the negative
consequences of these interactions. As PAM hes been discusseé at length
elsewhere, and its relation to meta-goals discussed above, we will not

discuss it further here.
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Meta-planning is also being used in the development of a cglanning
program calleé PANDCRA (Plan ANalyzer with Cynamic Crcanization,
Revisién ané Application). PANDCRA is a planning system develored along
the lines described toward the beginning of this paper. FANDCRA is
given a description of 2 situation and determines if it has any goals it
should act ugon. It then creates plans for these goals. FPANLCCRA is
dynamically told about new developments, and changes it Elans
accordingly. PANDCRA's ultimate objective 1is to act both as an
independent planner and as a planning assistant that suggests rglausible

plans to try in complicated situations.

The following is typical of the kind of situational Eglenning
PANDCRA is carable of working on. PANDCRA is presented with a situation
in which it believes it is cooking dinner for itself. PANDCRA then
receives a call from an olé flame, who's c¢cnly in town for 2 short while.
PANCCRA infers ﬁhat it has the goal of meeting with this old friend, ancé
that this goal is in conflict with the original goal of preparing dinner
as they both occupy the same time slot. Realizing that the "Achieve as
Many Goals As Possible" meta-theme 1is activated by th}s situatisn,
PANDCRA infers that it has a Resolve-Conflict goal. It now looks for a
meta-plan fer this goal. Cne such plan currently available to PANCCRA
is Plan Integration. That 1is, PANDORA generates a new plan that

modifies the old one by inviting the friend to join it for dinner.
.
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