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ABSTRACT

The work presented in this report was directed towards
the practical implementation of charge-redistribution
techniques in nonuniform converters used in Pulse-Code-
Modulation (PCM) telephone transmission.

An encoder-decoder converter pair implementing the P255
companding law was comercialiy manufactured using
standard CMOS technology.

The codec (coder-decoder) meets standard telephone

transmission specifications.
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1, INTRODUCTION,

The potential of and need for a totally digital
communications network are well understood and its practical
implementation is under way. Such a digital hierarchy requires
at the first level terminals which convert analo¢ signals
into digital form suitable for transmission and then reconstruct

the digital information into analog form. At the present time

the most common terminal is the so called digital channel
bark ( 4 ). Pulse-Code-Modulation (PCM) and Time-Division-
Multiplex (TDM) techniques are used to convert several voice
channels into binary form and vice-versa. The analog-to-
digital (ADC) and digital-to-analog (DAC) converters are
shared over a number of 24 to 32 voice channels. This type
of digital channel bank configuration is presented in
Figure 1.1,

A channel bank operating with per channel dedicated
ADC °s and DAC “s would eliminate the relatively complicated
analog multi- and demultiplexing and would also greatly
simplify maintenance. Such a system is presented in Figure 1.2,

The main factor determining the choice between these
twe possible architectures is cost. The version containing
cdedicated channcl ccnverters‘becomes economically feasaktle
crly if the ccnverters can be produced at a competitive cost.

T'hercas reclatively inexpensive linear converters have
been avasiiakle for scme time, this has not been the case with
the SPOCialized cenverters used in the digital channel bhanks.

cuch converters known as codec’s (coder~decoder) have
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tc implement nonlirear transfer curves, illustrated in Figure
1.3 ard respectively 1.4, Such transfer curves represent
Fiece-wise lirear approximations of ideally logarithmic
transfer curves. The reasons for such transfer curves have
Leen explained in great detail elsewhere (2,3).

The coder implements a compressing conversion while
the decoder will reconstruct the original signal based on
an expanding transfer characteristic. The overall effect is
ccarser resolution at large analog inputs than at smaller
ones. This corresponds to adequate conversion of voice
sigrals yielding acceptable signal-to-noise ratios (SNR)
over a wide dynamic range. The SNR is defined as the power
ratic between the reconstructed fundamental signal and the
rest of the'harmonics, these harmonics being mainly the

result of quantization errors. The limits for acceptable

- SNR performance are illustrated in Figure 1.5a, The +3dB

signal corresponds to a maximum amplitude equal to the full
scale of the converters (approximately). An other parameter
characterizing the codec is the gain-tracking (GTRCK) defined
as the power ratio between the reconstructed signal and the
-orifinal ore. The acceptable limits are illustrated in Figure
1.5b. Both tests, SNR and GTRCK, are performed with 1kHz
sinuscidal signals scanning tﬁe dynamic range. The sampling
frequency is of 8kiiz corresponding to a maximum input si.rnal
bendwidth of 4kI'z, i.e. typical for voice.

The riecewise Iinea: approximation of the ideal logarithmic

transfer curves is implemented with 8 positive and 8 negative
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btinary weighted secments, each of them being divided into
16 steps. The segments are such that the length of a
segment is double to that of the previous one. The only
exzeption to this rule is the first secment which contairs
15 and 1/2 steps yieldirg a smooth transitior through 0, This
is illustrated in Figure 1.6, The rest of the coder segments
~ontain 1€ equal steps. The last step in the decoder segments
is 1.5 times longer than the previous ones. This is illustrated
in Fiqure 1.7 and is also done for smoothness. Such an
arrangement yields 255 discrete decision levels, whence the
name of the‘convefsion law,‘p255.
The SNR and GTRCK curves presented in Figure- 1.5

correspond to the case of a perfect codec which implements
the piecewise linear approximation of the ideal logarithmic
conversion law., These piecewise linearized transfer curves
could in principle be implemented in any number of ways, with
one of the first attempts ( 4 ) gsiﬁg resistive ladders.

With the introduction of charge-redistribution

techriques (5, 6 ) the realization of economical single
chip codecs has become for the first time realistically
feasable., The suitability of this technique to nonuniform
conversion such as the one recuired in PCM communication
vill be a2nalized sheortly in Chapter 2. An extensive analvsis
can be foﬁnd in (3 ). Chapter 3 is devoted to the practical
circuit design aspects of the capacitor arrays and the
amprlifiers used in the conrverters. Some of the experimental

resnlts not covered in Chapter 3 are included in Chapter 4,
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The conclusions of this work are presented in Chapter 5.

Since the design was extensively based on computer
simulations using XCODEC ( #) the modified version used for the
present work has been reproduced in the Appendix. This is done
with the kind permission of Y. P. Tsividis, the author of
XCODEC. |

It should be mentioned that the present work is a
natural extension of the work done by J. L. McCreary and
Y. P. Tsividis; therefore a complete understanding of the
topics being discussed in this report is possible only after
the understanding of their original effort presented in
(8) and (3 ). With this in mind some of the topics have

been described very briefly with no pretense for completness.

N
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2.1 CHARGE REDISTRIBUTION CONVERSION TECHNIQUES.

The feasability of analog-to-digital converters based
on the use of capacitors instead of resistive ladders and
on charge redistribution techniques has been demonstrated
by the realization of 8 and 10 bit linear converters (6,5 ).

One of the major benefits of this technique lies in
the fact that the MOS capacitors are compatible with a high
yield technology capable of integrating on the same chip
digital as well as analog circuitry. Whereas the application
of MOS/LSI techniques to digital circuitry has become common
practice, its suitability for analog functions has only been
demonstrated more recently ( 9,410,441 ).

The charge-redistribution technique based on ratioed
capacitors (8 ) appears to be particularly well suited for
the implementation of single-channel PCM codecs. The
conversion technique used in this case is very similar to the
one implemented in the original linear converter (4i2) and its
applicability to nonuniform conversion has been demonstrated
in a multichip implementation (4%).

2.2 ENCODING ALGORITHM.

The encoding algorithm can be described on the basis

of Figure 2.1. The conversion is based on the use of two

14

binary weighted capacitor arrays. The segment array, containing

capacitors CX1l to CX128, is used to determine the segments of
the coder transfer curve, whereas the step array, CYl to CY8
and CYT, is used for the generation of the steps within a

segment.

3 K
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2 conversion nroceeds as follows:

First the top plates of the segment array are grounded
ard the bottom blates are connected to the analog input. In
thic way the segement capacitors are charged up with Va' the
analogy input voltage, the polarity being such that the top
plates are at --Va with respect to the bottom plates. The sign
(pclarity) of the input sample is determined by opening the
grcaanding switch at the top of the segment capacitors, and
by grounding the bottom plates. By doing so the voltage at the .

tcp plates goes to:

and the comparator will switch accordingly. The placement of
the ahélog sample within the segments of the transfer curve
is determined by using successive approximation. By throwing
the bottom plates cof capacitors CX1 to CX8 to the appropriate
- Vp (reference voltage), the voltage at the top plates becomes:
2 CX1+CX2+CX4+CX8 15

Veop = Va *t CXTOT R = “Va *255 VR

2
If VtOp > 0, then:

15

Va < 3585'R
which implies that the input sample falls within the lower
4 segments of the transfer curve (with Va and VR assumed

tc be positive for simplicity). During the following step

CX4 and CX8 are thrown back to ground so that:

3 _ .2 | CX4+CX8 . _ _ 3
Veop = Vtop txtoT R = Va * 355~ VR
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and if Vgop is again positive then V_ falls within the
first two segménts of the transfer curve, etc.
At the end of the fourth charge redistribution the
placrment within one of the 8 segments of the transfer cur&e
is known (sign bit + 3 “"segment bits"). The position of the
sample within a segment is determined using the step capacitors.
Thus at the end of the "segment conversion" the

capacitors are thrown such that the polarity of:

4  _ _ CX1l+...CXj
Vioo = Va * T oxtor 'R
i+
can be changed by either adding to V:op the value CgéToé) Ve
. CXj 4
or by subtracting TXTOT VR’ If Vtop is negative then the
placement of the analog sample within the respective segment
. v
. . 4 . CX(J+1) R
is found by adding to V multiples of TXTOT *TEe — ° These

top

multiples are generated with the step capacitor array and

fed through the buffer and the segment capacitor CX(j+l) to
the fop of the segment array. The algorithm is once again
successive approximation. Four charge redistributions are
needed for the placement of the analog sahple within the 16
rossible levels in the segment (yielding 4 "step bits").

Tt is more or less obvious that the matching of the
csegment capacitors has nothing to do with the matching of
the step capacitors. This is probably the most important
advantage of the conversion scheme as far as practical
imrlementation is concerned. One can also observe that the

encoder will be strictly monotonic.
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2.3 PRACTICAL CIRCUIT CONFIGURATIONS.

The block diagrams of a practical encoder and respectively
decoder circuit based on charge redistribution in capacitive
ladders are shown in Figures 2;2 and 2.3. _ Q

The analog-to-digital conversion is performed during
12 éime slots within a frame of IZSPs corresponding to a
sampling frequency of 8kHz. The resulting length of a time
slot is therefore about 10.4ps. 3 time slots are used for
the acquisition of the analog sample, 8 for the charge
redistributions yielding the digital output code and 1 for
loading the output shift register. The time slots are
obtained by internally dividing the incoming 1.544MHz clock.

The digital output word is shifted out at a rate of
1.544Mbit/s corresponding to the use of the circuit as a
single-channel encoder used in a 24 channel digital channel
bank. The operations that have to be performed during one
time slot are: digital control, actual charge redistribution
after switch closure, buffer settling, correct comparator
response and logic interpretation of the response. The time
available in a time slot should be divided accordingly; how
this is done will be described in the next chapter.

The operation of the decoder is rmuch simpler being of
the " one shot" type. The dicital word is first lcaded into
a buffer register. This operation is performed during a SYNC .-
pulse having a duration of about 5.18ps (in the encoder the

digital word is shifted out during a similar SYNC pulse).
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The corresponding analog voltage is then set up by closing

the appropriate switches. This voltage is initially set up at
the top plates of the segment capacitors while the internal
switch of the sample and hold amplifier is still open. The
switch is closed after a short time necessary for charge
redistribution and the analog voltage is presented at the
S/H amplifier output. The sampling switch is kept closed for
about 12.95ps but the amplifier will settle much faster. The
amplifier is then put into hold until the occurence of an
other SYNC pulse. With the timing circuitry that was built in,
the decoder can handle up to 4 channels if "synched" 4 times
during a frame; this corresponds also to a sampling rate of
32kHz. |

The critical circuit elements of the codec pair will be

analized in the hext chapter.
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3.1 THE CAPACITOR ARRAYS.

It has been mentioned earlier that the performance of
a PCM codec is evaluated mainly in terms of signal-to-noise
ratio (SNR) and gain tracking (GTRCK).

Assuming that electrical and dynamic conditions are
satisfied, the only element that will influence the SNR and
GTRCK values is the shape of the transfer curve implemented
by the codec. This shape in turn is determined by capacitor
ratios, the offset voltages and gains of the buffers used in
both the coder and the decoder.

This section is concerned with the requirements
impbsed on capacitor matching - one of the most important
ingredients to the success of the conversion scheme.

3.1.1 The relation between fhe shape of the transfer curves

and capacitor matching.

An important ( and decisive for practicality ) feature
of the conversion scheme is the fact that the capacitors in
the segmentarrays do not have to be matched with the capacitors
in the step arrays; the reason for the validity of this statement
is that the end points of the segments are determined solely
by the capacitors in the segment array and the step length
ratios within a segment are determined solely by the step
array capacitors. Exceptions to this rule are caused by some
nonideal parameters such as buffer offset voltage and buffer
gain. These imperfections will alter the ratio of either the

first or last step to any other step within a segment and
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they will also affect the segment ratio in the decoder. It
may be noted though that these exceptions do not conflict
with the statement about matching, they merely qualify the
interpretation of the segment or step ratios. The relation
between capacitor ratios and the shape of the transfer curves
is illustrated in Figures 3.1 to 3.3 by means of examples;
the L°s refer to the length of the segments or respectively
steps.

For the implementation of thelp255 companding law the
ideal length ratio between consecutive segments is 2. In the
coder the 16 steps within a segment should be equal and in
the decoder the last step in every segment should be 1.5
times longer than any one of the other 15 steps. Deviations
from these ideal values will result in SNR and GTRCK values
that are worse than the theoretical limits attainable with
a perfect codec. A practical codec yielding SNR and GTRCK
values that lie within some range of the ideal values will
be acceptable as long as this range does not.exceed the
margins‘specified by the telecommunication industry.

The question then is: how much deviation from the
ideal capacitor ratios is tollerable before the codec fails
to pass SNR and GTRCK specifications? This question has to
be answered before any attempt is made towards practical
implementation; as a consequence the effect of nonideal
capacitor ratios (as well as that of other nonidealities)
on the SNR and GTRCK performance has to be evaluated via

simulation.
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The tool for such a simulation has been created by
Y. P; Tsividis (#); it is XCODEC - a computer program
for the evaluation of companded PCM codecs and it is based
on a statistical approach to the coding process.

The analysis is static in the sense that a codec is
characterized solely through the dc transfer curves of the
compressing ADC and the expanding DAC. This is in agreement
with the earlier statement that the shape of the transfer
curve alone will determine the SNR and GTRCK performance.

This shape in turn should depend only on static
parameters such as capacitor ratios and amplifier imperfeétions.

The influence of dynamic and electrical factors on the
shape of the transfer curve can be eliminated, or at least
minimized, through proper circuit design and will be treated
later.

The transfer curves used by XCODEC have to be supplied
by the user via appropriate subroutines. XCODEC will then
use these transfer curves to simulate SNR and GTRCK testing
procedures and provide outputs similar to the ones that would
be obtained in an actual practical evaluation of a codec. The
SNR and GTRCK values are compared against the spec limits
and any‘failure is signaled through an appropriate message.

Sample outputs obtained from XCODEC are shown in the.
Appendix.

- Since the relation between the static parameters
(capacitor ratios, offset voltages, etc. ) and the shape of

the transfer curve is straightforward it turns out that



XCODEC can be used to evaluate the influence of any one
imperfection on the performance of the codec. Due to the
complexity of the relation between the transfer curve and
the SNR and GTRCK performance it is difficult to determine
combinations of acceptable maximal imperfections. On the
other hand it is easy to keep all but one of the parameters
ideal and then find the maximum acceptable deviation for
that single parameter. The collection of these individual
parameter deviations can then be used as a guide for the
construction of a set of possible multiple parameter
deviations; in this way one can evaluate the sensitivity
of the codec to more than one imperfection.

The iteration process used to find the maximum
acceptable single parameter deviation can be incorporated
into XCODEC as a semiautomated search routine. Such a
routine is described in the appendix containing the XCODEC
users manual.

3.1.2 Maximal individual capacitor deviations from ideal

values.

Since the absolute magnitude of the capacitance is
irrelevant from a matching point of view (not in practice)
one can describe the capacitor arrays by means of
normalized capacitors. In this context the ideal values of
the capacitors would be:

- in the coder and decoder  segment arrays:

29

CX1=1/255; CX2=2/255; CX4=4/255; CX8=8/255; CX16=16/255;

CX32=32/255; CX64=6L4/255; CX128=128/255;
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CXTOT=CX1+CX2+...+CX128=1

CXP (parasitic) = 0% of CXTOT = 0%

- in the coder step array

CY1l=1/16; CY2=2/16; CYu=4/16; CY8=8/16;
CYTM (terminal) =1/16
CYTOT=CY1+CY2+,,.,+CYTM=1

CYP=0% of CYTOT = 0%

- in the decoder step array

CYHS (halfstep) = 1/33; CY1=2/33; CY2=4/33; CYu=8/33;
CY8=16/33;

CYTOT=CYHS+CY1l+..,+CYTM=1

CYP=0% of CYTOT 0%

Deviations of the capacitors from their ideal values
will alter the individual capacitors but will not affect the
total normalized capacitance of an arréy. This definition
reflects the fact that an array acts as é divider in which
the only relevant thing is the ratio between the capacitance
of the individual components and the total capacitance of
the array. Therefore no matter how distorted the individual
members of the array are in absolute value, their sum can
still be consideréd as equal to 1; the distortions merely
act on the redistribution of the individual ratios.

Mathematically these statements are expressed as
follows:

- in the coder and decoder segment arrays

CX1(1+dCX1)+CX2(1+dCX2)+.,..+CX128(1+dCX128)=1

where CX1l, CX2, etc. are the ideal values of the components
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and dCX1l, dCX2, etc. are the deviations of those components
from their ideal values. It follows that:

CX1l x dCX1l + CX2 x dCX2 + ... + CX128 x dCX128 = 0
or: dCX1l + 24CX2 + ... + 128d4Cx128 = 0

- in the coder ste@ array:

CY1l (1+4CYl) + CY2(1+44CY2) + ... + CYTM(1+dCYTM) = 1
or: CYl x dCY1l + CY2 x dC¥2 + ... + CYTM x dACYTM = 0
or: dcyl + 24Cy2 + ... + dCYTM = 0

- in the decoder step array:

CYHS (1+dCYHS) + CY1(1+4CYl) + ... + CYTM(1+dCYTM) =1
or: CYHS x dCYHS + CY1l x 4CY¥1 + ... + CYTM x 4dCYTM = 0
or: dCYHS + 2d4CYl + ... + 2dCYTM = 0

As a result of these bounding relations if one capacitor
deviates from its ideal value then at least one other capacitor
will deviate in the opposite sens in order to maintain: the
balance. In the case of individual parameter deviations
only one of the capacitors will be "deliberately" altered.

Thus for example if 4CX1 = 1% then:

dCX2 = 4CX4 = ... = dCX128 = -(1%)/254 = -0.004%

In other words CX2, CX4,‘etc. up to CX}28 are matched
among themselves but are not matched with CX1l. Therefore the
individualvparameter deviation analysis will show how far one
single capacitor can be out of line before the codec fails
to pass SNR and GTRCK specs. The results of such tests

performed for all the capacitors in all the arrays are shaown

in TABLES 3.1 to 3.4. The other factors influencing the shape

of the transfer curve have been considered ideal.



Maximal individual positive deviations of coder

capacitors using a perfect decoder (%).

dCX1 |[dCX2 |dCX4 |dCX8 |dCX16 [dCX32 |dCXeu |dCX128
3.38}{- 0.01}- 0.01}- 0.01|- 0.01{- 0.01|- 0.01|- 0.01
- 0.06fy 7.99/- 0.06/- 0.06|- 0.06|- 0.06|- 0.06({~ 0.06
- 0.19|- 0.19f 11.63}- 0.19(- 0.19|- 0.19|- 0.19|- 0.19
- 0.43|- 0.43[- 0.43] 13.36|- 0.43|- 0.43]|- 0.43|- 0.u3
- 1.19|- 1.19|- 1.19f{- 1.19} 17.81}- 1.19]- 1.19(- 1.19
- 2.65(- 2.65(- 2.65/- 2.65{- 2.65] 18.u4)- 2.65|- 2.65
- 3.71|- 3.71|- 3.71|- 3.71|- 3.71|- 3.71] 11.06|- 3.71
-11.15(-11.15{-11.15|-11.15|-11.15{-11.15|-11.15] 11.06

dCYl |dCY2 |dCYu |dCY8 | 4ACYTM |[CYP

65.6|- 4. uf- 4.4} u,u4| - u,u| o0

- 4.7} 33.1}- 4.7|- 4.7 v.71 o

- 5.7|- 5.7} 17.2]- 5.7 5.7 ©

- 7.7|=- 7.7~ 7.7} 7.7 7.7 ©

-12.9|-12.9/-12.9]-12.9} 206.3| o©

0 0 0 0 0 15.9

TABLE 3.1
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Maximal individual negative deviations of coder

capacitors using a perfect decoder (%).

dCX1

dCX2 |dCXu4 |dCX8 |dCX16 |dCX32 |dCX64 |dcx12s
-13.28] o0.05| o0.05| 0.05| 0.05| 0.05| 0.05| O0.05
0.08{-10.63] 0.08 o0.08| 0.08| o0.08| O0.08| 0.08
0.19{ ©0.19{-12.19] 0.19| 0.19| 0.19| 0.19]| 0.19
O.4u4{ o.uul o0.u4|-13.59] o.uu| O.uu4| O.44| O.uu
1.07] 1.07 1.07| 1.07}-15.94] 1.07| 1.07| 1.07
1.70| 1.70| 1.70| 1.70| 1.70|-11.88] 1.70| 1.70
2.07| 2.07 2.07| 2.07| 2.07| 2.07]- 6.19] 2.07
13.0u4| 13.04| 13.04| 13.04| 13.04| 13.04| 13.04|-12.9%

dcyl |dcy2 |dcyw |dcys |d4CYTM

-66.0) uw.u| uw.u|l w.u| u,u

5.4]-37.5] 5.4| 5.4 5.4

5.1 5.1}-15.3}] 5.1] 5.1

9.4 9.4| 9.ul- 9.ul 9.y

4.5 4.5 4.5 u.5}-71.9

TABLE 3.2
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Maximal individual positive deviations of decoder

capacitors using a perfect coder (%).

dCX1 |dCX2 |dCXu |dCX8 |dCX16 |dCX32 |dCX64 [dCX128
i4.69|- 0.06[/- 0.06|- 0.06|- 0.06|- 0.06(- 0.06|- 0.06
- 0.09} 11.72]- 0.09|- 0.09|- 0.09|- 0.09|{- 0.09|- 0.09
- 0.21|- 0.212{ 13.31|- 0.21{- 0.21|- 0.21}- 0.21|- 0.21
- 0.49)~- 0.49|~ 0.49] 15.23|- 0.49|- 0.49[- 0.49|- 0.49
- 1.17|- 1.17/- 1.17|- 1.17] 17.50]- 1.17|- 1.17|- 1.17
- 2.24|- 2,24 - 2.2u|- 2.241- 2,24} 15.63|- 2.24|- 2.24
- 2.64)- 2.64| - 2.64{- 2.64]|- 2.64|~- 2.64] 7.88|- 2.64
-11.34]-11.34| -11.34]-11,34|-11.34}-11.34]-11.34] 11.25

dCYHS |dCYl [dCY2 |dcyu [dcys |dCYTM |cCyYP

187.5|- 5.9(- 5.9|- 5.9|- 5.9|- 5.9 0

- u.4] 67.8]- .4 b.uf- u,ul- u.u 0

- u4.1|- u.1f 30.0}- 4.1{- u.1|- u.1 0

- 5.7|- 5.7|- 5.7] 17.8]|- 5.7|- 5.7 0

- 7.4|- 7.4|- 7.4(- 7.4] 7.9)- 7.4 0

- 5.7|- 5.7|- 5.7|- 5.7|- 5.7] 89.1 0

0 0 0 0 0 0 6.1

TABLE 3.3

34



Maximal individual negative deviations of decoder

capacitors using a perfect coder (%).

dcX1l |dcx2 |dcxu |dcX8 [dCX16 |dCX32 |dCXéu |dCX128
- 4.53] o0.02| o0.02| o0.02| 0.02{ 0.02f 0.02| 0.02
o.06|- 7.03| o0.06| o0.06| 0.06{ 0.06| 0.06[( 0.06
0.18/ o0.18}-11.us| o0.18f o0.18{ 0.18{ 0.18] 0.18
o.u4| o.uu| o0.uu4}-13.59] o.uuj O.u4| O.uu4| O.ub
1.13| 1.13| 1.13| 1.13}-16.88] 1.13| 1.13| 1.13
2.51f 2.s1| 2.51] 2.51| 2.51]-17.50] 2.51} 2.51
3.u6| 3.u6| 3.u6| 3.u6| 3.46| 3.46]-10.31] 3.46
.17 1s.17] 1w.17) 1w.17| 1u.17| 1u.17( 14.17]-14.06

dCYHS |dCY1l |dCY2 |dCyu |dCcYs8 |dCYTM

-100.0} 3.1| 3.1 3.1| 3.1| 3.1

3.7(-57.0] 3.7| 3.7| 3.7| 3.7

4,21 u4.2]-30.6) 4.2| 4.2 4.2

s.ul 5,4| 5.4l-16.9] 5.4| 5.4

o.ul" 9.uf 9.4l 9.u]- 9.9 9.u

6.5/ 6.5| 6.5/ 6.5| 6.5|-100.0

TABLE 3.4
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3.1.3 Combinations of capacitor nonidealities.

Once the maxiﬁal individual capacitor deviations
are known one can use these as a guide and check the
nerformance of the codec in the presence of more than one
nonideality. The results of such tests are shown in Figures
3.4 to 3.6; they.correspond to the codec descriptions given
in TABLE 3.5. The amplifier nonidealities used for these
evaluations are comparable to practically realizable values.
Parameters that have no influence on the SNR and GTRCK
performance of the codec have been kept ideal.Such parameters
are the parasitic capacitance in the segment arrays of both
the coder and decoder; the offset and gain of the output
buffer in the decoder and the gain of the amplifiers associated
with the step arrays. This last parameter can in fact influence
the performance of the codec but the practical gain of such
a buffer is sufficiently close to unity and therefore it can
be considered perfect for the purpose of the present analysis.
The capacitor deviations listed in TABLE 3.5 were
chosen in a manner that yields a "wavy" overall codec
transfer curve such that the decoder nonidealities
acentuate the coder imperfections.
The results of this multiple deviation analysis are
somewhat puzzling in as far as the mismatch between CX1l and at
least half of the capacitors in each segment array is larger

in TABLE 3.5 than in TABLE 3.1 and respectively 3.4.



Coder

nonidealities (a) (b) (ec)
dCX1 1.00% 2.00% 3.00%
dCX2 ~1.00% -2.00% -3.00%
dCXu 1.00% 2.00% 3.00%
dCXs8 ~-1.00% -2.00% -3.00%
dC¥X16 1.00% 2.00% 3.00%
dCX32 -1.00% -2.00% ~-3.00%
dCXeuy 1.00% 2.00% 3.00%
dCX128 -0.34% -0.67% ~-1.01%
dCY1l 5.00% 5.00% 5.00%
dCY2 -5.00% -5.00% -5.00%
dcyu ' 5.00% 5.00% 5.00%
dcCys -1.25% -1.25% -1,.25%
dCYTM -5.00% -5.00% -5.00%
CYP 2.00% 2.00% 2.00%
VOSC (% of VR) -0.10% -0.10% -0.10%
VOSA (% 0f VR) 1.00% 1.00% 1.00%
Decoder

nonidealities

dCX1 -1.00% -2.00% -3.00%
dC¥x2 1.00% 2.00% 3.00%
dCXu -1.00% . =2,00% ~3.00%
dCXs8 1.00% 2.00% 3.00%
dCX1s6 -1.00% -2,00% -3.00%
dCX32 1.00% 2.00% 3.00%
dcXeu -1.00% -2.00% -3.00%
dCX128 0.3u4% 0.67% 1.01%
dCY1l -5.00% -5.00% -5.00%
dCy?2 5.00% 5.00% 5.00%
dacyu -5.00% -5.00% -5.00%
dCYHS -5.00% -5.00% -5.00%
dCYTM . 5.00% 5.00% 5.00%
dcCy¥s 1.56% 1.56% 1.56%
CYP 1.00% 1.00% 1.00%
VOSAY (% of VR) ~-1.00% -1.00% -1.00%

Codec nonidealities corresponding to SNR and GTRCK
curves shown in Figures 3.4 to 3.6.

TABLE 3.5
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3.1.4 Practical methods for the implementation of matched

MOS capacitors.

The methods for building matched MOS capacitors in
integrated circuits have been described by J. L. McCreary
(8 ). They will be repeated here for the sake of completeness.

The classical MOS capacitor structure is illustrated
in its crudest form in Figure 3.7a and the electrical
behavior of this device is described in Figures 3.7b and
3.8. The MOS structure has been the object of innumerable
investigations reported in a comparable number of papers;
therefore it is believed that the two figures mentioned
before do suffice for the purpose of the present discussion
without further elaboration. References (14) and (15) can
be used for a more complete description.

From Figure 3.7b it is apparent that for a given
process the ratio of two capacitors is equal to the ratio
of the areas defining those two capacitors. The qualifier
"for a given process" implies that the permittivity of
the insulator, &ox’ and the insulator thickness, dox' are
constant across the capacitor array. Therefore the only
parameter under the control of the circuit designer is the
area of the capacitors. The following matching rules (8)
apply for the case of capacitor matching through area
ratioing.

l. If the capacitance ratio of two capacitors is m/n,

where m and n are integers, then the two capacitors should
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be built out of units such that the ratio between the

number of units will be equal to m/n. This idea is

illustrated in figure 3.9a. Such an implementation will

yield area ratios insensitive to the absolute value of

the unit dimensions. This is in contrast to thevcase
illustrated in Figure 3.9b; here the linear dimensions

of the two capacitors are modified by the same amount in
absolute value. The net result of this effect is the fact

that the area ratio is a function of u, the "edge uncertainty".

In practice the different sized patterns defining
the two areas may exhibit different "u"'s due to different
etching conditions. Therefore it would be difficult and
certainly impractical to base a design on the approach
illustrated in Figure 3.9b.

2. The layout of the capacitors should be such that
every single pattern defining the area will "see" the same
surroundings. This is illustrated in Figure 3.10 for the
case when the area is defined by the metal plate (8 ). In
such a layout every capacifor will present the same etching
front and the resulting linear dimensions are likely to be
indeed the same for all the units.

3. The capacitor layout should be insensitive to
reasonable mask misalignment. The solution proposed in ( 8 )
is illustrated in the same Figure 3.10. In this implementation
the top metal plate is allowed to shift on top of the thin
oxide area. The capacitance will remain constant as long as

the metal plate remains inside the thin oxide area.It can



dJ d
r———h
d d
Aby=y%g? A8=8%d2
A8/A4 = 2 (independent of d)
(a)
du N D8
r———--1 F-" """ - T~ 1
| ' u | !
au : _4 Pl —) r—- : das
LB_L_J | RS b IR 2 | ’
i T
A4=(dl-u)? A8=(D8-u)*(d8-u)
du=ds8 A8/A4 = (D8-u)/(d4-u) = f(u)

[ 1]

(b)

Capacitor ratioing methods.

Figure 3.9

45



46

| 3 3 — Thin

J/’/, oxide

4 — —— - -—l-—- _—
| 1

|
! L~
| IR I, O B \:J ‘\g\\
A

Interconnect

] N—

Metal

- AN

Thin oxide

MOS capacitor.
(defined mainly by metal plate)

Figure 3.10



be seen that the contribution to the capacitance resulting
from the interconnecting metal "stubs" is also constant
as a conséquence of the symmetrical layout.

4. If the matching of the capacitors is extremely
critical then in order to eliminate the effect of long
range oxide gradients the capacitors should be laid out in
a centroid pattern. This idea is illustrated in (8 ).

3.1.5_Capacitor structure and layout for the PCM codec.

All the rules mentioned before, with the exception
of rule No. 4, have been used in the course of the work
being described here. Since the ultimate goal was to build
a commercial product some of the detail choices made in (8 )
have been modified to suit the present case.

Rule No. 1 has been used to the fullest extent by

building all the capacitors as multiples of the smallest

capacitor in the particular array. Such a decision is
justified from a yield point of view since it completely
eliminates the influence of run to run variations in

etching rates. This is particularly important in the PCM

‘application since the allowable tolerance for the smallest

capacitor in the segment arrays is much tighter than in
the case of a linear converter - about 4% (PCM) compared
to 50% (linear).

Application of rule No. 2 is a natural fallout from
the extensive use of rule No. 1 since the capacitors can be

arranged in a very regular array. As opposed to (8 ) it was
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decided to determine the value of the capacitance mainly
through the area of the insulator, i.e. the thin oxide.

The resulting capacitor structure is illustrated in
Figure 3.11. There are several reasons for making this
choice and they will be examined in the following lines.

The value of a capacitor defined mainly by the metal
plate, as the one shown in Figure 3.10, is more sensitive to
irregularities in the metal edge than the value of a
capacitor defined mainly by the thin oxide area, Figure 3.11.

This is so because the thin oxide amplifies the
effect of irregularities in the "metal capacitor" whereas
this effect is attenuated by the thick oxide in the "oxide
capacitor". The edge that is important for the"oxide capacitor"
is the edge of the thin oxide region; this edge is the result
of an etching process of much longer duration than the
one used for metal and therefore less likely to be "jagged".

A comparison between the masking steps used to define
the metal edge in both the "metal" and the "oxide" versions,
Figure 3.12 and respectively 3.13, illustrates the fact
that in the second version the adherence between mask and
wafer is better so that the definition of the pattern image
is likely to be superior in the "oxide capacitor" case. The
critical edge in this implementation, the thin oxide edge,
is defined by a similar "nongap" .masking step. An other
argument in favor of the thin oxide defined capacitor is

the fact that in the metal-defined capacitor the critical
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edge is etched inside a "groove" and this may cause local
etchant concentration variations which accentuate the | T
jaggedness. This situation is illustrated dramatically in
Figure 3.14. The structure shown in this figure exagerates
the effect mentioned before but it nevertheless illustrates
the point. It is also apparent that the thin oxide edge is
much smoother than the metal edge inside the groove; so is
the metal edge on top of the thick oxide.
One final argument against the metal defined capacitor
is that from a reliability point of view it is undesirable
to leave portions of thin oxide uncovered with metal. This
is particularly troublesome when the circuit is packaged
in plastic. Obviously such a reason becomes important only
at the production level.
The insensitivity to misalignment; rule No. 3, is
realized in the insulator defined capacitor by ensuring that
the metal plate covers the thin oxide area. The interconnect
capacitance'is fixed in a similar manner as in the metal
defined capacitor; it is smaller in absolute value though,
an advantage that comes "free'. |
The centroid layout aimed at reducing the effect of
long range oxide gradients is not very attractive from an
interconnect point of view. Fortunately the mismatches
traceable to long range oxide gradients are negligible in .
the case of the PCM codec, as will be shown later.As a

result the layout was not done in a centroid manner.
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3.1.6 The absolute dimensions of the unit capacitors.

After deciding on the type of structure to be used
for the capacitors one has to choose the absolute
dimensions of the unit.

Consider two capacitors of "identical" size that
have to be matched within € and for the time being let
us assume that the only variables are the linear dimensions.

The vehicle for this analysis is defined in Figure
3.15, where the inside squares define the thin oxide areas
and the outside squares represent the top metal plates. If
the matching of any two distinct units can be maintained
within € then the ratio of any two capacitors built out
of such units will deviate from its ideal value by at most
€. The relation between this error and the relative
mismatches of the linear dimensions is straightforward and
is illustrated in Figures 3.16 to 3.19. It was assumed that
the oxide is ten times thicker ﬁnder the metal lip than in
the center of the structure. In order to obtain numerical
results one has to assign a value to r, the ratio between
the nominal lateral dimensions of the two squares. In the
course of the design this would be done in an iterative
manner but for the purpose of illustration we can use
r = 1.3 which corresponds to the final choices made for
the lateral dimensions. The sensitivity of the matching
error to y, the relative deviation in the metal edge

dimension decreases as r approaches 1. In spite of the
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relatively large value chosen for r one can see that y
has much less influence on the matching error than x.

The finite A's are the result of several imperfections.

From measurements made on working plate patterns it
was found that Aox (or at least the contribution to it) can
be of about .luﬁ, this being the difference between the
latéral dimensions of otherwise "straightedged" squares.

A similar value of Am is obviously much less
troublesome. The main contribution to Am results from the
jaggedness of the etched edge. This is illustrated in an
exagerated manner in Figure 3.20. Such jaggedness could
probably be described by a more or less complicated random
function but eventually some of the parameters entering
this description would have to be measured experimentally.

One parameter of the "jaggedness" that can be easily
measuréd without having to resort to special test structures
is the maximum difference between the '"peaks" and "valleys"
occuring along the edge. This has been denoted as j in.
Figure 3.20. It is reasonable to expect that j is much
larger than the A of the same figure; therefore an estimate.
like A = j/2 appears to be safely conservative. From
measurements made on reasonably well behaved metal edges
it was found that j is of about .6um. It has been argued
earlier that the quality of the thin oxide edge is likely
to be superior to the quality of the metal edge (see also
Figure 3.14). Therefore if we estimate Aox as being of the

same magnitude with the "metal A", i.e. about .3um, we
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run a good chance of obtaining a superconservative Aox.

The sum of the A contributions from mask differences
and from jaggedness would then be about .4um. From Figure
3.21 it follows that in order to meet the 1% matching
condifion of Figure 3.19 one would have to choose Lox >65um,
which yields x < .6%. In view of all the conservative
assumptions made so far one may expect that a value of
Lox = 50um will be adequate. Such reasoning as the one
just presented is likely to lead to oversized capacitors
but as long as the final array size is within practical
limits one may argue that it is worth building in the
additional safety margin. This safety margin will then
allow other parameters to deviate more than in the case
of a critically dimensioned capacitor array. The final
choice of capacitor dimensions is shown in Figure 3.22;
these dimensions yield a unit of about .85pF. A sufficiently
wide metal lip ensures insensitivity to misalignment; this
overlap was in fact exagerated so that the sizes of the
squares would permit an easy conversion to the exide
defined capacitor if there were a desire for doing so.

The final layout for the segment array is shown in
Figure 3.23. One may notice the "gaps" in the bottom
diffusion plates of the capacitors; these gaps ensure
the matching of the interconnect contributions. As a
result one may safely claim that the capacitors are

matched within fringing field effects.
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3.1.7 The influence of long range oxide gradients on

capacitor matching.

After the absolute value of the unit capacitor and
the layout of these units in the array are known one can
evaluate the sensitivity of the noncentroid layout to
long range oxide gradients. The two most likely cases
are illustrated in Figure'3.24. The center to center
spacing between two adjacent capacitors is 3.3 mils;
assuming a gradient of 100ppm/mil one can easily compute
the resulting mismatches. These results are listed in
TABLE 3.6. By comparing these deviations with the results
obtained from XCODEC simulations one must conc¢lude that
long range oxide gradients have no effect on the capacitor
matching. Theréfore the penélty for not using a centroid
layout appears to be negligible.

3.1.8 Electrical properties of the MOS capacitors.

In a CMOS process there dre three choices of bottom
plates for an MOS capacitor , n+, p+, of p'; A fourth
choice the n~ substrate is in general impractical because
of its permanent connection to the positive supply. The
fact that the capacitance of the MOS structure is voltage
dependent has been already mentioned by means of Figures
3.7 and 3.8. Since it was decided to try to maintain the
matching of the capacitors within 1% it turns out that
the type of boftom plate to be used has to be capable of
such a performance. This means that the capacitance variation

traceable to voltage dependence has to be small enough.

IY'
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dCX1
dCX2
dCXu
dCX8
dCX16
dCX32
dCxey
dCXx128

Horizontal
gradient

*0.25%
£0.23%
£0.20%
1p.13%
4y
to
)
¥0.02%
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Vertical
gradient

*0.02%
*0.08%
¥0.15%
$0.21%
*0.05%
*0.10%
£0.07%
¥0.05%

~ Capacitance deviations in the segment

array as a result of long range oxide-

- gradient.

TABLE 3.6



A good indicator of the voltage dependance of an MOS

capacitor is the capacitance at the flat-band voltage.

. E"ox
CF =
E kT &
a_ o+ 2% s
ox E;s CB a
where: eox is the permittivity of the insulator
&s is the permitivitty of silicon

CB is the doping concentration of the bottom
plate diffusion
dOX is the insulator thickness

kT _ - 25.9 mv at 300°K

q

The MOS capacitance reaches the maximum value when
there is an accumulation of carriers in the bottom plate.

This maximum value is:

The relative deviation of the MOS capacitance from

the maximum value is:

C
max

he AC
max

The dependence of ACFB on bottom plate dopihg is

69
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liste& in TABLE 3.7 for an oxide thickness of 10008.

TABLE 3.7 describes the small signal behavior of the
capacitors whereas in the charge redistribution scheme the
relevant description is the large signal capacitance. Since the -,
latter is an integral of the former it turns out that the large
signal caéacitance will exhibit less voltage dependence due
to the averaging process. Still the order of magnitude of the
percentage deviations from the maximum value will be
comparable so that the numbers listed in TABLE 3.7 can be
used as an indication of the "quality" of a given bottom plate.

In the standard process used for the implementation
of the PCM converters the three possible bottom plates

yield the following values:

p with CB = (3-4)x10 cm ACFB > 4.14%
+ . - (e_ 17 -3

p with CB = (5-9)x10 cm ACFB > 1.35%
+ . o 20 -3

n with CB € 10 cm ACFB < .43%

From a matching point of view it appears that the
only acceptable choice is the n* diffusion as long as one
tries to maintain the matching within the 1% limit mentioned
earlier. The~n+.bottom plates do also present reduced
resistance thus simplifying the interconnection of the unié

dapacitors'and hence the layout. ‘ .
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‘s ACpp Ven VEB
(cm™3) (%) (V)
1014 57.72 .522
10%> 30.16 .803
1016 12.01 1.481
1w0!? 4.14 3.503
1018 1.35 10.033
10%° .43°  31.600°
1020 .14 103.076°

Values marked with ° have been "forced"

by an extension of Fermi-Dirac statistics;
at such do?ing levels the semiconductor ‘is
degenerate and the statistics governing the

behavior of the carriers are different.

TABLE 3.7
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3.1.9 Experimental results.,

The capacitors were built according to the design
decisions presented up to this point.

The Scarning FElectron Microscope (SEM) pictures of the
unit capacitor are presented in Figures 3.El1 to 3;F5.

Figure 3.E1 represents a top view of the unit capacitor
and one can see that the "inside edge", defined by the thin
oxide, is indeed smoother than the "outside edge", defined by
the metal. This feature can be observed at a magnified scale
in Figure 3.E2 which represents a view of the capacitor
corner. The straightness of the oxide edge is illustrated in
Figure 3,E3 and in Figure 3.E4, both representing close up
views of the "inside edge". In contrast to this smooth edge,
the "outside edge", presented in Figure 3.E5, is more "jagged".

Figure 3,E6 represents a top view of a few capacitors in
the segment array.

Due to the small absolute value of the capacitances it
is not practical to directly measure the capacitance for the
rurnose of matching evaluation. Métching can nevertheless be
measured indirectly by measuring the "voltage length" of the
secments or steps in the transfer curve. Results obtained
frem such measurements are presented in TABLE 3.El. The
sesment start is defined as the voltage at which the output
coce (at the cutprut of the coder) changes by 1 bit. This
mezsurement (does also yvield the comparator offset voltage,
which in this particular case was of about €mV, Thus it

appecrs that the capacitor matchirng is within the desired
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limits. Since the cseqment capacitor matching is close to
perfect one can assume that the same holds for the step

array capacitors. Based on this observation one car estimate
the buffer'offset voltage and the parasitic capacitance in the
step array by measuring the steps. The results of such an
experiment are presented in TARLE 3.E2. By repeating this

type of measurement on a statistical basis, one can reduce
the parasitic capacitance in the step array by trimming the

terminator and thus improve the performance even more.



Top SEM view of the unit capacitor.

Figure 3.El

74

-



e o —————

&.m‘-wm"w?’.“u% v-,vwr'wt-‘nmv Hpraas e o i

SEM view illustrating the relative smoothness

of thin oxide and respectively metal defined
edges.

Figure 3.E2
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SEM view illustrating the inside edge

of the

MOS capacitor.

Figure 3.E3
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SEM

view illustrating the inside edge of the

MOS capacitor.

Figure 3.E4

7
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SEM view illustrating the edge of the top

metal plate in the MOS capacitor.

Figure 3.E5
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- 8+

7+
6+
5+
4+
3+
2+

2-
2-

Segmant
start from
above

(mv)

1486
733
357
169

75
28
4

-17
-40
-88
-182
-369
~746
-1497

Segment
start from

below
(mv)

1488
736
359
171

77
30

6

Average
starting

point
(mv)

1487
734.5
358
170

76
29

.5

-17.5
-41
-88.5
~182.5
=370
-746.5
~-1497.5

Segment Seqment

length

(mV)

752.5

376.5

188
94
47

- 24

23.5

47.5

94
187.5
376.5
751

ratio of
consecutive
seqgements

1.999
2.003
2.

2.
1,958

2.021
1.979
1.995
2.008
1.995

08
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Digital

code

00011111
00010010
00010001
00010000
00001111
00001110
00001101
00001100

10011111
10010010
10010001
10010000
10001111
10001110
10001101
10001100

Step
start
from

below

(V)

751
1326
1369
1412
1501
1610
1697
1784

725
1280
1324
1367
1477
1540
1628
1715

Step
start
from
above

(mV)

751
1326
1370
1412
1502
1610
1697
1784

726
1281
1324
1367
1479
1541
1628
1715

Average
starting
point

(mV)
751
1326
1369.5
1412
1501.5
1610
1697
1784

1725.5
1280.5
1324
1367
1478
1540.5
1628
1715

Step
length

(V)

43.5
42.5
89.5
108.5
87
87

43,5
43
111
62.5
87.5
87

Step
length
adjusted
for buffer
offset
(V)

43.5
42.5
100.25
85.5
87
87

43.5
43

100.25
85.5
87.5
87

Step size measurements showing qguasi perfect capacitox

matchinrg and yielding tuffer offset and parasitic

capacitance in the step array (in this case the parasitic

capacitance represents 131% of the unit)

TABLE 3.E2
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3.2 THE CMOS BUFFER AMPLIFIER

In order to be able to generate the correct step
voltages, the capacitor array used for this purpose has to
be buffered from the segment capacitor array. This is
accomplished with the aid of a unity gain buffer amplifier.

3.2.1 Design objectives.

The ideal buffer is characterized by the following
parameters:

- the voltage gain is exactly 1

- the voltage offset is exactly 0

- the common mode range is rail-to-rail

- the input resistance is infinite

- the input capacitance is 0

- the output follows the input instantaneocusly

The practiéal question thén is: how close do the
practical parameters have to be to the ideal ones?

The acceptable tolerances of the static parameters can
be found using XCODEC. The response time will depend on
converter timing. ‘

The XCODEC simulation was pérformed on a single parameter
deviation basis, i.e. all the parameters except for the one
under investigation were kept ideal. The results of this
aralysisiarea

Coder Decoder

Minimum gain .865 .952

Maximum offset 5.6% of vR 5% of VR
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This implies an open loop gain greater than 6 in the
coder and greater than 20 in the decoder and the practical
gain is obviougly much larger than that,

The voltage offset is less predictable than the gain.

The mean offset voltage can be brought arbitrarily
close to 0 through proper design but the practical circuit
will be sensitive to device mismatches which can not be
arbitrarily minimized. The input stage with its relatively
low gain will be the main contributor to the offset voltage.

Generally accepted remedies for this problem are large
input devices and symmetrical layout of the input stage. Since
the single stage gain is much lower in an MOS implementation
than in a bipolar one the expected offset voltages will be
sensibly larger in the MOS amplifier. The values genérally
quoted are of the order of tens of mvV.

According to the XCODEC analysis, for a reference
voltage of 3 Volts the tolerable offsets are equal to about
170 mV and respectively 150 mV. In the case of a 5 Volt
reference the numbers are 280 mV and respectively 250 mv,

The practical offset voltages are likély to be much
smaller than these values so that no attempt has been made
to cancel the buffer amplifier offset voltage.

The common mode range of the buffer has to be sufficiently
large to accomodate the references. The choice of references
in turn depends on the combination between supply voltages
and the type of analog switches that are used. The maximum

supply voltages compatible with the CMOS process used for the
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codec 1mp1ementation were + 7.5 Volts. Larger positivé values
,reqyire guard rings with the associateﬂ area penalty. With
these supplies and nominal threshold voltages of + 1.5V one
qa;hbujld CMOS amplifieqs with a common mode range of about
+ SV, Tﬁis then would be the maximum limit for the choice of
references. ¢h1s limit can be used only with CMOS analog
switches capable to switch voltages up to the two supplies.

A true CMQS sQitch:is obviouslyvmbre‘space consuming
than a p-channel or n-channel switch. Therefore an attempt
has been made to use only single polarity switches. In the
Rarticqiar process used for the codec implementation the
‘pfphanpgl‘switch is the one capable of handling, the largest
,Qp;tageg. The practical limits with +7.5V supplies are +3V,

‘ These values have been chosen for the reference

yoltages[to be used in the codec. From this point of view

the,pracpical common mode range of +5V is obviously acceptable.
‘  The input resistance of a CMOS amplifier can be

ga{ely_ggglgcted. The input capacitance depends on the

type of input stage being used and on the loop éain of the

gegdback path. From this point of view the differential

inppt stage seems to be quite adequate.

| The réépcnse time of the buffer has to be such as to

ailoy enéugh time for’the various operations performed o

during a converter time slot. At a sampling rate



of 8kHz these time slots have a duration of about 10 pus and
this becomes 5 ps at l6kHz, etc. The time within a time slot
is used for various operations among them being the
generation of step voltages. From this point of view it
seems reasonable to ask for an acquisition time of about
1.5 ps. This would allow enough time for other operations
such as. comparator response, switch closure, etc. Since the
step capacitor array generates only 16 voltage levels, it
appears that the buffer output will be ‘acceptable once it
settles to within 3% of its final value (worst case at full
scale). In fact from XCODEC results it follows that even
worse settling accuracy would be acceptable (see gain
requirements). Therefore a buffer settling in 1.5 ps to
within 1% of the final output vqltage will easily exceed
the requirements for the codec application and will be
useful from a design point of view for other applications
as well,

3.2.2 The circuit.

The circuit approach that was chosen is of the classica
741 type using a differential input stage and a common source
second stage for level shifting and most of the gain. Since
the load driven by the buffer is capacitive there is no need
for an output stage with low dc output resistance. Due to the
relatively low gm of the MOS transistor, the negative ‘ero
introduced by the compensation capacitor is relativel§ close
to the unity gain frequency thus considerably degradihg the

phase margin. It has been shown ( 3 ) that this undesirable

85
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effect can be eliminated by placing a close to unity gain buffer
between the output of the second stage and that gide of the
compensation capacitor which would be cornected otherwise
directly to the second stage output; The circuit diagram
containing all of the above mentioned éomponents is shown
in Figure 3.25,

In the CMOS process used for the codec implementation
the n-channel transistors are built in a p well which in
turn is imbedded in the starting n~ substrate. As a result of
this sequence the n-channel transistcrs exhibit larger body
effect than their p=-channel counterpart; in fact they are
quite ineffective in any other configuration than the one
yielding 0 source to body bias. Therefore the circuit presented
in Figure 3.25 contains only n-channel transistors which have
the source and body connected and the nuﬁber of such devices
is kept to a minimum. A reversed version of the buffer schematic,
i.e. n=-channel drivers in the input stage etc., would require
more than one p well in order to accomodate all the n-channel
devices and this is obviously space consuming. On the other
hand one could argue that under similar biaS»conditions_the .
p-channel transistor is larger than the n~chanel. This is so
not because of the higher carrier mobility in the n-channel
device but because of lower breakdown at equal channel
length in the p-channel. The higher carrier mobility in the
n-chanrel is counterbalanced by the larger body effect which
vields a higher than nominal effective threshold voltage.

Therefore the size difference in favor of the n-channel

v
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Figure 3.25
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(neglecting the p well) is determined mainly by the breakdown
limitation..The equivalent of the p well needed for n-channel
transistors is the guard ring required for the isolation of
p-channel transistors opérating in the analog section of the
converters. But guard rings have to be used even between the -
p wells so that it appears that the polarity of devices
chosen for the buffer implementation yields less space
consumption than the reversed choice would do.

' An other argument in favor of the version that was
chosen is the fact that p-channel transistors are claimed
to be less noisy than n-channel transistors..This is
probably the result of fewer processing steps used in
the implementation of the p-channel (one diffusion vs. two)
which leave the semiconductor material less damaged in the
respective locations. If most of the noise is generated by
the input stage drivers then the polarity choice that has
been made should be helpful.

The bias circuitry consists of a simple two transistor
string M19B and M11B. The ratio of the.transistor aspect ratios
was chosen such as to yield V7 greater than _Xg_ .« With
Vs = 7.5V and Vep = ~1.5V it turns out that transistors M5B,
MéB and M9B will still] be saturated when V

. V. or respectively

2 5
Ve are within 3,75V - 1.5V = 2,25V of the positive rail;
therefore the gain cf the second stage will be practically
constant up to positive cuiput voltages as high as 5,25V,

The open loop gain will obviously be degraded at such
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output (hence input) levels because M5B enters the linear
region. But even so, the total gain will be at least equal

to the gain of the second stage which is quite sufficient in
the codec application. The common mode range can be extended
by increasing V7, the final choice beinc a.compromise between
common mode range requirements and area. This is so because
at constant current the size of M5B, M6B and M9B increases.
with increasing V7.

In the negative direction the gain will be practically
constant until M4B and M8B enter the linear region. This
happens when the output (hence input) voltage is equal to
V3 - 1.5V, Therefore the lower V3, the more extended the
useful negative common mode range will be. For a symmetrical
common mode range the choice of V7 is obviously more restrictive
than that of Vi

The nominal 0 offset voltage is obtained by mirroring
the currents in the two stages.

The actual size of the devices will be determined by
the required drive capability, by slew rate requirements and
by the stability conditions. These conditions will be
derived next.

3.2.3 Stability analysis.

Since the buffer is used in a closed loop configuration

it has to satisfy the classical stability conditions:

A<l at ~f=180° (3.1)
and ‘f<180° at A = 1 (3.2)
where: A, = Aej* (3.3)

B
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is the open loop gain of the buffer amplifier in the presence
of the load.

The stability analysis will be performed for both
compensation échemes, i.e., with nonbuffered and with buffered
compensation capacitor. Tn order to be able to evaluate the
performance of the buffer amplifier under various loading
conditions, the amplifier will first be replaced with an
equivalent voltage generator. The small signal equivalent
circuits used for this exercise are shown in Figure 3.26.

In the section dealing with the CMOS comparator it
will be shown that the input stage can be replaced with an

equivalent current generator as shown in Figure 3.26. For

the time being this replacement will be taken for granted.
The equations yielding the 6pen loop open circuit
voltage gain are:

'gmlvin + (Gol+scol)v4 + sCF(V4-V6) = 0

sCF(V4-V6) = gm8V4 + (G6+sC6)V6

where: v = Utvin(t), etc.

in
The essence of this compensation scheme can be highlighted

by initially neglecting all capacitors except Cc. The result

of such an idealization is:

. C
c
gn,R_gm,R_ (1= == )
6 _ 8671 ol gmg

in 1+ch(gm8R6 ol+R +R )

There is a dominant pole in this expression at a

frequedcy given by:

- 1 (3.5)
p .
Cc(gm8 6R +R +R )

ol

1

[
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non-buffered compensation capacitor.

F————— - - = — /|
—t— —ANA—,
: I [
V. AV, Z0 RL e
in | B'in | T ¢
l I L
a1 Lo

(b) The CMOS amplifier as an equivalent voltage

generator.
T Cs Rg
5 D
==, == cgs, I7{V57V)
I
‘ N 4] §9%] 6 ) PS5t
- \ 8 ' 1) J’_‘
+
> agm,V, R. 1 C gm,V R (o
1 in 01_1_ ol 84 6 I 6 _VTEST

(c) Small signal circuit of CMOS amplifier with
buffered compensation capacitor.

Figure 3.26
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anrd there is clearly a negative zero at:

gMg

Ce

W =

Z

(3.6)

The unity gain crossover frequency of the nonloaded

amplifier will be:

gnm, '
Wy, = (3.7)

Ce

provided that the negative zero occurs beyond this unity
gain frequency.

The output impedance of the buffer is found by applying
a test generator at node 6 and grounding the input. The
equations are:

(G°1+sCol)V4_+ sCF(V4-V6) =0

Ippgr + SCp(V,=V,) = gmgV, + (Gg+sCq)V,

Neglecting again all capacitors except Cc we find:

. - VTEST _ V6 _ R6(1+SCCR9;1 (3.8)
o I I e *
TEST TEET 1+scc(gm8R6Rol+Rol+R6)

and beyond the dominant pcle, (3.8) can be e¥pressed as:

] 1 1
= = +
Zo gmg * ngSPolcc Ro sCO

(3.87)

The opén loor gain of the ‘loaded amplifier can now be
evaluated in a straigbtferward manner.’ Accenrding to Figure 3,26b

and at frequencies beyot” the domipant role:

o Co 1 + sCLRL
7\8 = AB sa—-a (3.9)
CO+C oL

L 1 + E—:E—— (RO+RL)
o L

‘{I
L{
a



From (3.9) it is apparent that the interaction between
‘load and output impedance generates a doublet with a pole at:
CO+C

W = L (3.10)
L
P (Ry*Rp)C Cp

and a zero at:

W, = —— (3.11)
CLR

The small signal equivalent circuit of the amplifier
with buffered compensation capacitor is shown in Figure 3.26c.

The equations yielding the open circuit voltage gain
are:

gm V.. + (Gol-l-scol)v4 + ngds(V4—V6) + ch(V4°V5) =0
ngd8(V4-V6) + ngs7(V5-V6) = gm8V4 + (GG+3C6)V6
ch(V4-V5) + ngs7(V6-V5) = gm7(V5-V6) + (G5+sC5)V5

By following a similar procedure as earlier, we find:

sC
(o]
v 9m) R TMgRe (14 =)
o_ 6 _ 7
Ag =g— = 1~—— (3.12)
in
1 + ch(gm8R6R01+Rol+ Eﬁ; )

the only approximation being grn.,R5 »1, i.e. a condition to

be expected from a follower,

There is a dominant pole in this expression at:

W_ = L S (3.13)

P (
Cc‘ngRolRG +R

ol gm.,

and there is now a true zero at a frequency given by:
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W =L (3.14)

The unity gain frequency of the nonloaded amplifier is
the same as before, namely the one given by (3.7). This is
obviously true only if the zero occurs beyond 'wBW'

The output impedance of the amplifier with buffered
compensation capacitor is found in a similar manner as
earlier:

(Gol+scol)v4 + ngds(V4-V6) + ch(V4-V5) =0
ITEST + SngB(V4"V6) + ngs7(V5-V6) = gm8V4 + ('(;6+sc6)v6
ch(V4-V5) + sCgs, (Vs’vs) = (Gs+sC5)V5 + gm, (Vs“ve)

Neglecting again , in a first approximation, all the

capacitors except Cc} we find:

1
R6(1 + ch(Rol+ gﬁ;))
1
1 + scc(gm8R6R01+Rol+ Eﬁ;)

this result being based on the same assumption of gm7R5§> 1.
The output impedance as given by (3.15) is practically
the same as the one given by (3.8). Beyond the dominant
pole, again the same in both cases, the output impedance can
be expressed as in. (3.8°). As a result of all these similarities,
the open loop gain.of the loaded amplifier with buffered
compensation capacitor will be of the form of (3.9) except
that A is the one given by (3.12).

B
At this point it is clear that the influence of the load

P



W

o

is the same in both cases. By placing the negative and
respectively the true zero at the same frequency, the

magnitude of the open loop open circuit gain will also be

the same. The important difference between the two compensation

schemes lies in the way they affect the phase shift. The
nonbuf fered compensation capacitor will increaée the phase
shift while the buffered capacitor will decrease it. At the
location of the zero the improvement in phase shift is of
90? certainly a desirable situation.

The neglected capacitors will obviously generate
additional singularities. The ratio between the frequencies
at which these singularities will occur and the unity gain
crossover frequency of the amplifier is of the same order
of magnitude with the ratio between the value of the
compensation capacitor and the value of those capacitors
that have been neglected. These "upper" singularities are
determined by process parameters and by the acceptable
power dissipation. In'the present case, although this may
not be necessary, the bandwidth of the buffer has been
"stretched" as far as the process would allow at the same

time maintaining a comfortable safety margin.

3.2.4 Buffer responée time,

The response time of the buffer amplifier under small

signal conditions can be evaluated by using the gain derived
in the previous section. The unity gain compensated amplifier

pah be considered in this case as being described by a single

95

pole transfer function. If the open loop gain can be expressed
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w
Ay = —BW (3.16)
s + W
P

then the closed loop gain can be expressed as:

_ __Wsw e __ “sw
s + u:EWg+-a>r) s + a’BW

(3.17)

wa

The response of a circuit described by (3.17) to a
1

step input is an exponential with a time constant g = -
The output will settle to within .1% of its BW
final value in a time given by:
At = ®1nl000 = 6.99® (3.18)

For sufficiently large input signals, the response time
will be limited by the slew rate rather than the small signal
bandwith. The equivaledt hybrid circuits used to analize
this case are presented in Figure 3.27,where all the irrelevant
elements have been omitted. The qualitative description of the
slewing process goes as follows:

If a positive voltage step is applied to the gate of M2B
and the step is sufficiently large, then M2B will be turned
off and all of the tail current, 2I, will have to flow through
M1B and M3B. Obviously under these conditions the first stage
of the amplifier can no longer be described by its small
signal'parameters. The current 2I flowing through M3B will be
mirrored by M4B and, as long as M4B is kept out of the linear

region and M2B is shut off, the input stage will act as a
current sink of value 2I. This behavior is described by the

large signal transconductance characteristic shown in

'

o
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+VS

21
+ o
Avilrl
- 2
M1B M2B
C
e,
3 4 1 (6)
é—

I

M3B _glrjE_ MAB.

ngAV4

-0 VS

(a) Hybrid circuit for slewing analysis.

~—__

.

> AV,
in
vmax = VGSeffl at 21
Imax = 21

(b) Input stage transconductance.

1 av

6

(c) Step response under slew-rate conditions.

Figure 3.27
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Figure 3.27b, In spite of the "drastic" switching occuring in

the first stage, the potential at the output of this stage will

» .
react more slowly. This is the result of the negative feedback
through the compensation capacitor. As long as V4 does not - .
change appreciably, the second stage will still act as a
linear amplifier and can be described like in Figure 3,27a.
The equations describing the hybrid circuit of
" Figure 3.27a are:
AV, = AV, + — \I_at
4 6 - Cc o
A\ = - .—].'—.. m, AV
Ve c. dmg AYy
L -
RN ~
With I, = 2I and using the Lapalce transform we find:
A 21
i( Av4) - i( AVG) t —""2"' (3‘19)
s“C
c
amg L( AV,
L avy) = - (3.20)
sCL
From (3.19) and (3.20) we find:
av, = 7 2188 () . o "t/Eg (3.21)
Cc
avg = + 2 (¢ - g 1-e"Es)) (3.22) &
C
c
s ?
. L . . )
where: TBg = —— (3.23) ;
gmg

Expression (3.22) is presented in graphical form in
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Figure 3.27c¢. The results are consistent with the initial
assumptions as long as MAFR acts as a current sink of value
2I. The biasing parameter that changes at the beginning of
the slewing process is the gate drive of “M4B, trying to
"force" the tail current 2I through M4R, If this can be done
at constant V4 then M4B will indeed start as a current sink
of value 2I. If M4B is too small to carry the tail current,
then M4B will start as a current sink of lesser value than
2I. In any event V4 will tend to decrease in the case of
positive step inputs applied at the gate of M2B. From (3.21)
it is apparent that .AVA will reach the final value within
a time interval of the same order of macgnitude with'Es.

This final value will be:

AV = - --2—1_..3.1;'_ = - V Eﬂ_\}-.s_ (3 24)
4 max gmg C, GSeff gmg Cc :

where Voseses 15 the effective gate to source voltage of
M1B, respectively M2B, in equilibrium, Such_a voltage step
as given by (3.24) could possibly turn off the driver of the
output stage, M8B. In this case the slew rate will be:

dV6 _ 19

T - T (3.25)
L

where 19 is the quiescent current of thc output stage.

Similar arguments ~an be used in the case of negative

step inputs except that such inputs will not turn off the

second stage driver. The conclusions of this analysis are:
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~ under relatively light loading conditions, i.e.

small CL' the output slew rate will be determined by:

dav 21

6
dt C

C

(3.26)

- under "heavy" loading conditions, i.e. large Cpr the

positive slew rate will be determined by (3.25). The fact

that the amplifier will be slewing faster in the negative

direction than in the positive one is a consequence of the

polarity choice that has been made, i.e. n-channel driver

and p-channel load in the second stage.

3.2.5 Device sizing.

The elements determining the absolute size of
devices are:

- the speed requirements

= the loading

- the stability conditions

- the available voltage differential

the

The relation between slew rate and the small signal

bandwidth follows from (3.7) and (3.25), respectively (3.26).

For negative slewing:

av
at = P eVeserfl

For pesitive slewing under heavy loading:

I. C
dv  _ 9 C
TE = PuwVesers1 37 T

where VGSeffl is the effective gate drive of MI1B or

MZB.
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VGSeff] will be more or 1ess‘fixed by the available

supplies and the nominal threshold voltages. For supplies of
.4

+ 7.5V and nominal thresholds of + 1.5V, VGSeffl will be
:: equal to about 2V.

The compensation scheme will be effective only if the
unity gain frequency of the open loop configuration is
sufficiently removed from the singularities which have been
neglected in the stability analysis. Those singularities
occur at freguencies of the order of:

= I
W ¢
gs

In terms of process parameters and supplies 0>T can
be expressed as:

vzpv
- GSeff
Wy = 2
c . L
ox
where:
Pp =5 pA/V2 for p-channel transistors
- 2 -
Pn =10 pA/V for n-channel transistors
L .42
COx = ,22pF/mil”
Lp = .3mil for p-channel transistors
L, = .2mil for n-channel transistors

With VGSeff of 2V as found earlier:

-3 W, 51 Grad  or £, ¥ 160 MHz
. T
s, From this point of view it seems reasonable to place

. the unity gain frequency fj; at about 5 MHz. which would

yield slew rates of tens of volts per ps and a small signal

settling time of about .22 ps.
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The bandwidth as given by (3.7) is strictly speaking
the unity gain crossover frequency of the spen loop and
unloaded buffer amplifier, provided that “’z of (3.14)
will occur beyend a)Bw. The load will affect the overall
gain in the way shown earlier by generating the doublet
described by (3.10) and (3.11).The maximum load seen by the
buffer corresponds to the generation of stép voltages in the
last segment when CxléS is connected to the buffer output
and at the same time is connected in series with the parallel
combination of all the other segment capacitors. The resulting
capacitance is of about 50pF . A reasonable compensation
capacitor size for the desired,b&ndwidth of 5 MHz is equal to
about 10pF. Therefore C, of (3.87) will ha§e a value of
about 200pF to 400pF, depending on the exact value of the
gain coefficient gm8R01° The series combination between‘cb
and CL will therefore be clearly dominated by the load
capacitor C,. Tt also follows that thé_doﬁblet will have
little influence on the overall gain as long as RL§>R°, case
in which the pole and zero. generated by the load tend to cahpel
each other. I1f RL4<ARO then the zero of (2.11) will occur
bevond the pole of (3.10), the distance bhetween the two

being proporticnal to the ratio of'RI ve, R_. The classical

o
approach in such a case is to place the second pole at the

unity gain crossover frequency UJBw. Due to the positive zero
given by (3.14), such a choice will vield more than acceptable

phase margin.
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Thus:

i
&
n
i
]

w =

BW = T pL ~ RC, T € 31 Mrad

It follows that:
gm, = .314 mA/V and gmg = 1.57 maA/vV

The value found for gmg ‘can now be used for the sizing

of the output stage. For VGSS

for the transistor we find:

= 25% VS and using a "handmodel"

gm
k. = 8 = 22

o =
2b. Vesg~Ven)

This result is deceptive since the handmodel is too

simplified in the case of the n-channel transistors used in
the particular CMOS process. The discrepancies between the
designed and actual parameters are due mainly to the heavy
body effect which effectively increases the threshold voltage
(as a result of potential distribution aloné the channel).
The.devices can be described more accurately with
models of the type available in ISPICE ( 46 ). This has been
done and the pertinent parameters have been adjusted for
reasonable fitting of experimental data. Using ISPICE we find
that for gmg = 1,57mA/V one needs k8 = 86. The corresponding
de current flowing through the output stage is equal to 700‘PA'

By choosing again VGSQ = 25% VS we find:

I
K, = 2 = 40

2
Pp(VGS9—Vth)




104

This result is in good agreement with computer simulation
based on fitted models since the handmodel is more accurate
in the case of lightly doped substréte.‘

The ratio between the gm”s of the drivers in the two

stages of the amplifier can be realized approximately by

setting:
I =-—-I-—9—.
5 2
which in turn yields:
: Ig
I1 = 12 = ——

The size of the input stage drivers is found from:

1 gm2
k = k. = i = 1 = 28
1 2 I 2 I
‘ p1l Fb 9

The sizes of M3B, M4B and M5B are the result of direct

scaling:

k5 = 3 = 20 and k3 k4 —z—— 20

The slew rates resulting from the choices made so far

are:
+ I
av 9 700nA
== = = = 14V/ps
at Crmax S0pF F
and:
g\_’- = - -—E—é— = = 350 = 35\7/ S
dt C_ 10pF Ps

The small signal settling time of (3.18) will be of
about 'ZZPS' Such values are quite acceptable in the codec

application,



The current flowing through the follower used for the
buffering of the compensation capacitor has to be at least
equal with the tail current of the input stage. Otherwise

the follower rather than the input stage would limit the
slew rate. Therefore‘I6 = IS' For stability reasons. the
pozitive zero of (3,14) has to be placed beyond GJBW;
otherwise the amplifier could be unstable in the absence of
a heavier load. The location of the zero was arbitrarily

chosen as:

o
w, = 2w,

Such a choice yields gm7 = ,68mA/V and k7 = 5§53,
The size of Mé6B is obviously such as to yield k6 = ks.
- Once the aspect ratios have been found, the absolute

size of the devices depends on the choice of channel length.

The channel length that was chosen, .3mil for p-channel

transistors and .2mil for n-channel transistors, is the
minimum value compatible with reasonable breakdown voltages
and saturated output resistance. The final values of the
geometrical parameters are shown in TABLE 3.8 which

contains the ISPICE circuit description of the CMOS buffer

amplifier,

105
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3.2.6 Computer evaluation.

The performance of the "paper amplifier" was evaluated
using ISPICE. The circuit description that was used is shown
in TABLE 3.8. The dc biasing conditions and sﬁall signal
parameters are listed in TABLE 3.9. The computer analysis
does obviously take into account all the elements which have
been neglected during the simplified analysis performed earlier.

The open loop gain and the output impedance of the
amblifier with buffered compensation capacitor are shown in
Figure 3.28a, respectively 3.28b, The output impedance of
the nonbuffered version is shown in Figure 3.28c. It is clear
that the two output impedances are practically identical
within the bandwidth of the amplifier; therefore it is indeed
justified to compare the two compensation schemes based on
the open loop gain alone.

| The results of the computer analysis performed under -
maximum loading conditions are shown in Figure 3.29a for the
buffered version and Figure 3.29b for the nonbuffered version,

The maximum load, C,, = 50pF, is connected to the buffer
output via an, equivalent switch resistor of .5k. This resistor
is comparable to the output resistance of the amplifier so
that the case is indeed worst from a stability point of view.
| The bandwidth in the presence of the load is practically
the same in both cases. The nonbuffered version exhibits an
additional phase shift of about 20°, but the phase margin of
45° is still acceptable,

The step response under similar loading conditions is
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Circuit description of CMOS buffer.

M1B
M2B
M3B
MuB
MSB
M6B
M7B
M8B
M9B

o OO O N F W F w
N F 0NN NN W W o
o W U L W W O N N

o W v W o W W o oo

PSGX(6.4,6.4,8.0MI) 8.0MI,.3MI
PSGX(6.4,6.4,8.,0MI) 8.0MI,.3MI
NSGX(3.2,3.2,4.0MI) 4,0MI,.2MI
NSGX(3.2,3.2,4.0MI) 4.0MI,.2MI
PSGX(2.4,2.4,6.0MI) 6.0MI,.3MI
PSGX(4.8,4.8,6.0MI) 6.0MI,.3MI
PSGX(12.8,12.8,16.0MI) 16.0MI,.3MI
NSGX(12.8,12.8,16.0MI) 16.0MI..2MI
PSGX(9.6,9.6,12.0MI) 12.0MI,.3MI

M10B 7 7 8 8 PSGX(.88,.88,1,5MI) 1.5MI,.3MI
M11B 0 0 7 8 PSGX(.88,.88,1.2MI) 1.2MI,.u4MI

D9 40D

MODEL D D(CJO=54%,173p,IS=54%20p)

CC 4 5 10P

Vplus 8 0 7.5
Vminus 9 0 -7.5

PSGX MODEL

PSGX(DR,S0O,W)
PSCM(VTO=1.5,PHI=,575,U0=300,NB=,95E+15,C0=4,0E~8,¢

I5=1.0E-16,C1=8.7P,C2=8.7P,CBD=DR*,066P/W,CBS=50%,066P/W,§&

PB=,.,7,RS=10MI ,RD=10MI ,MN=1,2 ,KN=,0354)

NSGX MODEL

NSGX(DR,SO0,W)
NSCM(VTO=1.5,PHI=.675,U0=700,NB=1,1E+16,C0O=k4,0E-8,¢
I1S=1.0E-16,C1=19.4P,C2=19.4P,PB=.7,RD=10MI ,RS=10MI, &
CBD=DR*.173P/W,CBS=S0%*,173P/W,KN=.007 ,MN=1.12,&
ECRIT=8.5E+4 ,KL=2)

TABLE 3.8



Cgs
(pF)

.34
.34
4y
iy

.18

.37
.88
11

VGS VDS
(v) (v)
M1B -3.128 -8.122
M2B -3.129 -8.091
M3B 2.507 2.507
MuB 2.507 2.537.
M5B ~-3.239 -4,371
M6B ~3.239 -4.,400
M7B -3.099 -10.60
M8B 2.537 7.501
M39B -3.239 -7.499
M10B ~3.239 -3.239
M11B -4,261 -4.,261
(a) Dec biasing conditions.
gm gds
(mA/V) (pA/v)
M1B .33 L,54
M2B " .33 4,54
M3B .33 3.50
MuB .33 3.48
M5B .36 16.50
M6B .36 16.50
M7B .68 8.85 1
M8B 1.46 10.23 1
M9B .84 31.63
M10B .08 4,45
1.95

M11B .06

(b) Small signal parameters.

TABLE 3.9

.11

ID
(pA)
166.9
167.0
166.9
167.0
334.0
334, 4
334.4
767.6
767.6
78.7
78.7

(pF)
w17
.17
.19
.19
.13
.13
«35
.79
.26

.03

.02

108



Ccjd
Cjd
Cjd
cjd
C]s7
cjd
cjd
j4

f

.10pF Cjd,0
.16pF Cijs

0 =

.10pF Cjd.,0 =
.16pF Cjs,0 =

.26pF Cjd
.26pF Cjd,0
.06pF Cjd.0
.12pF Cjd.0
.31pF st70
.65pF deSO
.18pF deQO

4.37pF Cj40

0.

.42pF
.42pF
- +42pF
«42pF
«55pF
«55pF
. 16pF
+32pF
.84pF
2.21pF
. 63pF
9.34pF

(c) Junction capacitances.

TABLE 3.9

< d d 4 < <AL <<

rev

< <

rev
rev
rev
rev
rev
rev
rev
rev
rev
rev

rev

12,5V
4.4V
12,5V
4.4v
2.5V
2.5V
4.4V
4.4v

4.4V

7.5V
7°5V
2.5V
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Gain : Phase

(dB) : (Deg)
60 - 60
L —— C B
50 \ [ ™ \
40 -100
N
30 \\\ \ ~120
20 L4 -140
< /// N \
10 ~ P, -160
\
0 <~ ~180
-20 AL 220
100kHz 1MHz 10MHzZ

(a) Open loop gain/phase characteristics of the
CMOS buffer amplifier with buffered compensation

capacitor.No load.

Figure 3.28
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Magnitude Phase
(dB) (Deg)

TN
10 \\\ ,/” ‘//\\ )/ a - 10
/ /]

AN

100kHz 1MHz 10MHz

(b) Output impedance of the CMOS buffer amplifier
with buffered compensation capacitor.

( 0dB corresponds to a lk resistor)

Figure 3.28
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Magnitude Phase
(dB) (deg)
\ e auSRtmad
10 ol 10
N, g
/ \%/
< \
\
0 / m_— 50
/ B
N,
-5 — 70
100kHzZ 1MHz 10MHz

(c) Output impedance of the CMOS buffer amplifier
with nonbuffered compensation capacitor.

Figure 3.28

(0dB corresponds to a lk resistor)
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Gain Phase
(dB) ' (Deg)
60 , : - 60
50 o~ - 80
\\
40 T~ < "1 1 -100
N N
30 h S -120
e A\
20 % \\ -140
/| N\
10 / N -160
74 N
P .
0 -180
‘\\\
N
-10 \\ -200
-20 \\\ =220
N
100kHz 1MHz 10MHz

(a) Open loop gain/phase characteristics of the
CMOS buffer amplifier with buffered compensation
capacitor. The amplifier is loaded with CL=50pF
and RL=.5k.

Figure 3.29
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Gain Phase
(dB) (Deq)
60 - 60
>0 &\‘\(\_‘.—- - B 80
40 B ~ -100
NG N %
30 \\ \\ L -120
/]
20 ™~ \ -140
N
/ N\ N
10 e S\ AN ~160
0 \\ -180
~10 X -200
-20 S =220
)
100kHz 1MHz 10MHz

(b) Open loop gain/phase characteristics of the

CMOS buffer amplifier with non-buffered

compensation capacitor. The amplifier is loaded

=.5k.

with CL=SOPF and R

Figure 3.29

3
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shown in Figure 3.30.

The computer results are consistent with the simplified
analysis of the previous sections, showing that the approximations
have been reasonable,

It appears that the follower used for the buffering of
the compensation capacitor could be eliminated; the penalties
are: 20° more phase shift at the unity gain crossover frequency,
3V/Ps less positivé slew rate and 4V[ps less negative slew
rate. The savings would be: 15% less area and 25% less power
dissipation. Since it was felt that the advantages of the
buffered version are worth the area and power penalties, the
follower was nevertheless included in the practical circuit.

The final parameters of the buffer amplifier are listed

in TABLE 3,10,
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out
(V)

‘ |
'K///Buffered Ceo

6 / / Non-buffered C] ‘
5 ——(0\‘1

Settling time to 1%
'is 1.4 us
2 | B
/ Time
.4 .8 1.2 1.6 (us)

(a) Step response to positive input.

is .35ps

Vout
(V)
Settling time to 1%
- 2 \ -

-4

o ammamn” o 0 0 O
Time

3 ) 1.2 1.6 (ns)
(b) Step response to negative input.

Figure 3,30



Open loop dc gain

Bandwidth (open circuit)

Phase margin (open circuit)

Bandwidth (CL = 50pF and RL.= .5k)
Phase margin (CL = 50pF and'RL = ,5k)
Common mode range

Common mode rejection

Input offset

Positive slew rate (loaded with CL’ RL)
Negative slew rate (loaded)

Power dissipation

Area

Simul.

62dB
SMHz
106°
3MHzZ
70°
+5V

13vV/us
34V /us
22mwW

560mil2

117

Measr.

60-66dB

+5V
60dB
20mv
8V/us
33V/us
20mwW

560mil>

Computed and measured performance of CMOS buffer amplifier.

TABLE 3.10



3.2.7 Experimental results.

The practical performance of the buffer amplifier was
evaluéted using a special metal mask which brings out.the
irput and output terminals of the amplifier alone.

| The experimental common mode range is shown in
Figure 3.§7 and is practically +6V at +7.5V supplies.
The open loop gain is measured with the setup shown in

Figure 3.E8 on the basis of:

A = AVout

A (vin.'vout'woffs )

where: Voffs =V at Vin =0

This experiment shows that A>» 1000, i.e. adequate for

out

the codec application.

The measured offset voltage is of the order of a few
tens of mV, which is again acceptable in the codec.

The step res?onse is shown in Figures 3.E9 to 3.E12.

The magnitude of the input step is 5V and the load
consisted of a 50pF capacitor connected to the amplifier

output via a .5k resistor. The experimental slew rates are:

avt _ 1ov ang &V° _ _ 30V
dt ps dt Ps

These results are reasonably close to the computer
predictions; they happen to be equal to the idealized
results obtained for the nontuffered compensation version,
which shows that the decision to keep the follower was
Justified since the practical degradation of slew‘rate could

otherwise become critical.

3]
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Dc transfer characteristic of unity gain

CMOS buffer amplifier.

Figure 3.E7
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Figure 3.E8
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CMOS amplifier response to a positive 5V input

step; CL = 50pF and RL =. w05k,

Figure 3.E9



CMOS amplifier response to a positive 5V input

step (magnified): CL = 50pF and RL = ,5k.

Figure 3.E10
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CMOS _amplifier response to a negative 5V

input step; C. = 50pF and R. = .5k.

L L

Figure 3.E11
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CMOS amplifier response to a negative 5V

input step (magnified); CL = 50pF and RL = .5k.

Figure 3.E12
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3.3 THE CMOS COMPARATOR.,

The need for a comparator is obvious in an analog to
digitel converter, The circuitry used for this purpose in the
first charge-redistrikhutior cénverter (8 ) consisted of a
broadband iinear Jain stage cascaded with a sense amplifier,

The linear stage is needed for offset cancellation and
since the converter was built in n-channel technologv, the
moderate gain of this stage had to ke supplemented by the
"infinite" gain of the positive feedback sense amplifier,

The sense amplifier requires dedicated switching
circuitry which can be space consuming and will certainly
complicate the layout. A linear amplifier with sufficient
gain would therefore be a more attractive solution and with
the availability of complementary devices it can also become
a practical one.

3.3.1 Design objectives.

The comparator has two roles in the PCM coder: during
the sampling of the analog inrut signal it provides a virtual
crcurd fer the charging path and during the conversion it
compares the Qoltage at the common top plate of the segment
array capacitors against that virtual ground. The virtual
cround is created by cornecting one end of the "sampling switch"
to the output of the comparator rather than directly to ground
and by grourding the noninverting input of the comparator. This
is shown in Ficure 3,31. Surh a conrnection will eliminate the
effrct of the finite corparator coffset voltage.

Tf cne would ground the ton plates during sampling



126

Sampling switch
., |

Il
(1}
0
>
-t
(@]
=
N
L}
|
I
]
]
|
]
I
@]
=
ot
N
[oe)
+ !

; \) ’ Analog input

|~ _, Analog ground
Step generator

(a) Switch configuration during input sampling

Vin=VOSC — L Vin=0
C

SR !

f Analog input

Analog input
(b) (c)

Simplified sampling configuration
(b) with offset cancellation
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Figure 3.31
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then the voltage presented at the inverting input of the
comparatof during the conversion would be referenced to the
electrical ground and as a result the transfer curve of

the coder would be shifted by an amount equél to the
comparator offset voltage. If this shift is too pronounced
the codec will fail passing SNR and GTRCK specifications.

The acceptable offset was found through computer
simulation using XCODEC; it is equal to 2% of Var in
the case when all the other parameters of the converters are
ﬁerfect. With a»reference voltage of 3V this implies an
acceptable offset of about 60mV and since the practical offset
is likely to be of the same order of magnitude it turns out
that it has to be eliminated from the comparison. By connecting
the sampling switch "around" the comparator, the offset is
stored on the capacitor array itself and will no longer affect
the comparison process. The effective comparator offset will be
the result of feedthrough from the sampling switch and this then
has to be less than 2% of VR‘

The sampling switch - comparator combination has to
provide an acceptable impedance during sampling and the
resulting feedback configuration has to be stable.

During conversion the comparator has to be able to switch
state at an input overdrive as small as VR/8160, corresponding
to one half of a step in the middle segment of the transfer

curve. Therefore the comparator has to exhibit a dc gain

larger than:

av v
G - —28t  _ 5160

min
dvin VR




128
where VT is the trigger voltage 6f the inverter following
the comparator. The maximum acceptable response time is
determined by the length of the time slot alloted for one
decision and the number of operations performed during that
time slot. A reasonable limit is equal to about Z'Ps; added
to the l.S‘ps assigned for bhuffer settling this yields a
total of 3.5 ps., The duration of an entire time slot is of
10 ps at a sampling rate of 8 kHz and 5 }JS at 16 kHz. Therefore
it appears that the choices made so far allow sufficient

time for logic operations and charge redistribution.

3.3.2 The circuit.

The circuit appproach chosen for the comparator is shown
in Figure 3.32. The reasons for using p-channel drivers in
the input stage and n-channel in the cascode are similar to
the ones presented in the buffer section.

The differential input stage provides the possibility
for choosing a convenient comparator threshold. One may be
tempted to set this at the logic threshold of the digital
circuitry but such a choice is ﬁnfavorable from a biasing
point of view. The comparator has to exhibit the largest gain
around its threshold and it turns out that the most
convenient biasing arrangement for maximum gain requires
setting of the threshold at ground. This solution does also
provide the most flexibility for the choice of reference
voltages,

The second stage of the comparator is a cascode, used

here for its large dc¢ gain and its small input capacitance.
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The level shifter, M10C and M11C, translates the 0
centered voltage swing at the output of the comparator to
the logic threshold centered voltage swing required £o drive
the dicital section; it also buffers the comparator outputv
from the capacitive lcad presented by the digital circuitry.
M10C and M11C are scaled with the bias string transistors
M12C and M13C and these in turn are built of equal size;

therefore the bias potential V.. will be at about +VS/2,

11
which is above the logic threshold of a CMOS inverter biased
at +VS. As a result of the scaling V10 will be equal with
v11 when V6 = 0, i.e. during sampling. Therefore the digital
circuitry will be set into a definite state during sampling
and this process will not be affected by noise resulting
from random switching. |
By virtually setting the comparator threshold at grouhd
potential the biasing of the cascode is greatly simplified,
namely the gates of transistors M6C and M7C can be tied
directly to ground. This connection saves unnecessary biasing
circuitry and improves the dynamic behavior of the circuit.
The arrangement does also make the best use of the
available supglies by evenly distributing the voltage over
the four devices in the cascode. The gain of the comparator
will be large over an output range of about 2Vth centered
around 0; but this is exactly the region where the most
gain is required, therefore the somewhat limited output
common mode range resulting from the biasing of M6C and M7C

is not "harmful® in this application.
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3.3.3 Sample acquisition.

As has been mentioned earlier, the time spent in sampling
is of about 3 time slots, the conversion being divided into
12 equal time slots. This yields about BI‘PS at a sampling
rate of 8 kHz and 15 ps at 16 kHz. The capacitapce of the
"sampling" capacitor is of about 2}7 pF. The maximum frequency
of the analog input signals is 4 kHz for voice and the maximum
amplitude VR.VThese numbers have to be uséd to design the
circuit elements involved in the sampling process.

The worst case for sampling is illustrated in Figure 3.33
and corresponds to the sampling of the maximum amplitude 4 kHz
sinewave. At the end of the first conversion the potential
at the comparator input is close to 0 and the capacitors of the
segment array are all charged up to VR with the polarity
shown in Figqure 3.33b. At the beginning of the second sampling
operation the switches are thrown as shown in Figure3.33c. If
the switch connecting the analog input to the bottom plate
of CS is closed first, then the potential at the comparator
input can momentarily go to 2VR and if 2VR>VS then such an
evert is undesirable. A safer procedure is to discharge CS
first and then connect the analog input. If 2VR< VS, then
such precautions are unnecessarv.

P first order analysis of the sampling process can be
made if one assumes that the comparator has infinite bandwidth
and is described by the dc transconductance shown in Figure
3.34a. The equivalent circuits used to describe the behavior of
the configuration during sampling are shown in Figqure 3.34,

The dischargirg of the sampling capacitor C_. and the

S
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acquisition of the new analog sample will be treated as
separate steps in order to keep the analysis clean. The
total time spent for discharging and sample acquisition will
be the longer of the two as long as superposition holds.

At the beginning of the second sampling the capacitor

is charged dp to V, as shown in the right half of Figure 3.33c.

R
The discharging procéss will be described by the

following equations:

- w
If: Vin(t"O) > 5 (3.31)
then: 0=RI”--v. +1t4vy (3.32)

° G R C in *

s

. = w
If: Vin(t—O) < 5 (3.33)

_ - 1

then: 0 = RGi VR + Cs idt + Vin (3.34)
where: , i= Gtrvin. (3.35)

From (3.32) we find:

Vin(t=0) = VR - RGI

Therefore the condition of saturated operation can be

written as:

L d w L4
ReI®+ 5 Vg (3.31°)

The opposite condition obviously implies linear

operation:
L 4 w L d
RGI + 3 >VR (3.33°)
From (3.32) we can also find the time spent in
saturation: w
: [bR ﬁ]cs
tl = - RGCs : (3.36)

I'



During the linear period, when (3.35) holds, the

discharging process will be described by:

v, =% e t/5, (3.37)
v
or: v, = —=— e, (3.38)
1+GtrRG
where: 1+G, R, C
_ tr G 's
BG— . = R.Cg (3.39)
tr

Equation (3.37) is valid with (3.317) and (3.38) with
(3.33°). The voltage across the sampling capacitor is

described by:

Vb = =(1+4G

-t/

triG
where Vin(tl) is the input voltage at the end of saturated
operation, i.e. Vin(o) as given by (3.37) or respectively
(3.38). From (3.40) we can find the time required to
discharge the capacitor to the desired extent. An estimate
of the discharging time can be obtained by arbitrarily

imposing:
VR VR

255x16x2 8160

V.
CS

(3.40) coupled with (3.37) and respectively (3.38) yields:

v
t2"é.- 1n8160 - 1n —R Z@ (3.41)
R.I+X
G 2
or:
tze '5&1n8160 = 96@- (3.42)

The total time spent for discharging will then be the

sum of t1 and t2 or respectively only t,e If the sampling

time is sensibly larger than t, or t, then the capacitor
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will in fact be discharged to a greater extent than just one
half of a first segment step.
The acquisition of the analog sample is described by

similar equations, i.e.:

_ . . It
VA(t) = RAI + —E_ + Vin(t) (3.43)
S
. w P
‘lf. VA(O):> 3 + RAI | (3.44)
_ 1
and: vA(g) = RA1_+ _E_ idt + Vin(t) (3.45)
s

with i given by (3.35) and if (3.44) is not true.

During the sampling of the input signal the switch
resistance associated with the analog input terminal could
possibly be different from the oﬁe used for discharging;
therefore RA takes the place of RG and,EG,is replaced by

Zp with the latter of the same form with (3.39).
The analog input will be represented by a sinewave:
Vylt) = Usina (t+t )
where w = 2T (4kHz) and ty is the delay between the 0 crossing
of the sinewave and the moment when acquisition starts. The

sampling capacitor is being assumed as completely discharged.

The time spent in saturation is found from (3.43):

W
Bk(tl) - é]cs

Under linear conditions the expressionsvfor the input
voltage and the acquisition error, € , - are found on

the basis of (3.45) and (3.35). Namely:



2 av, (t+t,)
(WBy) "V, (t4t)) + Gp—am -

)
1

[14-(5 RA][H(th)]

avy ey,
[VA‘t,l’ 5A"?ﬁ:"—‘:] e "Ba

2

-t/
Vcétl)e 6

v n(t+t

(3.46)
14G, R,
and:
€ = V,(t+t)) - Vcé£+t1) = (1+GtrRA)Vin(t+t1) (3.47)

where tl is the time spent in saturation,

It turns out that the ratio between the time length
of the sampling interval and B, can be designed large enough
as to minimize the exponential terms to an acceptable
level. The same is not true for the periodic terms gjince
(wBp) can not be made arbitrarily small. After the
exponential terms have vanished and taking into account that
(¢03“) is nevertheiess a small number, the input voltage

can be written as:

av, (t+t )
(wsy) v (t+t;) + '5“..__3___
Viplt+t)) 2 (3.48)

1+GtrRA

The acquisition error then will be:

dV (t+t ) .
€ = (wB,) v (t+t)) + 8 (3.49)
A A at
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The maximum error occurs when the input signal goes
through 0 at the end of the sampling interval and is given
by:

€ max = (@WBy)U (3.50)

In the case U = VR this error can be quite large,
possibly larger than for instance one half of a first
segment step. On the other hand one can see that the
error is large when the maximum amplitude of the sinewave
is large too. But the samples acquired with such large
error occur with the lowest probability and therefore
one would expect that the effect of such errors on SNR
and GTRCK‘ will not be too harmful. The situation could
also be interpreted as the result of a variable offset
Qoltage and this then could be analyzed in principle
with a program Iike XCODEC. At this point it seems sufficient
to mention the problem and to keep it in mind in the
event of questionable experimental results.

An other interesting conclusion of the sampling
analysis is the fact that the sampling switcH resistance
has no effect on the time constants. In order for this
to be true the switch has to be able to carry the maximum
current of the comparator, I°, otherwise the switch rather
than the comparator would determine the maximum charging
current. In the next section it will be shown that the
switch resistance is nevertheless " important from

a stability point of view.
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3.3.4 Comparator stability.

The equivalent small signal circuit of the sampling
configuration is shown in Ficure 3.35a, where:

- r s the equivalent resistance of the sampling
switch at equilibrium, i.e. with VDS=0.

- CsA and CsB are gate plus junction capacitances
associated with the sampling switch.

- Csvis the total capacitance of the segment array.

- RA is the equivalent resistance of the analog
switches coconnecting CS to the input voltage source plus
the output resistance of that source.

- Cp‘and Rp are the parasitic elements associated
with Cs. The capacitors are built with the nt bottom plate
imbedded into a p well; Cp is the capacitance of the n'p”
junction and Rp is the equivalent resistance from the
bottom plates to the negative supply, to which the p- well
is tied. |

This configuration will now be analyzed from a
stability point of view.

The closed loop voltage gain of the circuit shown in

Figure 3.35a can be expressed as:

AVout = A (3.51)
Av* 1+fA )
where:
AVOut
A = A is the open loop voltage gain of the
\Y/
in

comparator in the presence of the feedback network (with
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Av
the loop, dashed line, broken) and f= —f is the

Av

out
feecback factor. By replacing the comparator with an
ecuivalent current generator, as shown in Figure 3,35b,

the open loop vnltage gain can be expressed as:

Y, 2 (r+2 )
A = _troout s | (3.52)

Zout+r+ZS

where ZS is compcsed of CsB, CS, Cp, R and RA' and Zo

P ut
includes Cs,. The feedback factor can obvicusly be expressed

as:
L T
stT
From (3.52) and (3.53) we find the loop gain:
T = fa - —tr-out’s (3.54)
Loutt¥teg
The well known stability conditions are:
[t <1 at Ty = 180°
and: P(T) < 180° at [T| =1

The transconductance, Ytt’ and output impedance, Zout'
will next be derived on a step by step basis, i.e. in order
to make the complete comparator analysis more tractable

we will first replace the inpnt stage with an equivalent
cvrrent generator. The equivalent small signal circuit of
the input stage alcne is shown ir Figure 3.36. It shoul?

te mentioned that the separate analysis of the input stage

is possible cnly if one can neglect the stage interaction

via the bkiasing network,
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The short éifcuit current of the input stage is
found by grounding node 4. The equations are:
TeHORT = "ngdQVin-gmz(Vz-Vin)~G2V2-ngd4V3+gm4V3 (3.55)
ngsz(Vz-Vin)+gm2(V2-Vin)+G2V2+(G9+sC2)V2+gm1V2+

GI(VZ-V3) = 0 (3.56)

gm1V2+G](V2-V3)=(gm3+G3+sC3)V3 + ngd4V3 (3.57)
Considering the "stacking" of the input stage devices
it appears that the driver and load will be biased at
approximately equal VGs‘s; therefore at equal nominal
threshold voltages and obviously equal current the driver
" and load will exhibit similar gm‘sf Based on this observation
one can make the following simplifications:

gmy = 9mp = gy = gy = 9y,

Based on this observation and neglecting G”s whenever

they are added to gm“s we find that eguation (3.57) can be

rewritten as:

Vqy = (3.57°)

E

in
But gmin/CBt' where Cip = C3+ng4, is a frequency of

the same order cf magnitude with the w ,, of the transistors.

T
Therefore V3 can be considered equal to V2 over a
wide freguency range. If thic ic so then equation (3.56)
car he rewritten as:
Vin 1+ ngsz/gmin

v, = 5 (3.56°)
1 + sCyy/2gmy
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where C2t = C2+Cgs2 is the total capacitance at node 2.

The frequencies gmin/Cgs2 and ngin/c2t are again of
thke same order of magnitude with w ... Therefore, if it was
reasonable to consider V2 = V3, it will also be reasonable
to consider over the same frequency range VvV, = vin/z. Under

2
such circumstances equation (3.55) can ke rewritten as:

Cgd,+Cgd, /2
Isgort = 9™ipVinl( 1l - s ) (3.55°)
gmin

The breakfrequency entering this last expression is
even higher than the previous ones; therefore the short
circuit current of the input stage can be expressed over a
wide frequency range as:

Isuorr = 9™inVin . (3.557%)

This expression will be valid for stability evaluation
as long as the unity gain crossover frequency of the loop
gain will be sufficiently smaller than the breakfrequencies

mentioned during the previous analysis.

The output impedance is found by grounding the input,
node 13, and applying a test generator at node 4. The
equations are:
ITEST=ngd2V4-gm2V2+G2(V4-V2)+ngd4(V4—V3)+gm4v3+

| (G4+sC4)V4 (3.58)
gm2V2+ngSZV2+Gz(Vz-V4)+(G9+sC2)V2+gm1V2+G1(VZ—V3)=0 (3.59)
Gl(V2-V3)+gm1V2=(gm3+G3+sC3)V3+ngd4(V3-V4) (3.60)

These equations can be rewritten in a more meaningful

form as follows:
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Topcr v, v,
W — e - — _{'“ G —— . Pl
-r——— = C2+C4+J.4t+(gm4 ngd4) . (gm.,+ 2) . (3.58°)
/4 4 4
Yy V3
(gmye+sChe) =—— - € = G, (3.59°)
v v
4 4
v v,
(gm1+Gl) - (gm3t+sc3t) = -ngd4 (3.60°)
v, v,

where gMye s Mgy and C2t' C3t' C4t are the total conductances
and capacitances "hanging" at the respective nodes. The

possible simplifications are:

gM,) =gM,=gm,=gm,=gm, and G1=G2=1/R1

Using these simplifications and combining (3.58°) with (3.60°)

we find:
L v
1
TEST  _ = Gy*G+sC, +sCgd,~ (G +G3+sCy +5Cgd,) ——  (3.5877)
v z v
4 out 4

1
Solving (3.59°) and (3.60°) for V3/V4 we find:

2
V3 ) Gl(gmin+Gl)+gm2tngd4+s CZthd4 (3.61)

Vs (gmy +8Cy¢ ) (gmy +sCy, )

By "forcing" the roots of the numerator, (3.61) can be

rewritten as:

ar,, R
Sl TS |
1 4§ "= —o— R Cgd
v l+gm, R l1+gm; R 1 4
3 1 J
3 in_1 in 1 (3.61°)
Yy

=
9M3eRy Sm, . R, 1 + s

‘3t

SM3¢

At frequencies below 1/2P]ngﬂ, (3.617) can be approximated

&s simply I/ng3tRl which is much smaller than 1. At higher
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frej;uencies the ratjo V3/V4 car be expressed as:

V3 sCqgd
Vq

4 1
gm,. 1 + SCBt/ngt

This last expression is acain much less than 1 over

a wice frequenrcy range, Beyond gm3t/C3t the ratio saturates to
ng4/C3t which is itself less than 1., Therefore one can

safely assume that up to frequencies of the same order of
magnitude with W the output impedance of the input stage

can he expressed as:

1 1 .
;—— = G2+G4+sC4t+ngd = — + sCo (3.62)

4 Rol 1

out1

The equivalent small signal circuit used for the

derivation of Y and Z, & is shown in Figure 3.37.

tr
The short circuit current is found by grounding the

u

output, node 6. The equations are:

Tsuorr = 9MgVs + (Gg+sCeg) Vg (3.63)
gminvin + (Col+sCol)V4 +4ngd5(V4—V5) =0 (3.64)
8Cgdg(Vy=Vg) = gmeV, + (Gg+sCo)Vg + Tgponm (3.65)

From (3,63) we find:

<
‘65

=gr Vel + 8 —— ) (3.637)
gme*+Geg

ISPORT
Rut (gm6+G6)/C65 is a frequenry of the same order of
magnitude with uJT;'therefore, up to such frequencies, the

short circuit current can be expressed as:
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The output impedance, Z is found by grounding

out’

the input,i.e. V of Figure 3.37 is zero, and by applying

a4 test cenerator at node 6. The analysis can be simplified
by separately considering the "upward" and "downward"
path in the output stage.

Looking unwards through M7C and M8C we find:

u
TEST

gm Vo + G7(V7-V6) + (G8+SC7)V7 =0 (3.69)

Equation (3.69) can be rewritten as:

7 1
6 C
7 77 78 l+s

(3.69°)
7

gm7+G7+G8
The breakfrequency (gm7+G7+Ga)/C7 is of the same order
of magnitude as W qi therefore up to such high frequencies:
Gq

v7 = Ve (3.69°°)
gm7+G7+G8

Combining (3.68), (3.69) and (3.69°°) we find:

a _ V6 (gm7R8+1)R7+R8
2% = = (3.70)
ut Y 1+sC- R
TEST 78

Looking downwards through M6C and MSC we find:

d = - -
Ippgy = ~9MgVg + (G+sCpc) (Ve=Vc) (3.71)

gm Ve +,(66+SC65)(V5_V6) + (G5+sC5)V5 +

gm V, + ngdS(VS-V4)

+SC°1)V4 =0 (3.73)

0 (3.72)
ngdS(V4—V5) + (G01
These equations can be rewritten in a more useful form

as:
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I%EST Vg
——vz— = CG+SC65 - (gm6+G6+sC65) —vg (3.71°) )
.-
Cgd \ C v
5 4 5t 5
gm. (1-s ) + (gm +G.+C_) (1+s Yor— &
5 gme \Y 6 5 76 gm6+G5+G6 V6 .
(G6+sC65) (3.72°)
Vg V5 sCgdgR,, | .
L7280l 7, (3.73°)
6 61 + SC4tR01
whero: CSt = C5+ng5+c65

The breakfrequencies ng/ngS and (gm6+G5+G6)/CSt are
of the same order of magnitude as uJT; therefore up to such
high frequencies (3.72°) can be rewritten as:

\% v

4 5 - L 4
gms —v; + (gm6+G5+G6) VZ— = G6+Sces (3.72°°)

Combining (3.717), (3.737) and (3.72°°) and neglecting

an additional high breakfrequency, namely (gm6+G6)/C65, we

find:
a V6 1+s/z1
z S e = ((gm_R_+1)R_+R_) (3.74)
out d 6 5 6 5
ITEST (1+s/p1)(1+s/p2)
where:
/7y = CheRoy 3 1/py = (gmgRCqdg+Cy )Ry 5 1/Py = CegRe

The total cutput impedance, Zout' will be a parallel .

ks o ,u d
corkirnation between Z ..+ 2.4 ard Cg.

Considering the relatively large dc values of zgut and
2z ,
cus

it follows that the output impedance will exhibit a

maicr breakfrequency .at:



CSCG . G7G8
gm6+G5+G6 gm7+G7+G8 1
(_OZ = T 3 R C (3.75)
out 6 c 6

Beyond this breakfrequency Zout will be dominated by
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C, which is most likely larger than the "residual" capacitive

6
: " ] 1] 'd
values of the two "unilateral ZOut S.

At this point all the parameters entering the
expression of the loop gain, T, are known analytically.
Z g of Figure 3.35b can be replaced with a parallel

IS

combination between Cs_ and the series combination of RA

B
and CS: this is so because RA is normally smaller than Rp‘
Thus:
1+sC R
7 = S A (3.76)

s sCs(l+sCsBRA)

where the cnly additional simplification has been Cs§> CSB.

Trhe breakfrequency l/CsBR is most likely of the

A

sare orcder cof magnitude as Wei therefcre up to such high
frequencies Zs can be approximated acs:
- 1 .
Zs = RA + 55; (3.76°)

Based on ( 3.66), (2.75) and (3.76°) the loop gain, T,

car. be expressed as:

gmegm, R _.R (1+SCSRA)

2

T = in ol © (3.77)

(1+sC4tRcl)(1+sCS(RO+RA+r)*sC6PO+s CsRoCG(r+RA))
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After some minor "ront fercing" in the denominator, T

can be rewritten as:

gmegm, R P, (1+sC_R,) .

T = (3.77°) -
(]+sC R )(l+sC4t )(l+sC6(r+RA))

The domirant pcle, l/Can, occurs at a very low frequency
since both CS and Ro'are very large compared to other circuit
elements. Beyond this low frequency pole, the loop gain can
Fe written as:

IMe, 9" nRo1 1+sC Ry

T = — X X ~ (3.78)

sCs 1+qc4tR 1+sC6(r+RA)

The two remaining imperternt sincularities of this

expressior ere the pole at l/C;tR ard the zero at 1/C_R

o) s A’
the pole occuring at 1/C6(r+RA) is a highfrecuency "second
order" pole and can be neglected fer the time being.

I1f +he zero occurs hefore the unity gain crossoverfrequency
then this frequency will be expressed hy: |

gmin

Bw = TM5Ry o-
4t

w (3.79)

But om, / Jt is a relative’y hich frequency of the
same order of macnitude =¢ W gf therefore W Lo has tc be
much smaller than gmjn/Cgt, otherwise the phase shift
contribhuted by all the neglected W type singularities could

become unacceptable. It follows that:

gmR, < 1 (3.80)
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is a necessary condition for stability.!Placing of the zero

before the unity gain crossoverfrequency implies:

qm
A <(gmR,) —B (3.81)
CeRpy 7 SAT -
4t
wvhich can also be expressed as:
Cf
R2 5 At 1 (3.81°)

Cs IM59M s py
If conditions (3.80) and (3.817) are satisfied then one
may expect that the phase shift at the unity gain crossover
frequency, and obviously before that, will not exceed 180°,
At this point one may also attempt to evaluate the
contrirution of the sinqularities that have been neglected
so far, If w is placed at about 10% W

BW T
shift contributed by any one of the UJT type singulafities

then the phase

o

will) be of about 5, at w I+ seems reasonable to consider

BW®
that there will be as manv high order phase contributors as
there are 1ow_impedance nodes. Therefore the phase shift
contributed by the 6 principal ncdes could be of about 30°.
This then would be added to the phase shift generated
by the mair singularities, which in the case of the arrangement
mentioned earlier, would be of a0° at W pu- The resulting
phase margin of about 60° would certainly be acceptable,
The pole placed at 1/C6(r+RA) will become bothersome only

if the output capacitance C6 ie arge compared to the gate

and junction capacitances associated with the sampling switch;
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3.3.5 Comparator speed,

The comparator has to be able to switch state within a finite
time interval under minimum overdrive conditions. This general
statement implies at least two things, i.e. the gain of the comparator
has to be large enough to ensure a detectakle output swing at
minimum overdrive and the dynamic behavior of the comparator has to
be such that the output swing will be realized within the alloted
time., It has been mentioned earlier that 2‘Ps would be adequate.

The acceptable overdrive in the PCM converter case can be
found using XCODEC. In the pseudoideal caée where only the overdrive
is finite, XCODEC yields an acceptakle value equal to .016% of VR'
the reference voltage; this corresponds to about 64% of a step in
the smallest segment of the transfer characteristic. The overdrive
as used in XCODEC is defined as follows: the comparator (with zero
offset voltage) will exbhibit a given output state for an input
greater thén OVERDR and will switch state if the iﬁput changes to a

value smaller than -OVERDR. The comparator will not switch state .

for input signals in the range bordered by OVERDR and =OVERDR but
will retain the previous 6utput state. Such a definition implies a
constant overdrive assumption, i.e. the overdrive is independent of
the comparator input transition magnitude; since the codec”s |
performance is dependent mainly on the uniformity of the transfer
curve steps it is to be expected that the acceptable overcrive is

in fact "segment dependent", i.e. a larger overdrive can be tolerated
in the case of a sample falling into the larger steps of the transfer
curve. Since the overdrive problem appears to be most critical in

the smaller segments, at least from a dc gain point of view, it

seems reasonable to analyse the dynamic behavior of the comparator

in the middle segment of the transfer curve,.
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For input signals that are smaller than VR/255 the PCM codec
acts like any other pair of linear converters since only the middle
segment of the transfer characteristic is involved. In order for all
the steps to exist the minimum detectable overdrive has to be less than
0% of the ideal step "length". In order for this to be possible

the dc gain of the comparator has to be at least:

VT V,

VR/(255x16x2) \J

where VT is the trigger voltage of the inverter following the level
shifter. The dynamic behavior under minimum overdrive conditions
can be andlysed using a step by step approach.

The first stage of the comparator will react linearly for
voltages corresponding to the middle segment. This is a result of
the relation between the rail to rail voltage differential of
about 15 V and the value of the reference voltage, 3 V, which
vields first segment voltages smaller thar 12 mV. The typical
dec gain of a differential input CMOS amplifier is also small enough
to keep the output transistors, in thkis case M2C and MAC,
caturated. As a result of these okservations the first stage can
e treated as a linear amplifier with the equivalent circuit shown
in Figure 3,36, After some conventiocnal algelraic manipulation

neirg the larlace transform we finds

gm

AV, = AV, + AAvle't/5n, + BAVle-t/ga + CAVle-t/64 (3.117)
94 '
where:
gm (C3¢*+C34) (C3¢#C€y3) (C3¢%C34) (C3¢7Cy))
A = + ~

- / -
gm - g, (C3,/Cyy) C3¢Cat (Cye=2C3¢)Cy¢
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5= - gm . (C34+Cq4) (€ =2C )

2gm - g,(C,, /Cyy) (Cre=2C3¢)Cy¢

gm(gm ~g, (C,,/Cyy)) L C3t*C34

(2gm =g, (C, /C,.)) (gm =g, (C3, /Cyy)) Car

(qm+g4(C13/C4t))(gm+g4(c34/c4t))

g, (gm =g, (C5,/Cy0))

av is the amplitude of the input transition.

1

Cgs;i Cy3 = 17 C34 = ng4;

Cgsl+Cgsz+stl+Cj52+de9+ng9;

12

2t

3t Cgs3+Cgs4+qul+ng4;

O 0O 0 0
]

cjd,+Cgd ,+Cjd

[}

4 +ng2+Cgss+2ng5:

( 2Cgd

4 2
is the result of the cascode driver “s unity gain)

4t

5

94 = gd52+gds4
€G,= CZt/ng
B,= C3t/gm

8= Cye/9y

The only approximations made on the way leading o (3.117) were:
C3+Cat §>C§4 and Cye>” Cag- The assumption of equal gm°s
is designed and is the consequence of the fact that for optimum
"stacking" of the first stage transistors the VGS“s are comparable.
From (3.117) and the definition of the parameters it is apparent
that the response of the first stage is practically given by:

gm

AV, = AV (1-e" /34 ) (3.118)

94

The response time in the critical case of minimum overdrive
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can be defined as corresponding to:

AVI - OVERDR/10

oV, = av (3.119)
4 AV, >"4final

correspondingly the first stage delay will be:

10 AVl
Axl = 'Zhln (3.120)
OVERDR

As a result of this definition the effect of the overdrive
will be practically exhausted in the time Atl, at least as far as
the response of the first stage is concerned. The longest delay
corresponds to the largest input transition which in the first
seament. is equal to VR/(255x2); at an overdrive equal to one half
of a first segment step (3.120) yields a delay of:

10VR/(255x2)

VR/(255x16x2)

The largest possible input transition is equal to 64V,/255
and corresponds to the switching of capacitor CX64 to either the
reference or to ground. In this case the input stage of the
comparator is obviously no longer a linear amplifier; nevertheless
it may be interesting to use (3.120) as an indicator even for this
larnest pos~ible trarsition; the result is:

10x64VR/255

At = ‘641n = 10735,
Vo/ (255x16%2)

This last result is a quite conservative estimate since the
input stage will react faster thar “"linear".

In a worst case type of analysis the delay of the input stage
can then be added to the delay of the cascode which in turn is

excited with an input step equal to Avl(gm/g4).
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The switching of the cascode can be analysed using a plecewise

linearized model for the transistors since some of them will start
cut of the linear region and end up saturated whereas other ones
will undergo the opposite sequence. The two possible cases, along with
the corresponding équivalent circuits, are illuétrated in Figures
3.38 and 3.39.For input transitions corresponding to the steps of
the middle segment the dc current flowing through the cascode does
rnt undergo drastic changes; this is so because Ay4 is in these cases
reasonably small compared to the equilibrium value of VGS4.,Based on
this observation one can easily relate the output resistance of a
"]inear" transistor to the equilibrium gm. By doing so the handanalysis
, becomes much more tractable,.

The switching sequence in the case of a HIGH to LOW transition
at the cascode input can be analysed on the basis of the equivalent
circuits shown in Figure 3.38. Tnitially (Figure 3.38a) tranéistors
M5C and M6C are linear and M7C and M8C are saturated. M5C will then
exit the linear reqion (Figure 3.38b) and eventually M6C will follow
cnite (Figure 3.38c). The order of saturation, i.e, M5C first and then
MCh, can be justified as follows: M6C will exit saturation when Ve==Vin
(<o that VGSG=VDSG+Vth)' In order to keep M5C saturated at V =0 (for
maximum gain) and at the same time use the crcund connection for
riasing the cate of M6C it turns out that M5C and M6C have to be of
ccmparakle sizes with VGSg = VGSS. Therefcre when M6C is at the border
of saturation M5C is biased with VGSS=VDSS=VG/2, i.e. saturated. All
the transistors will be saturated during zero crossing at node 6. This .
is the nominal switching point since the level shifter will translate
the zero crossing at node 6 into a logic threshold crossing at the

input of the following CMOS inverter.
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Figure 3.38
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The equations describing the circuit of Figure 3.40a are:

AT
glsivs + scsivs + (916+sC56)(AN5 - zye) =

s
(g16+sC56)(dV5—iV6) + gm AV, = sCéiVG + g7(iV64iV7) | (3.121)
gm7iv7 + g7(£v7-£v6) + (sc7+g8)£y7 =0

The gl°s are output conductances of linear transistors and
the g”s are output conductances of saturated transistors. Based on
an earlier observation about the equivalence between gl”s and gm°s

(3.121) canr be rewritten as:

Al

(gm5+gm6+sC5t)&V5 - (gm6+sC56)£V6 = »

(gm6+sc56)xv5 - (gm6+g7+sc6t)&v6 + (gmy+g,)dV, = 0 (3.122)

-giive + (gm7+g7+ga+sc7)iv7 = 0

From (3.122) we find b‘fVG:

\
Al C56C7(s+gm6/C56)(s+gm7/C7)

s3+A52+Bs+C)

Ave =

(3.123)
s uC5C6C7(

where:

gm gm_ gm. (1+C__/C_)+am
A = 7. 6_ 5 56" 6 6

7 aCG dCS

gm gmg (1+C./C_ ) +gm gm gm gm gm
B =1 25 56/ 6 6,1 25 , 5 6

7 &CS C7 mCG olC | C

gm gout gm.+gm
c = 7 % x 5 6

dCs
gMmggMe N 9798 gmgdMg

o

gmg+gmg go+gg+am, gmg+gme



The coefficient C is the exact result following from
(3.122) and coefficients A and B are found by neglecting
output conductances of saturated transistors whenever they
are added to gm’s. It follows that gLV6 can be expressed as:

Al C..C, (s+gmn/C56) (s+gm,/C;)

Lve = (3.124)
s uCSCGC.I (s+gm7/C7) (s+ngn/ o&Cs) (s+gmn/2C6)

: -1 =2
where: gm gmg gme

In the time domain (3.124) is translated as:

-2gmntAuC -gmnt/ZC

_ ol _ -
vs(t) = gm_ ( 1-pe 5 =-ge 6 ) (3.125)
where:
oC. - 2C 4C, - 2C
6 6 56
p = 5 5 ; q =
°(,C5 - 4C6 4C6 "QLCS

This response will be valid as long as M5C is linear.

The maximum rate of change is given by:

dVG(t) Al

= (3.126)

dt t=0 C5+C6+C5C6/C56

After M5C enters saturation the operation of the
cascode can be analized on the basis of the equivalent
circuit shown in Figure 3.38b. The analysis will be
started "from scratch" with AI° representing the remaining
current deviation from the final equilibrium value. The

equations are:

161
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”

-z , - _ Al
(g- ;CS)&VS+(g16+sc56,(dv5 gv6) = Ao

‘g1, -sCg ) (V- ;fv6)+gm7=cv7+g7(gv7- xv6) = sC gV, (3.127)
gm7a£,v7+g7(stv7- xv6)+(g8+sc7)=£v7 =0
Solving for 5(,V6 we find:

aI” (gm_+sC.. ) (gm,+g,+g,+sC,)
AV = — e 35 7 1 8 7 (3.128)

3
soLCSCGC?(s +As“+Bs+C)
where:
gm gm C
A=—L 4+ —60+ 3
C7 O‘-C5 C6
gm gm C
B = I X 6(1+ ——2)
C7 o(.C5 C6
gm gm gdut
C = L X 6 X
C7 o‘.C5 C6
gm_g g-9
gout = 6°5 + 7°8 g»gs
.9m6+95 gm7+g7+98
C C
o = 1+ 26 + 26
Cs 6

The roots of the denominator are found by inspectioﬁ
as in the previous case. In the time domain v6(t) will have
fast and slow components, The final value corresponding to
(3.128) is found again by inspection as being AI'/gS.

Therefore by neglecting the fast components we find:

v () & BIT 0 _o"95t/Cq (3.129)
9sg



and the maximum rate of change is given by:

dve(t)

dt t=0 C
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(3.130)

When all the devices are saturated, I'iqure 3.38c, the

cascode is described by:

(gm +gc+sC) EVg + (g +8Co ) (LVg= V)

gm6;£,v5 + (gg+sCqe) (:Lvs- Ave) + gm7;(,V7 +

g4 (KVy= HV()
97(;(,\77- LVe) + (gm7+98+sc7):ﬂ,v7 = 0

= scsi.v6

Al""
s

(3.131)

Here again the analysis is started from scratch

with

AI”° being the remaining difference from the final

dc value., Following a similar routine as earlier we find:

AT (gm6+g6+sC56)(gm7+g7+g8+sc7)

Lvg = 3 2
soLCSC6C7(s +As“+Bs+C)
where:
A = gm7 . 9m6
C7 <>¢C5
gm gm
B = 7 X 6
C7 ass
gm gm gout
C = 1 X & X
C7 4)(.C5 C6
9,9 99
gout B .—.—Z—g___ + ...__..S_.é._..
gm7+g7+g8 gm6+gs+g6

(3.132)
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The roots of the denominator are found again by

inspection and the slow component of vs(t) coupled with

the obvious final value yield:

LR 4

(1 - e Joutt/Ce ) (3.133)

v.(t) =
6 gout
The maximum rate of change is:
dv_(t) .o
-5 = Al (3.134)
dt t=0 C6

The response
HIGH transition at
similar to the one

circuits are shown

of the cascode in the case of a LOW to
node 4 can be derived in a manner very
used in the previous case. The equivalent

in Figure 3.39,and the results are

similar to to the ones obtained earlier.

During the time when M8C is linear the output

voltage is given by:

al (gm6+sc56) (gm7+gm8+sC7)

sAC.C,_C, (s +As“+Bs+C)
57677
where:
gm gm.+gm gm
A= o1 77°8 ., 7
PCe Cq oLy
am gm.,+gm gn gm qm gm
B = 6 77°8 27 T8 e T
oC, c, bC, C, AC, Ce
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gm6+95+96 gm-]""gms gout

C = X X
OLCS C.7 C6
9.9 m gm
gout = 576 ., Mg , T
gm6+g5+g6 gm7+gm8 2
gm, = gm, = gmg
el s 056, Cs6
Cs Ce
c..C
B=1+ 565 &
Cq (CetCi)

With some minor forcing, as has been the case before,

LV can be rewritten as:

AI Cg C,(s+gm /Cc ) (s+291Ep/C7)

(3.136)

iv6='

s aC.C.C, (s+2gmp/C7) (s+gm./ &Cp) (S+gmp/206)

R

With one additional simplification, i.e. gmg = gm

iNG can be translated into the time domain as:

2ATI

VG(t) = - (1 - pe‘gmGt/°LC5 - qe_gmpt/zcﬁ )  (3.137)
gm
p
with:

®C. - C 2C_ - C

5 56
b = ;g = —b 756
oC,. - 2C 2C, - oC



The maximum rate of change is:

dv_(t) \
dt t=0 C5+C6+C5C6/C56

After M8C enters saturation:

AI”’ (gm6+gﬁ+sC56)(gm7+g8+sC7)

s ¢ C 5C 6CV7 (s3+As§+Bs+C)

gme
oCg

A =

+ gm, ( l/C7 + l/lﬁ;c6 )

gme
B = X gm, ( l/C7 + 1/C6 )
c-(C5

9e9 gm,g
5°6 + 7°8 o 98
gme+gctg.  gmytgg

gout

3
0

*+ Cgg/Cg + Cgg/C

' C..C
§=1+ 26 3 £
CG(C5+C56)
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(3.138)

(3.139)

Combining the slow component of v6(t) with its final

value we find:
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ve(t) € - AL (1 - "9%/Cq (3.140)
The maximum rate of change is:
dv (t’ P
6 = - DI (3.141)
dt t=0 C6

After all the devices enter saturation the behavior
of the cascode can be described on the basis of Figure 3.39c.
Going through the same lengthy calculations and using
similar arguments as in the case described by Figqure 3,38c,

we find:

v's(t) a2 o BLTT ) L 9ot /Ce (3.142)
gout

with the same gout as inv(3.l34). Again the maximum rate

of change is given by:

av, (t) ..
-5 = - AL (3.143)
dt t=0 C6

At this point we can attempt to evaluate the delay of
the cascode under minimum overdrive conditions. It has been
shown that both the HIGH to LOW as well as the opposite
transitions can be divided into three distinct phases; these
phases might be called for convenience the linear phase,
the semilinear phase and the saturated phase. The delay
associated with the linear phase is of the same order of magnitude

with the time constants involved; these time constants,
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«Cc/2gm , 2C /gm , eC./gmg, 2C6/gmp, are normally much
smaller than the time constants assocé@ed with the first
stage and can be safely neglected.

The delay associated with the semilinear phase can
be evaluated by observing that the final "semilinear
voltage" corresponds to a current equal to AI - AI”",

Therefore the delay can be found on the basis of:

Ld

AI” - AI _ AI (1 - e--(g5 or gs)t/c6 )
gg Or gg gg OF gg

which yields:
C

6 1n AL (3.144)

At =
2semilin gs or 98 AI"

The delay associated with the saturated phase can
be estimated on the basis of the following observations.
The dc gain of the comparator has to exceed 8160(VT/VR).
Using a supply voltage of + 7.5V and a reference of
3V it turns out that the ratio (VT/VR) is close to one;
therefore the gain has to be larger than about 8160, But
this requirement is easily exceeded with the cascode
combination and therefore it is possible to assume that the
output voltage will vary at constant rate during the
saturated phase since the final value resulting from (3.133)
or (3.142) is'likely to be much larger than the output
limits for this phase; these limits are V., . Therefore
the "saturated delay " can be found by simply dividing the

voltage excursion of 2Vth to the constant rate of change:
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&"

n

C (3.145)

Atyqat 6

This last estimate is in fact conservative since the
nominal switching point corresponds to the 0 crossing
at node 6, i.e., a voltage swing of only Vth in saturated
operation. In a properly designed coﬁparator the final
value resulting from (3.133) or respectively (3,142)

should be larger than 2Vth, i.e.:

AI°" > goutzvth (3.146)
Using this last condition and assuming that AI”
represents practically the total current deviation, we

can estimate (3.144) as:

C A.gm AV,
6 1n 17 Seff 1

95 OF dg Iout?Veh

Atycemilin < (3.144°)

where A1 is the dc gain of the input stage and AVl is
the total input voltage swing. This last expression can

obviously be rewritten as:

C
< 6 1n
95 Or Jg 2Vin

Aot &Y

Aty emilin (3.144°7)

where Atot is the total gain of the comparator when it
is largest, i.e. when all the devices in the cascode are

saturated.
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Obviously on the basis of (3.146) we can also estimate

(3.145) as:

C6
Aty ap < —— (3.1457)

Yout
The upper limit of the total delay will then be
found by adding (3.120), (3.144°°) and (3.145°) and is:
C 10 &v, Ce Aot AV1 C

it 15 + 1n + 90 (3.147)
g4 OVERDR g5 or g8 , 2Vth gout

at<

where the Jout used in the last equations is naturally
the one corresponding to the saturated case, i.e. the

smallest possible.
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3.3.6 Device sizing.

After the analysis presented in the previous sections
we should be able toc decide on the actual size of the devices.
Some of the reasons underlying the choices to be made
have been already presented. Thus it has been shown that from
a gain point of view it is desirable to set the nominal threshold
of the comparator equal to 0. This can be done by mirroring
the currents in the two stages, i.e. (with reference to
Figure 3.3?) by attemting tq realize: V7=V2 and V3=V4=V5 so
that V6=O at equilibrium. These voltage conditions can be
translated into size relations as follows:
for V7=V k

= ocka and k1+k = o(k7

2 9 2

for v3=v4=v5 k3+k4 5

The supplies are most efficiently used if one chooses

=tk

k1+k2 = k7, which also implies k7=k8. The other alternatives
do either waste area or else degrade the common mode rejection.

ITn a process with symmetrical p and n-channel thresholds
one can also choose k3=k1, etc., so that V4 and respectively
L will be below =-VS/2 when both M4C and M5C are saturated;
such a choice leaves enough room for the cascode device M6C,

It follows that there are only two choices left to be
made, ramely the dc currents flowing through the two conparator
stages. The current flowing through the output stage, I° of
Figure 3.34a, determines the time spent in.saturated operation
during the sampling of the analog input signal; this time, t,

as giver by (3.36) is inversely proportional to I”., But the

same I° does also determine the value of gmg which, for
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starility reasons, has to satisfy condition (3.80). The final

chcice of IT” is therefore clearly the result of some compromise.

In crder to be able to proceed with the‘design of the
comparator it appears to be necessary to justify the choice
made for R,. This will be done next.

‘"Historically" the design of the pCM coder started
with the sizing of the capacitor arrays. The total
capacitance of the segment array, Cs=200pF, is therefore
the result of the independent design considerations presented
in section 3.1. The analog switches were designed next, but
such as to yield acceptable time constants. Fortunately it
turned out that the maximum time constant corresponding to
a minimum size capacitor coupled with a minimum size switch
and under worst biasing conditions is:

% =(.8pF) (57k) = 45.6ns ‘

The worst case biasing conditions refer fo the switching
of the negat;ve reference voltage..The resistance is derived
with the classical formula:

1
2Bk VegVep!

- = v© - 2 - ey—1/2.
where: V. "th*Fp\’VBs . f:p-suA/.v and § =.5V

Yr =

The best case corresponds to the switching of the

positive reference voltage and yields:

6 = (.8pF)(12k) = 9ns
Since the time constants turn out to be relatively small,

there is no need for accurate scaling of the analog switches.
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The final switch sizes were therefore determined by
cernverient layout rather than by speed requiremehts.

The resulting equivalent resistances are: R& = 1k
at tre switching of the negative reference and R’ = .2k at

A

the switching of the positive reference voltace, R£ here
refers oniy to the on-chip component of RA. From a design
point of view it was considered reasonable to add to Ri an
exterral resistor of value ,6k, quite typical in the
te;ecommunication environment; this yields RAmax=1.6k and
RAmin='8k' Knowing Ry, we can now‘return to the task of ' -:
setting‘the value of I°,

By imposing that t, of (3.36) be equal to about 10% of

the time assigned for sample acquisiticn, which at a sampling

rate of 16kHz is of about ISFS, we find:

v_C

I1° = tl = loﬁps = 40QpA

Such a current will yield:

2L - amasv

mg =

Ves™Vin

So that condition (2,80) veads:

(.4mA/V) (1.6k) = .64 < 1 or (.4rA/V)(.8k) = ,32<1

Although condition (3.80) is not "strongly" satisfied
for the chosen value of gme , it will be shown later that the
choice is still acceptable. In any case it appears that there
is some room left for improving on stability since.t1 could

be easily increased with negligible penalty in speed.
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The current flowing througbh the input stage is again
the result of scme compromise. From a speed point of view
the time constant associated with node 4 should be as small
as possible; therefore it would be desirable to minimize the
capacitive lcad at this node. This can be done by building
the input stage "stronger" than the output stége, so that
the switching speed of the input stage will be determined by
its "intrinsic" limits. From a stability point of view it
would be desirable to "degrade" the output capacitance at
node 4 so that the frequency gmin/C‘;t be sensibly smaller
than w T Since speed turned out to be more critical than
stability, the final choice was made for an input stage tail
current of 1.6mA.

The final device sizes were determined initially by
kand and then refined by usirg ISPICE.

3.3.7 Computer evaluation.

The performance of the "paper comparator" was analized
uring ISPICE. The circuit description used for this purpose
is shown in TABLE 3.)2; the biasing\conditions at equilibrium
are shown in TABLE 3.13, the small signal parameters in
TABLE 3.14 and the junction capacitances in TABLE 3.15,

The dc transconductance characteristic of the CMOS
comrarator is shown in Figure 3.40. With reference to
Ficure 3,34a and the sample acquisition analysis we find:

w = 60mV

The time spert in saturated operetion during sample

acquisition can now be evaluated according to (3.36°); its
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M1C 3 1 2 13 PSGX(12.8,9.99,16.0MI) 16,0MI,.4MI
M2C 4 0 2 13 PSGX(12.8,9.99,16.0MI) 16.0MI,.4MI
M3C 3 3 14 14 NSGX(9.0,9.0,6.0MI) 6.0MI,.22MI
M4C 4 3 14 14 NSGX(9.0,9.0,6.0MI) 6.0MI,.22MI
M5C 5 4 14 14 NSGX(2.4,2.4,3.0MI) 3.0MI,.22MI
M6C 6 0 5 5 NSGX(1.2,1.2,1.5MI) 1.5MI,.22MI

M7C 6 0 7 13 PSGX(7.2,2.0,8,.0MI) 8,0MI,.4MI

M8C 7 11 13 13 PSGX(2.0,2.0,8,0MI) 8.0MI,.4MI
M9C 2 11 13 13 PSGX(19.88,19.88,32.0MI) 32.0MI,.4MI
M10C 0 6 10 13 PSGX(.64,1.5,.8MI) .8MI,.4MI
MllC 10 11 13 13 PSGX(1.5,.64,.8MI) .8MI,.4MI
M12C 0 0 11 13 PSGX(5.51,1.3,2,.9MI) 2.9MI,.4MI
M13C 11 11 13 13 PSGX(1.3,1.3,2.9MI) 2,9MI,.4MI
DN 5 13 DN

MODEL DN D(CJO=.053Px9.61)

DP 6 13 DP

MODEL DP D(CJO=.0664PxSWA)
Vplus 13 0 7.5
Vminus 14 0 -7.5

Circuit description of CMOS comparator

TABLE 3.12



M1C
M2C
M3C
M4C
M5C

M6C

M7C
M8C
M9C
M10C
M11C
Ml2C
M13C

VGS
(V)

-3.920
-3.920
3.401
3.401
3.400
4.190
-3.989
-3.502
-3.502
~3.998
-3.502
-3.998
-3.502

VDS
(V)

-8.019
-8.020
3.401
3,400
3.310
4.189
-3.989
-3.511
-3.580
-3,998
-3.502
-3,998
-3.502

ID

(pA)

805.2
805.2
805.2
805.2
401.7
397.5
397.5
401.5
1610.4
40.1
40,1
145.5
145.5

Dc biasing conditions of CMOS comparator

TABLE 3.13
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Ml1C
M2C
M3C
M4C
M5C
M6C
M7C
M8C
M9C
M10C
Ml1C
M12C
M13C

‘gm

(ma /V)

.82
.82

.14
.14

gds
(pA/v)

16.56
16.56
13.91
13.91
7.04
6.33
9.63
16.34
64.79
.97
1.64
3.53
5.93

Cgs
(pF)

1.45
1.45
.53
«53

Cgd
(pF)

.35
.35
.30

.15
.07
.18
.18
.70

.02
.06

Small signal parameters of CMOS comparator

TABLE 3.14
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Ccjd
Cjis
cjd
Ccjd
Ccjd
Cjd
st2
Cjd
Cip-
Cjid
cjd
st7
de8
cjd
Cjs
Cjd
Cjis

11
10
13
12

Junction

.52pF; Cjd,0 =
«26pF; stlo =
.198pF; delo =
.643pF; Cjd,0 =
.643pF; Cjd,0 =
.198pF; Cjd,0 =

.173pF; Cjd.0 =
.121pF; Cjp-0 =
+.079pF; deGO =
.137pF; Cjd,0 =
.053pF; st70 =
.053pF; Cjd,0 =
.04pF; dello =
.04pF; stloo =
.035pF; Cjd,,0 =

13

.035pF; stlzo =

capacitances for

1,29pF; Vrev
.65pF; Vrev
.83pF; Vrev
1.56pF; Vrev
1.56pF; V_ .
.83pF; Vrev
.65pF; Vrev
.42pF; Vrev
.51pF; Vrev
.21pF; Vrev
.47pF; Vrev
.13pF; Vrev
J13pF; Vo

.098pF; vrev

.098pF; Vrev

.085pF; Vrev

.085pF; Vrev

3.58v
3.58v
11.6V
3.4V
3.4V
11.6V
3.58v
3.31v
11.7v
4,19V
7.5V
3.5V
3.5v
3.5V
3.5v
3.5v
3.5V

CMOS comparator,

TABLE 3.15
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maxinum value will be:

3v - 30mV
400uA

£, = ¢

.8k) (204pF) = 1.35ps

The time constant associated with nonsaturated sample
acquisition, zA of (3.46) will have a maximum value of:

&, = (1.6k) (204pF) = .326ps

Considering the time alloted for sample acquisition,
about 31Ps at PkH- campling rate and l%ps at 16kHz sampling
rate, it turns out that ore can safely neglect any initial
condition effects.

The error multiplier,u)zA of (3.50) will have a
maximum value of:

Wep = (2T 4kHz) (.326ps) = .75%

The maximum acquisition error, € of (3.50) will

therefore be of:
£ = .75% 3v = 22.5mV

and it has been already mertioned that, even though such an
errcr is greater than the whole first segment of the transfer
characteristic, it should be nevertheless quite unharmful
since it corresponds to low probability samples of a large
sigral. The épecs for the codec being written for a signal
frecuvency of 1kHz, it turns out that in this case & will
be of about 5mV which is already within the magnitude of the
first segment and pcssibly corparable to the dc offset of the

trarsfer curve,

The results of the computer simulations supporting

181
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the stability analysis of section 3.3.4 are presented in
Figures 3;41 to 3.48., These computer simulation results do
indeed fit very well with the simplified handanalysis, It

‘g apparent that the differences due to the size of the
samrling switch are quite small, thus making it possible to

use a minimum size, minimum offset switch. The case RA=.8k does
correspond to the phase shift speculations made earlier; the
unity gain creosscver frequency of the loop gain is in this

case equal to about 10% of the w,, mentioned in the CMOS

T
buffer section, and the phase marc¢in is indeed close to 60°.

It should be mentioned that RA could in fact be smaller
if the external component, due to finite source resistance,
is less than ,6k.

Using the circuit parameters shown in the tables we

can evaluate the comparator delav on the basis of (3.147)

with:
Cpp = 1.91pF
Ty = 30.5pA/v
C6 = .4pF
9e = 6.33PA/V or gg = 16.3€PA/V
av, = VR/(255XZ)

OVERDR = VR/(255x16x2)

€59 9.9
Yout © 22 + 8 = .53pA/vV
gme+getg e gm,+g-+gg
Aior = (amy/g,) (gmg/g ) =(27)(773) = 20,000
V., = 1,5V

th

o
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Figure 3.41
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Figure 3.43
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Figure 3.48
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Using these numbers we find:
at = .325ps + .232us + .755ps = 1.312ps (3.147)
Both the gain and the delay exceed the required
performance but are obviously based on the less predictable
output resistance of saturated transistors. This is indeed
the weak point of the linear amplifier approach chosen
for the implementation of the comparator. In order to
compensate for this weakness every reasonable effort has
been made to fit the device models used in ISPICE
to existing devices. The relatively high yield of the finished
chips shows that such an approach hasn“t been totally wrong.
The computer simulated response under minimum overdrive
conditions is presented in Figure 3.49. During this simulation
the supplies were of 7V and the input voltage swing was
equal to the length of the first segment, i.e. VR/255. The
total delay as given by (3.147) is reasonably close to the

computer results although the partial delays, semilinear,

saturated, etc. do not seem to fit very well, Apparently the
comparator spends most of the time in the semilinear phase
with a shorter period of saturated operation. The simplified
hand analysis of the switching brocess is nevertheless useful
at least qualitatively.

The expefimental performance of the comparator can be
evalvated only in the context of the complete coder and will

be discussed in the final conclusions of this report.
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3.4 THE CMOS SAMPLE AND HOLD BUFFEP AMPLIFIER,

The cample and hold (S/H) buffer amplifier is used
in the decoder section of the PCM codec, where it buffers the
segment capacitor array from the outside world. The amplifier
will produce a staircaise output so that the gain requirements
imposed on the filter following the decoder are considerably
simplified.

3.4.1 Design objectives.

One of the most important design objectives imposed on
the codec implementation was to eliminate as many external
components as possible; therefore an attempt was made to
incorporate a complete S/H amplifier oﬁ the decoder chip.

It may be necessary to mention that the task of the
S/H amplifier is in this case rather simple compared to the

many possible tasks encountered by a general purpose S/H

amplifier. For instance: in the sample mode the amplifier is
presented with inputs that are stable throughout the whole
sampling interval; therefore aperture time is zero. The dc
offset of the amplifier has practically no influence on

the codec performance since the dc component of the output
waveform is filtered out.

The S/H amplifier should be able to handle a common
mode range of tVp. At a sampling freguency of 8kHz and with
a staircaise output the amplifier should be fast enough to
allew the output to settle within 1% of its final value in
less than 5ups, correspondirng to about 4% of the sampling

period. This has to be done in the presence of a typical
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load consisting of a parallel cdmbination between a 10k
resistor and a 50pF capacitor, |

The solution that was chosen for the implementation
of the S/H buffer amplifiér is of the integrating type,
Figure 3.50, and has been used before for the implementation
of a completely monolithic S/H amplifier (4% ).

The important advantage of this configuration is that
the sampling switch operates at ground potential so that the
feedthrough at switch opening, hehce the dc offset introduced
at the output, is constart. As mentioned earlier, this constant
dc offset is practically unharmful as far as the operation
of the codec is concerned. The fact that the dc offset is -
tollerable does also simplify the construction of the switch
itself and of the associated driving circuitry. Thus for
instance there appears to be no need for clamping the
output of the transconductance amplifier A, in order to
reduce the gate drive of the sampling switch. Obviously, the
reduced gate drive itself would require more than a regular
switch driver operating between the two supplies. Since the
size of the sampling switch is not constrained by feedthrough
considerations, one can design the switch for stability, i.e.
such that the undesired pole resulting from the combination
between the equivalent switch resistance and the output
capacitance of the transconductance amplifier will be
sufficiently removed from the system bandwidth.

It may be intersting to mention that CMOS is in this

case perfectly suited for the implementation of a broadband
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Integrating sample and hold amplifier.

Figure 3.50



196

transconductance amplifier, a low input leakage hold amplifier,
low 1eakage bidirectional sampling switch and a good quality
integrated hold capacitor.

3.4.2 The_transconductance amplifier.

The topology chosen for the transconductance amplifier
is shown in Figure 3.51. This amplifier supplies the
chafging current to the hold capacitor CH and has to be
broadbanded for stability reasons.

The circuit contains a differential input stage used
to steer the current flowing through a current mirror type
odtput stage. At zero differential input voltage the tail
current flowing through M5T is equal to the current flowing
through M3T and respectively M4T. As a result of this
equality and due tb symmetry, the currents flowing through
M1T, M2T, M9T, M11T, M11AT, MlOT, M12T and MiZAT are all
equal. Therefore the maximum current capability of the‘
output stage is equal to the tail current of the input
stage. The stacking of devices M11T, M11AT and M12T, M12AT
is used in order to reduce the nominal dc offset of the
amplifier and to increase the dc output resistance.

The scaling of the currents in the two stages was
chosen such as to yield the best use of the available
power. More quiescent current flowing through the output
stage would represent a waste of current; with less quiescent
current the output stage would not be able to handle the
maximum current which the input stage.can switch.

This combination of input and output stage provides
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a convenient means of differentially driving a current source
Qhose output nominally operates at ground;;Z:§ntial.

- In order tco eQaluate the stabilify of the sample and
hold configuration one has to replace the individual components
with the appropriate small-signal equivalent circuits. The
transconductance amplifier will be naturally replaced with an
equivalent current generator.

The low frequency transadmitance of the amplifier can be
feund "by inspection" on the kasis of Figure 3.52.

At equal currents and approximately equal VGS's the
gm’s of transistors M1T, M2T, M9T, M10T, M11lT and M12T are
approximately equal. The low frequency load seen by transistors
M1T and M2T at nodes 4 and respectively 5 will therefore be
equal to l/gmT (where gmg,=gm,=gm,=...). Since the gm’s of
MIT and M2T are also egual to gm,, it follows that:

T

4 5 = Vy =V

With the output stage acting as a current mirror, the

v, -V
short circuit current of the transconductance amplifier will
be equal to:

Tsiory = 9MpVy ~oMpVg = gmyp (Vy=V,)

The "upper" branch contribution, -ngVS, is the result
of:

= 1 = ]
V8 = ngVS(r+ T ) = (l+ngr)V5

T
V12 = ngrVB/(1+ngr)
SM12aV12 = Vip/T = 9V

where: r = l/gm11A = l/gm12A .

t



199

LB 58 3,
v v

g™y V3~ MgV ST
(gm,V,)

Small-signal equivalent circuit of

transconductance amplifier,

Figure 3.52



200

It follows that the low frequency transadmitance of

the transconductance amplifier is equal to gm the common
3 !

o
gm of transistors MIT, M2T, M9T, M10T, M11T and M12T.

The only high impedance ncde in the amplifier is the
output, node 11; therefore the transadmitance will be
censtant and equal to I UP to breakfrequencies generated

by the irnternal ncdes. These.breakfrequencies are

approximately equal to:

€
N

g = Wg = 9gr,/C,, where C, = Cjd,+Cgd,+Cjd,+Cgd,+Cgs,

g = ng/CSt where C8t = Cgsn+Cgslz+de11+ng12ngd9

Wyy = (ng+l/r)/C12t where C,, = Cgs, ;+Cgs,,, +Cgs,,,+
C3611A+stu+ng12A
Wy3 = gmp/Cy3y Where Cpqp = Cgs),+Cgd,),,+Cid),,+Cisy,

and are of the same order of magnitude with coT, the frequency
at which the common gate current gain of the MOS transistors
equals 1/2,

The output impedance at node 11 is found by grounding
Foth inputs, nodes 1 and 2, and applying a test generator at
ncoce 11. The anélysis can be considerably simplified by
observing that the relatively large dc output resistance
(a result of the cascode type connection) coupled with the

node capacitance C will generate a low frequency break

11
bevend which the output impedance will be dominated by Ciye

As a result of this observation it appears justified to
corsider that the real part of the output impedance will be equal

to the dc output resistance and the imagirary part equal to
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the output capacitance. The purely resistive part of the
output impedance will in fact decrease with increasing
frequency but this will start happening at frequencies far
beyond the first break and at those frequencies the output
impedance will by dominated anyway by the node capacitance Cll'

The output resistance is found on the basis of the
same Figure 3.52, Rather than writing a complete set of
nodal equaticns it seems to be more instructive to proceed
cn a step by step basis. The output resistancé at node 11
can ke considered as being the result oan parallel combination
between an "upward" and a "downward" component. The value of
the downward component is found by looking only towards M10T.
Going through M10T, M1T, M3T, etc. it turns out that
cne has to go as far as node 12 and start working backwards from

there. Thus:

v _ rV8 V12 _ gm,,r
12 L r : V8 1+ r
gm,, | Iy
Vg Vg
(VS-Vs)G9+§m9V5 = -i—-—:—- or T F 1+ngr
— +r 5
9y
Vs
(V V )G +gm2 3= 4 5+gm9V5+Gg(V5-V8) or V3 =1
V3 1
- - = -~ e ————— g T —————
(Vg=V3)Gy=gm V3 = GgVg+G, (V3-Vg)+om,V,y  or V,” * ZomoE,

Based on these results one can now evaluate the output

resistance at node 4, looking "into" the input stage:

G, (V,=Vq) =g, V ' R, + 2R
1 13 =g, o+ G,/2 = 1

3
3 v ~ 3
o4 4 2R1R3
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The downward contribution to Roll can thus be expressed

Wwith the well knocwn formula:

2gm_R,R,R

d ~ T 173710
R = R + (14+gm, .R ,)R

ol1 o4 10004°710 2R]+R

3

The upward component, locking through M12T is found on

the kasis of the following computation:

and:

\%

4 _ Fo4_ o 1
Vi1 Rogt I¥amgR IR, MRy 0
Vs . Y3 Y4 ..

V11 Vy 11 2gm%R1R10
Vs . Vs V3 .1

43 Vi Vi1 égmianlo_
Vg Vg TR o

Vin Vs V11 2gm$RlRlo
12 _Vi2 0 V8 . x

Vin, Vg Vi1 2gm R R,

Gy 2 (V13=Vg) +G 5 (V) 3=V) 1) +gm) 5a V) +G) 5a V) 3=0

Thus:

iy Glz+(r/2R1§ip) . Si2

1 ITp*Cy 5+Cyon IMp*+Gy 5+G) o

1. %i2aVi3tVia/r ©12%12a , 1
RE Yiu IOp*+Gy5+Gyon  29MpRIRy

The total ovtput resitance can now be expressed as:
R,+R

IR

1 _ S | 1 3

1
- - +
Ror rY R4 MRy SR oA gmpR R3R,
0ll oll

(3.148)
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The ouvtput caepacitarce is sirply:

: = O+ 3 C +C .
CoT C‘dm+cdd]2+ng]0+,r;d12 oW (3.149)
where Cqw 15 the capacitance associated with the switch

ccnrecting the transconductance amplifier to the hold capacitor.
The transconductance amplifier can thus be replaced with

an eqiivalent current generator described by:

Ytr = gmg, : (3.150)
ard YOT = sCOT + GoT (3.151)
vhere CoT is given by (3,149) and GoT by (3.148).

3.4.3 The hold amplifier.

The circuit topology chosen for the hold amplifier is
skown in Figure 3.53. It contains a "basir~ amplifier", similar
to the ones used in conjunction with the step capacitor arrays,
followed by an output stage with very low output resistance.

The low output fesistance is obtained through a double
hufferirg of the basic amplifier. The bipolar transistor is
imflemented with a substrate npn structure "naturally"
availeble in (IMOS and was used solely for its very low output
resistance. This type of output stagje was added because at
the time of the criginal design it was felt that the decoder
shculd be ahle te directly drive relatively low resistance
Yoads.

The unity gain compencated basic amplifier is needed
because the hold amplifier has to be stalle in the hold mode,
when it operates in a unity gain configuration.

The stability conditions in the hold mode as well as in
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4 ]

CMOS hold amplifier ("opamp").

Figure 3.53



the sampling mode <an be spelled out in a suggestive manner
by replacing the hold amplificr with an equiva]ent voltage
senerator., The necessary analysis is considerably simplified
if one makes use of the resuvlts obtained in the CMOS buffer
section. Thus the "basic amplifier" portion can be replaced
itself with an equivalent voltage,generétor describea by:
gmlRolgm6R6(1+ch/gm9) L amy gm,

Ay = = + (3.152)
1+sC_gm R R_, sC,, gmg

R_(1+sC_R_,)
_ 6 c ol ~ 1 1
ZoB = + (3.153)

1+sC cm6R6R°1 SCQ?ngO3 gm6

vhere Ro; is the output resistance of the input stage, R_ is

6
the equivalent resitance at node 6, etc.

The voltage gain and output impedance of the complete
hold amplifier can be found on the basis of Figure 3.54.

Observing that normally: gmGRolc > Cgs7, one can
replace the series combination ketween these two capacitors

with Cgs.7 alecne., The open circuit voltage gain is now found

as follows:

ngs7gm6

205

(Vo+A V. ) + gm, (V,-V_) + (G,+sC,)V., +
7 "B in gm6+ngs 7°°7 "6 7 7°°7
7
(V7-V13)(QQ+SCQ) = 0 (3.154).
(V +A Vi )gm —sCrs (V V6 (3.155)
(v,=v, 3) (gQ+ch)+ng (v7~vl3)=v] 3 (cl3+sc13) (3.156)

From (3.156) and with qgm_ » G13, C.» C we find:

Q 0 13
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"

~
I
]
0

&R
: \
@TEST
\
\
13 | 13
v

small-signal egquivalent circuit of

hold amplifier.

Figure 3.54
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Jv. 2 v

7 13 (3.156")

Combining this result with (3.154) and (3.155) we find:

o Vi3 . AB(I + ngs7/gm7) ~
H Vv, 2
in 1 + s(Cgs7+C7)/9m7 + s (Cgs7/gm7)(c7/gm6)
Tf gm, e gm, then this last expression can be simplified
A
A ¥ - 2 (3.157)
1 + sC7/gm6

The output impedance is found by grounding the input, i.e.
0 in Figure 3.54 and applying a test generator at node 13.

The intermediate output impedance at node 7 (neglecting

for the time being R, and C7) is found on the basis of:

( V) V7ngs7gm6
I = gm, (V,=- +
TEST 77 76
ngs7+gm6
sCgs.,V
VG = 7°7
ngs7+gm6
Thus:
Iresr  _ om am,+sCgs,; am
V7 6 gm6+ngs7 6

The total intermediate output impedance can thus be

replaced with the parallel combination betweenkc7 and l/gms.

RIR

The partial output impedance at node 13, neglecting

and C13 is found on the basis of:

T = =(gm

TEST (3.158)

+gQ+sC

0 ) (V,=v

0 13)

(gQ+sCQ)(V7-V13) + V7(gm6+sC7) =0 (3.159)
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Thus:
V1 3 ) gQ+gm6+sCQ

2 = (3.160)
ol3 T
TEST (ng+sCQ)(gm6+sC7)

The zero in (3.1605 (gQ+gm6)/CQ, occurs at a frequency
atout F times smaller than the frequency corresponding to
the pole ng/CQ and the pole gm6/C7 is normally also quite
re~oved from the zero. Therefore the cutput impedance can

be expressed over a wide frequency range as:

g +gm sC
2058 22 Q_ (3.160 )
gmogm, gmgmg
or:
B T s —— (3.160°°)
pomg  gmy W poIMg

where W TOQ is the unity current gain frequency of the

common base connected substrate npn and F is the current gain.
For simplicity the néglected contribution, R13 and C13,

can be included in the load seen by the amplifier. Thus:

Zon = Zo13 (3.161)

Since this impedance has an inductive character it seems
reasonable to write:
Zou = Rom * SLon (3.161°)
with:

Y
|

on = (1/gmgy) + (1/pgmg)
and:

Log = 1/ qqdmg
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3.4.4 Stability aralysis.

The stability of the hold amplifier operating in the
hold mode can be evaluated using Figure 3,55 , Since the
input capacitance of the hold amplifier}is normally much
smaller than the value of the hold capacitor it turns out that
the feedback factor is equal to 1; therefore the amplifier
has to ke unity gain stable.

The open loop gain in the presence of the load can be
expressed as:

L Ay

A = = (3.162)

(o}
H ZL ZoH 1+YLZoH

AL = A

where A is given by (3.157), 2 .. by (3.1617) and 2, is

H OH L
typically a parallel combination between RL and CL' After

replacing YL and ZoH with their respective analytical

expressions, the denominator of (3.162) can be written as:

R L 2

_ OH
1+YLZOH = 1+ RI s(CLR H+ RL —) + § C L

oH (3.163)

(3.163) represents the typical description of a resonant
circuit. The absolute value of (3.163) will reach a minimum

at:

2
R
w2 = Wi+ oH . Wa (3.164)
r a R P
L w
b
where:
gm
_ 1 _ 6H
wa_ - wTQ C
Lon®L
w gm
and: g é + — 181+ —5H,
1 _ _ CR . 4+ —CH RL i Jo
~ “L7oH R gm
b L 6H
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I
a l
| RN
=

C

L= CL + CjH

Equivalent circuit used for the stability

analysis of the hold mode.

Figure 3,55



The minimum absolute value of (3.163), occuring at u)r,

is:
W R
1+Y. 2 = =2 |1+ OH (3.165)

1. oH min “’b RL

and the corresponding phase shift is given by:

W p RoH ‘Ua
tg[%rg(1+Y z ﬂ = —— 1 + .- (3.166)
L oH aja RL ng
The ratio:
SoH L 1,1
R, IMeuRy, IRy

is normally much smaller than 1. If the circuit is designed

such that u)a4<cu then:

b
wr = (A)a (3.164°)
1+4Y_2 x Ya (3.165°)
L oH min Wy,
and:
i ~ @b
tg frg(1+YLon) = R (3.166°)

and if'cur occurs near the desired unity gain crossover
frequency (which is the unity gain crossover frequency of Ag)
then the overshoot and phase shift generated by (3.163) can
make the hold configuration unstable,

The stability of the complete S/H configuration will be
evaluated with reference to Figure 3,56. . The equations for

the open loop, open circuit voltage gain are:

211
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e om e wm o - o

Figure 3.56
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= (" I3 -
ngvinT ‘P0T+“COT)VOT + qs(VoT VinH)
“s(vo¢°vinn) = SCH(Vianvoﬁ)
o
- = \
SC s nn Vo) T Yo Vo * Py Virn
Selving fer VoH and with R > r_ and CH»’COT' we find:
0
o Voir R Ay = SCy?oy
Asy =W, -~ " s, ° —5 (3.167)
inT H SCoTZoH + (1+SCoTrs)(1+AH)
From a stability point of view it wrild be desirable to
have:
gm
o N _ T .
ASH ¥ =, (3.167°)
The "perturbing" terms in (3.167) can be evaluated as
follows:
_ 2
_ o2 _ S S
$Cor?on = SCorRon * S Corlon = w0 + 2
X w
y
where:
gm
= : 1 + 1 and W_ = wTQ C 6H
Wy %)gmGH ng Y oT
CoT CoT
sC,.Z SC.R . + s°C,L . = == +52
H"oH H oH H™oH wWp w2
q
where:
1 1 1 Moy
= + and WwW_ = W 7™
Wp F)gmsﬂ ame q TQ CH
CH CH

The frequencies a)x, w _, a)p are normally much larger

Y
than the desired unity gain crosscver frequency of Ag ( which
is gmlH/Cc): therefore the respective terms can ke safely

neglected. The pole generated by Cor @nd r, can easily be
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~laced far beyond gmlH/C”. The frequency (0 _ should be placed

q
rearonably far beyond ng,’CH a2t least. In the presence of

this perturbetion and beyond the domirant pole of Ag, AgH can
be expressed as: . g3
w Men My
gr )
Ay = - ::: x 2% S (3.167°7) .
{ 1 + s(‘.c/gmlH

and ore can cee that the action of the numerator singularity
is similar to that of a true zero. It is also apparent that
the bandwidth of the open loop, open circuit hold amplifier
becomes the second pole of AgH. If the numerator singularity
cccurs beyond gmm/cc then the cper lcop, open circuit gain
of the complete sample and hold amplifier.can be conveniently
expressed as: |
° I A

AS = - X

(3.168)
SH SCH 1+A

Zojmo

The cutput impedance of the complete S/H amplifier is

found using again Figure 3,56 with VinT = 0., Thus:
(Gor*sCop) Vor + Is Vor=Viny) = 0
Is Vor™Ving) = sCy Vi Vo
€t Vo ™Ving) * You VoutPpVing) = Trger

Solving for VOH and observing again that R0T2>rs and

("H > (‘nT' we find:

7 = oH (3.169)

(o]
1+ Ay *+ sCoqRoy + s Cunloy
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It has been already shown that the coupling between

C and 7 causes no trouble within the bandwith of either

oT oH
A: or ASH ; therefore the output impedance can be expressed
as:
ZOH
Z ¥ ———— (3.169°)
oSH v + A°

H
The open loop gain of the complete S/H amplifier in the

presence of the load can now be easily evaluated as:

2
AL = Al k= S (3.170)

Using (3.168) for AgH and (3.169°) for ZOSH’ we find:

(o]
ng A
Agﬂ = - = X — H (3.170°)
H AH + (1+YLon)

This time the troublesome term 1+YLZoH is added to Ag;

therefore if W, of (3.164°) occurs beyond the unity gain

L

crossover frequency of Ag then ASH

can be safely approximated
as:
L » _ I

Al E -

SH sC; (3.170°°)

If this is the case then the S/H configuration will be
stable. Ar intersting conclusion of this analysis is the fact
that the complete sample and hold configuration seemé to be
more stable than the hold amplifier alone. The necessary
modifications needed to improve or eaven assure stability
will be analized after the presentation of the actual

original design.
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3.4.5 Device sizing,

The devices should be sized such as to yield the desired
cspeed and stable operation. The sample and hold amplifier was
cesigned for maximum speed within the limits of the chosen
circuit conficuration.

The slew rate of the S/H amplifier is given by

gz = o7 (3.171)

where IST is the tail éurrent of the transconductance
amplifier input stage. The bandwidth of the S/H amplifier is

found from (3.170°7):

g
Wpysy = T (3.172)
§ c
H
Thus:

I,
av. _ Ist@Wpysy
aE " T omg = WhywshVGSegerp (3:173)

where VGSefflT is the effective gate drive of M1T. This last
expression does in fact set the limit that can be reached with
this type of circuit conficuration. Considering the value of
the power supplies, the threshold voltages and the device
"stacking", it turns out that VGSefflT is equal to about 1.5V.
For stability reasons (mentioned earlier) the bzndwidth
of the complete S/H amplifier, OOBWSH' has to be smaller than

the bandwidth of the hold amplifier, W It has been shown

BWH*
in a previous section that the practical bandwidth of a CMOS
buffer amplifier car reach about 5MHz. Applying a2 comfortable

safety factor one can set the bandwidth of the S/H amplifier
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a+ 2ncut 1,5MHz. Thus:

av
dt

¥ 9.5V/)us,

With a practical compensation capacitor value of 10pF

andé am Q.ISO% gm]T, we find:
am
“71H
c, ¥cC = 25pF
H c gm .

With PH = 25pF and dv/dt = 9.5V<Ps, it follows that

IST = 240PA' As a result of the current scaling in the

transconductance amplifier, all the devices can be sized once

IST is known. The final choices are presented in TABLE 3.16.
The input stage of the hold amplifier is scaled with

the input stage of the transconductance amplifier, so that the

2 3.3 W

bandwidth relation, is built in. At the

«)BWH BWSH'
time of therriginal design the stability analysis had been

performed in a simplified manner which yielded no strong
design condition for the second stage of the bagic amplifier,
MéH and M8H; therefore the dc current of this stage was more
or less arbitrarily set equal to the current flowing through
the input stage drivers., The compensation capacitor buffer,
M9H and M10H, was sized such as to carry the same current as
M5H; this is done in order not to limit the slew rate of the
hcld amplifier and it also places the true zero mentioned
earlier beyond the bandwidth of the hold amplifier.

The output stage, containing a substrate npn structure,
was sized to carry a current of about 5mA, which (at the time

of the original design) was felt to be necessary. The follower

stage,containing M7H and MI12H, coupled with the bipolar transistor
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yields the low output resistance, which would otherwise be Re/B -
The final device sizes are presented in TABLE 3.20.

3.4.€ Computer eval:ation.

The criqgqinal Adesigr was evaluated using ISPICE and
was hased or the circuit description showr in TABLE 3.16 and
3.2C, A minum sirze switch, with built in feedthrough cancellation,
vras usad tc connect the two amplifiers.

The resvlt of the dc operating point analysis is
shown in TABLE 3.17 and respectively 3.21. The corresponding
small-signal parameters are listed in TABLE 3.18 and 3.19 and
respectively 3.22 and 3,23, |

The transconductance amplifier performance is described
by the megnitude/phase plots shown in Figure 3.57 and 3.58;
these computer results are in very good agreement with the
simplified analysis »resented earlier. The "early" phase
shift of the transadmitance is a result of the relatively
reduced’ (QT and this in turn is the result of the somewhat
exagerated channel length chosen for the transistors. The
lonser chanrel lercth was choser at the time of the original
design in order to avoid breakdown prohlems, As it turned out,
such precauvtions are not justified so that the performance of
the transcenductance amplifier could be further improved by
redvcing the channel length, hence the area, and by increasing in
this vay the bandwidth. Ap interesting conclusion of this
analysis is the fact that the current mirror stage in a CMOS
ampli fier should be built, if possible, nsing n-channel

.

transistors since they normally vield larger CUT. This was
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TRANSCO

NODES (9.10,1.2,11)

ML 4 1 3 9 PSGX(10.5,6,7.5MI) 7.5MI,.4MI

‘M2 5 2 3 9 PSGX(10.5,6,7.5MI) 7.5MI,.4MI

M1 8 8 12 9 PSCX(6,6,7.5MI) 7.5MI,.4MI

M12 11 & 13 9 PSGX(F,6,7.5MI) 7.5MT,.4MI

M11A 12 12 9 9 PSGX(1.8,1.8,4.5MI) 4.5MI,.6MI
M122 13 12 9 9 PSGX(1.8,1.8,4.5MI) 4.5MI,.6MI
M3 4 6 10 10 NSCX(3.84,3.84,4.8MI) 4.8MI,:32MI
M4 5 6 10 10 NSGX(3.84,3.84,4.8MI) 4.8MI,.32MI
M9 8 0 4 4 NSGX(1.92,1.92,2.4MI) 2.4MI,.32MI
M10 11 0 5 5 NSGX(1.92,1.92,2.4MI) 2.4MI,.32MI
M5 3 7 9 9 PSGX(3.6,3.6,9.0MI) 9.0MI,.6MI

M6 6 7 9 9 PSGX(4.65,4.65,1.5MI) 1.5MI,,6MI

M7 6 6 10 10 NSCX(.64,.64,.8MI) .8MI,.32MI

MP1 7 7 9 9 PSGX(1.08,1.08,1.5MI) 1.5MI,.3MI
MP2 0 0 7 9 PSGX(1.08,1.08,1.2MI) 1.2MI,.4MI
D4 4 9D

D5 5 9 D

MODEL D D(CJO=2.12P)

Circuit descrintion of CMOS transconductance

amnlifier,

TABLE 3.16



M1
M2
M11
M12
M11A
M122,
M3
M4
M9
M10
M5
M6
M7
MP]
MD2

VGS
(V)

-3.16
-3.16
2.27
-3.26
-3.53
-3.53
2.95
2.95
3.05
3.06
-3.24
-3.24
2.95
-3.24
-4.26

Dc biasing conditions for .

VDS
(v)

- 6.21
- €.22
- 3.27
- 2.96
- 3.53
- 3.54
4.45
4,44
3.75
3.06
- 4.34
-12.C5

2.95

- 3.24

- 3.26

transconductance amplifier.

TABLE 3.17

ID
(pn)

113.6
113.5
150.0
150.0
150.0
150.0
263.6
263.6
150.0
150.1
227.1

43.2

43,2

78.7

78.7

220
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gm gds Cgs Cgd

(mA/vV)  (pA/V) (pF) (pF)
M1 .22 2.3 .68 .17
M2 .22 2.3 .68 .17
M11 .24 3.6 .68 .17
M12 .24 3.5 .68 .17
MI11A .14 3.9 .56 .10
M12A .14 3.9 .56 .10
M3 .36 2.7 .51 .24
M4 .36 2.7 .51 .24
M9 .19 1.7 .26 .12
M10 .19 1.9 .26 .12
M5 .25 5.1 1.13 .20
M6 .05 61.7 .19 .03
M7 .06 54,2 .09 .04
MP1 .08 4.4 .11 .03

MP2 .07 2.0 .11 .03

Small ~- signal parameters of transconductance

amplifier.

TABLE 3,18



At V At V_ =0 \Y/

rev rev rev
(pF) . (pF) _ (v)

cid, 17 .69 10.55
stl .15 .40 4,34
Cj62 .17 - .69 10,55
st2 .15 .40 4,34
de11 .12 .40 6.8
st11 .16 .40 3.53
de12 .12 .40 7.5
st12 .16 .40 . 3.54
de11A .05 .12 "3.53
de12A .05 .12 3.54
de3 .25 .67 - 4.,45
de4 .25 .66 4,44
deg .13 .33 3.75
delo .14 . .33 3.06
de5 .09 .24 4,34
de6 .07 .31 ' 12,05
de7' .05 11 2.95
depl .01 .02 3.24
stP2 .01 .02 3.24
Junction capacitances in the transconductance

amplifier.

TABLF 3.19
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CMOSOPA
NADES(9,10,1,2,13)

M1
M2
M3
M4
M5
M6
M8
M9

M1l

4

S
4
5
3
€
6

1 3 9 PSGX(14,0,8,0,10,.0MI) 10,0MI,,.4MI
2 3 9 PSG¥(14.0,8,0,10,0MI) 10,.0MI,.4MI
4 10 10 NSGX(2.4,2.4,3,0MI) 3,0MI,.32MI
4 10 10 NSGX(?.4,2.4,3.0MI) 3,0MI,.32MI
12 9 9 pPSGx(4.8,4.8,12,0MI) 12,0MT,.6MI
5 10 10 NSGx(2.4,2.4,3,.0MI) 3.0MI,.32MI
12 9 9 PSGX(4.8,4.8,6,0MI) 6.0MI,.6MI

10 6 8 9 PSGX(9.6,9.,6,12,0MI) 12.0MI,.3MI
M10 8 12 9 9 PSGX(€.6,6.6,6,0MI) 6.0MI,.3MI
M7 10 6 7 9 PSGX(4.8,4.8,6,0MI) 6.0MI,.3MI
M12 7 12 9 9 PSGX(1.2,1.2,3.0MI) 3.0MI,.3MI
Q 9 7 13 ARB

3 14 10 10 NSGX(7.68,7.68,9.6MI) 9,6MI,.12MI .

M17 14 14 10 10 NSGX(.48,.48,.6MI) .6MI,.12MI

CCOoMP
ns 10
MODFL
M14 0O

5 8 10P

5D

D D(CJO=7.79P)

0 12 9 PSGX(1,1,1.2MI) 1.2MI,.4MI

M15 12 12 © 9 PSGX(1,1,1,.5MI) 1.5MI,.3MI
M18 14 12 9 9 PSGX(3.2,3.2,4.0MI) 4,.0MI,.3MI

Circuit description of CMOS hold amplifier.

TABLE 3.20
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M10
M7

M12
M11
M17
M14
M15
M18

Dc biasing conditions in the hold

VGS
(V)

~3.14
-3.15
3,06
3,06
-3.24
3,12
-3.24
-3,25
-3.24
-3.04
-3,24
4,28
4.28
~4.26
-3.24
-3.24

VDS
(v)

~7.59
-7.53
3.06
3.12
-4.,35
6.33
-8.67
~-9.58
-5.42
=-9.35
-5.66
7.55
4,28
-4.26
~3.24
=10.72

1D
(pA)

150.0
152.8
187.7
187.9
302.9
210.9
164.2
267.8
351.0
75.0
177.3
5014.0
290.6
78.7
78.7
290.6

(the apparent current discrepancies are
the result of the "fixing" resistors
introduced in order to ensure dc

amplifier,

convergence)

TABLE 3.21
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am gds Cgs Cgd

(ma/V)  (pA/v) (pF) (pF)

M1 .30 2.9 .91 .22
M2 .30 2,99 .91 .22
M3 .24 2,33 .32 .15
M4 .24 2.31 .32 .15
M5 .34 6.79 1.50 .26
M6 .26 1.84 .32 .15
M8 .18 2.7 .75 .13

M9 .52 6.8 .88 .26
M10 .38 15.96 .44 .13
M7 .20 1.88 .44 .13
M12 .19 7.94 .22 .07
MI11 3.17  103.7 .68 .47
‘M17 .19 7.8 .04 .03
M14 .07 1.95 .11 .03
M15 .09 4,45 11 .03
M18 32 11.16 .29 .09

fmall-signal parameters of the hold amplifier

transistors,

TABLE 3.22
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At erV - At Vrev=0 Vrev
(pF) (pF) (v)

- cidy .22 .92 11,94
Cisy .20 .53 4.35
cid, .22 .92 11.94
Cis, .20 .53 4,35
cid, .18 .42 3.06
cid, .18 .42 3.12
cid, .12 .32 4.35
cidg .13 .42 6.33
Cidg .09 . .32 8.67
Cisg .21 .63 3.42
cidy, .15 .44 3.42
Cisg, .11 .32 5.66
cja,, .03 .08 5.66
cidy, .38 1.33 " 7.55
Cid;4 .03 .08 4,28
cid, , .03 - .07 4,26
Cis g .03 .07 - 4.26
Cid,g .05 .21 10,72

Jurction capacitances in the hold

amplifier.,

TABLE 3.23
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Magnitude Phase
(dB) (Degq)
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40 -
-18 20
0
~.\
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-26 -60
-80
100kHz 1MHz

Magnitude/phase characteristics of the transconductance

amplifier transadmitance.

( 0dB corresponds to 1lmA/V)

- Figure 3.57
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Magnitude Phase
(dB) (Deg)
- R
_ \\\‘
70 , , \ 40
N
50 0
\\ \
\\ \
30 \\\\ _ 40
N ani
N /
N
10 e . 80
100kHz 1MHzZ . 10MHz

Magnitude/phase characteristics of the transconductance

amplifier output impedance.

( 0dB corresponds to a lk resistor)

Figure 3.58
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not rrne in the case cof the transconductance amplifier because

the :rpu*t stace was hujlt such as to be "intrinsically"

scaled with the jnput stage of the hcld amplifier. Obviously

in 2z recess vith reasonable control of the threshold ratio

hetwaen n-type and p-type transistors such an arguement does

rct ayply as strictly and the transccenductance amplifier could

be firther broadbanded Lty revercing the polarity of the devices.
The frequency as well as time analysis of the hold

arplifier alone and of the complete S/H configuration was

vrfar+rnately cltered by cheosing an arbitrary model for

the description of the bipolar transitor. This model incorporated

an excessively large COTQ so that the effects meﬁtioned during

the previcus stabkility analysis wvhere unobservable. As a

result the computer analysis predicted satisfactory performance

an¢ “he circuit was implemented according to the descriptions

presented in the tables.

31,4.7 Criticue of the original S/H amplifier design.

As mentioned earlier, the bipolar transistor was
orijinally taken for granted by arbitrarily choosing a
moér] description available in the ISPICE library. This was
certainly a had choice since the transistor was implemented
using the substrate npn sfructure'“naturally" available in
a CTM0S process. Such a transistor is built with the n  substrate
ecting as collector, the p- well (used for the implementation
cf *he n-charnel transistors) acting as base and the n+ drain
and source diffusion acting as emitter. The resulting practical

base width is of about 7Pm. Using the most simple model for
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the derivation of £ (#), we find:

2D 2x20cm2/s
£ = _NB__ = 13MHz
T 2 2
2T w 2 ( 7pm)

arr with the clear advantege of hipdsight we recognize that
thies frequency is dargerously close to the desired randwidth
of the hold amplifier. Tn fact the cutoff frequency of the
bipclar transistor is even smaller than that of its MOS
crunterpart. As 2 result of this relatively low‘fTQ, the
resorance frequency, W, of (3.164°) can possibly fall within
the desired bandwidth of the hold amplifier, Thus, in the
rreserce of the typical load, R =10k, C,=50pF and with

gm6H=.26mA/V, we find:

1 IMey
£ o= 2t \|lw -~ 6H =\J(13MHz) (.8MHz) ¥ 3.,22MHz

r TQ
27 Cyp,

which is obviously undesirable. It also turns out that the

choice cf gm., can no longer be arbitrary, although it is
also apparent that the practical possibilities of increasing
Mg, are limited.

The effect of fT will ke analized next numerically by

Q

considering a possible value of fTQ = 10MHz. The overshoot

ard rhase shift ~aused by the resonance effect mentioned earlier

can be computed as follows, with:

fTQ = 10MHz, R =10k, C, =50pF, p=1oo, gm, = g%%v = 200ma/v,
Iq = 20A/V, gme, =.26mA/V
£, = 2.83MHz, £, = 18.57MHz, £ = £, = 2.83MHz

1+YLZoH i = ,152 and tg arg(1+YLZoHﬂ = 6.56
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The corresponding overshoot is of about 16dB and the
phase shift of 81°. such contributions near the bandwidth of
the amplifier can obviously be very unpleasant.

The stability aralysis as prescnted earlier was
rerformed relatively late. In the mear time the decoder chip
had been built according to the original design and as it
turned out the sample and hold amplifier did oscillate in the
preserce of heavier capacitive loads. The oscillation was
most aptly eliminated ( 18 ) so that the reason of the
present criticque is to explain why the circuit does perform
adequately in the present configuration and how it can be
farther improved.

After the discovery of the resonance effect, the hold
amplifier was again subject to computer analysis, but this
time a more appropriate model was used for the substrate npn
transistor. The analysis was performed only in the frequency
domAain by -replacing the MOS devices with their equivalent
small-signal circuits available from the ISPICE analysis. This
was done because the author had no access to ISPICE or to
a compérably powerful computer program. The analysis was
performed using ANDRET (22) a computer program similar to
SPTCE 1 (23) and implemented on a VARIAN 73 minicomputer,

The bipolar transistor was described with:

FTQ

fp= 100, 9o = (c_man/(;J ) = 2mA/V, cQ = (ng/ooTQ) = 3nF

10MHz, ng = (IC/VT) (5mA/25mV) = 200mA/V

This description is more realistic than the original

one but still somewhat idealized since it does not take into
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account second order effects, such as the dependence of fTQ

on I .
c

The open loop gain of the unloaded hold amplifier is
shown in Figure 3.59. During this simulation the amplifier is
in fact loaded with the junction capacitance associated with

the hold capacitor; at Vout = 0, the junction capacitance

t
is of 2bout 6pF,vielding:

fr = 8,3MHz, fb = 23,7MHz (with RL=R11)

|1+YLZ =,35, tg[grg(1+YLZ°Hﬂ = 2.86

~

ol
min
The corresponding overshoot is of about 9dB and the

phase shift of 71°. The gain plot of Figure 3.59 doesn’t
seem to show these effects; the reason is that at 8.3MHz
the output impedance of the hold amplifier, presented in
Figqure 3.60,\isn't any longer strongly inductive so that
‘the simplified model doesn“t hold any longer. In the
presence of the typiéal load fr moves to 3.22MHz, as shown
earlier; this is sufficiently low in order to yield unfavorable
coupling between the inductive output impedance and the
capacitive load. The ccrresponding open loop gain is presented
in Figure 3.61 and the amplifier would obviously be unstable
if operated closed loop.

Ir principle one could try tormove fr beyond the desired
randwidth by increasing gmg.. But theé necessary increase is

quite unpractical. With C; = S50pF and gm.. =,26mA/V we find:

IMey

2M Cp

= 827kHz
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Placing fr sufficiently far beyond the unity gain
crossover frequency would therefore require at least a ten

fold increase of gm In any case, the limitation imposed

6H"

by F is practically unsurmountable.

TQ
A possible cure, implying no major reconstruction of

the amplifier would be the damping of the resonant circuit

by placinc a fesistor between the emitter of the npn and

th?2 load (including the hold capacitor connection). This is

shown in Figure 3.62a. The penalty is obviously higher output

resistance but as it turned out there seems to be no real

need for a very low output resistance. The open loop gain in

the presence of the load can now be written as:

A°

al = H (3.174)

1 + YL(on+RA)

The denominator of (3.174) can be written as:

1+YL(ZoH+RA) = 1+(GL+scL)(RoH+sL°H+RA)

and with RA > Ro :

H” R L
A OH _ 2
1+YL(ZoH+RA) = e 4 s[ + C R:l + sC.L

RL RL LA L oH

The resonance analysis can be repeated, yielding:

R w>
wl=owih+ L2
R, w
b

1 _ Moy

w, = —— -\IwTQ —=

\|L0HCL L
1 1
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In the presence of a heavier load:

1
W =
b RACL
With RA = 1k, and C£ = 56pF, we find:
fa = 2.71MHz, fb = 2,84MHz, fr = 513kHz
Thus:
1+YL(Z°H+RA4min = ,95 and tg arg(1+Yn(Z°H+RA)ﬂ = 1.05

The corresponding overshoot is only .45dB but the phase
shift is still 1argé, about 45°, The corresponding gain
characteristics are shown in Figure 3.62b and it is apparent
that the amplifier is still on the verge of oscillation.

A more drastic improvement can be obtained by isolating
the load from the feedback tap point. This can be done by
placing an additional resistor between the load and the
junction of RA with CH'
3.€3a, the open loop gain can be expressed as:

In this case, illustrated in Figure

° o

Ap = A 3L . 2u Ry (3.175)
RA+RB+ZL+ZoH 1+(RA+RB)YL+YL20H

The numerator of (3.175) can be written as:

4R Y, = 1 +-§§- + sR,C % 1+ SRC

The denominator can be written as:

1+(RA+RB)YL + YLZoH =1 + (RA+RB)/RL + S(RACL+RﬁCL+ §§§)+

52LoHCL

Since it was possible. to implement the condition fa = fb'
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it should also be possibkle to implement fb< fa' Thus it turns
out that resonance can he entircly eliminated by correspondingly

sizing RA and R The true zero introduced by the coupling of

B*
RB with CL is obviously also an important contributor toward
stabilify. In fact the addition of RA transforms the resonance
situation into a doublet type of situation with the associated
relative benefits, The computer simulation corresponding to
the case RA=RB=1k is shown in Figure 3.,63b and the amplifier
is now clearly stable,

The obvious observation at this point of the analysis
is that the very low output resistance offered by the npn
transistor has been in fact rendered ireffective by adding
series resistance to it. Thus it appears that the bipolar
transitor is in fact useless, to say the least, in this
application. Since it turns out that the typical load does
not require low output resistance it appears that the npn
transistor, together with the buffer follower M7H and M12H,
could be very well eliminated. A reasonable output resitance
could be obtained by implementing the output stage as an all
r-channel MOS transistor follower. The buffering of the loéd
through a series resistor could still be used in order to take

advantage of the resulting true zero.

3.4.8 Experimental results,

As mentioned earlier, the original design had to be
medified in order to obtain stable opeartion. Fortunately this
could be done by simply rearranging some of the crossunders.

The "fixed" sample and hold amplifier did perform



adeguately. The typical performance in the presence of a

lnad consisting of RL=10k and CL=50pF is described by:

Acquisition time (1%, 3V step): less than lps
Droop rate: , ~ less than 50mV/s

and this is quite adequate for the present application.
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Open loop, open circuit voltage gain of the hold

amplifier ( in the presence of the junction

capacitance associated with the hold capacitor).

Figure 3.59

237



238

“Magnitude Phase
(dB) (Deg)
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Hold amplifier output impedance characteristics.

( in thé presence of the hold capacitor junction)

( 0dB corresponds to a lk resistor)

Figure 3.60
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Magnitude Phase
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_20 \\ -240

100kHz 1MHz 10MHz

Open loop gain of the hold amplifier with the load

connected directly to the emitter of the substrate

npn transistor (C.=50pF, RL=10k)’

Figure 3.61
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Equivalent circuit used for the stability analysis

of the hold mode in the presence of simple buffering (R,).

&2

Figure 3.62a
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Open loop gain of the hold amplifier with the load

and the hold capacitor buffered from the emitter

through a 1k resistor (CL=50pF, RL=10k).

Figure 3.62b
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Equivalent circuit used for the stability analysis

of the hold mode in the presence of double buffering

{R, and Rp).

Figure 3.63a
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Open loop gain of the hold amplifier with the hold

capacitor "tapping" the buffer resistor which

connects the load to the emitter of the substrate

npn_transistor (the tap is taken at the middle of

a 2k resistor with CL=50pF, RL=10k).

Figure 3.63b
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4, EXPERIMENTAL RESULTS.

The ADC and DAC converters as described in the previous
chapters were implemented at Siliconix Inc. using standard
CMOS technology.

The coder being more complicated was realized first,

It has been already mentioned that the capacitor matching
was well within the limits prescribed by the XCODEC analysis.

Scme trimming of the original design was performed
after measuring the parasitic capacitance in the step capacitor
arrays and the offset of the transfer curve due to imperfect
feedthrough cancellation at the comparator input. These
measurecments can be perfcrmed using the coder alone and
observing the digital output transitions.

The behavior of the PCM coder in a complete codec
confiquration was evaluated initially using an existing
commercial. decoder ( 4 ). The transfer curve obtained with
the set-up shown in Figure 4.1 is illustrated in Figure 4.El.

More detailed views of the most positive and respectively
mnst necative portions of the transfer curve are shown in
Fiqures 4.E2.and 4 .E3. The apparént nbnmonotonicity at the
negetive end of the transfer curve is due to the imposed
surrresssion of the ideal code corresponding to negative full
scale. The nonidealities causing deviations from the ideal
transfer curve, such as parasitic capacitance in the step
capacitor array, buffer offset voltage and comparator offset
voltage can be corveniently visualized with the set-up shown

in Figure 4.1, although they can be very well measured in
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B

PMI J >
—+

Experimental set-up for

visualyzing the overall

transfer characteristic

of a codec composed of

a charge redistribution

encoder and a "classical"

decoder.

Figure
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Overall transfer curve of the codec obtained

with the set-up shown in Figure 4.1

Figure 4.E1
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Most positive segment of the codec transfer

characteristic.

Figure 4.E2
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Most negative segment of the codec transfer

characteristic.

Figure 4.E3
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a "digital”" manner. These nonidealities were within the
limits prescribed by XCODEC so that the trimming was made
more for "cosmetical" reasons.

The functionality of the coder ir the digital channel
bank type of environment was tested by measuring SNR and
GTRCK. The set-up used for this purpose is shown in Figure 4.2,

Experimental SNR and GTRCK measurement results are
shown in Fiqure 4.E4,

Since the circuit was intended for real world application
it did include the possibility of handling signaling
information, i.e. periodically the last bit in the digital
output word is replaced with a bit carrying signaling
information. This feature was perfectly functional.

The decoder chip, processed later, was also functional
from the first run but originally the sample and hold amplifier
output did oscillate in the presence of heavier capacitive
loads., After this problem was fixed ( 18 ) the decoder
performed adequately. A

Typical specs describing the performance of the two
converters are presented in TABLE 4.El.

A ccmplete encoder die is shown in Figure 4.E5; overall
dimensicns are 120 by 120 mils. The decoder chip is somewhat

smaller.
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Signal out HP 3551A sin x
r < o] (o o < b 4
Transmission ) Filter
Test Set

Encoder parallel

DAC 76
converter

L DF 331 Serial to PMI [ h
—+

Experimental set-up used for SNR and GTRCK

measurements.

Figure 4.2
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(a) Experimental SNR measurements made with the

set-up shown in Figure 4.2
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Experimental GTRCK measurements made with the
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Siliconix DF331 Coder -
DF332 Decoder Specs (Typical)

/

Supply Voltages
Supply Current

Reference Current {Peak)

Analog Input Current During Sampling

Clock Frequency

Conversion Rate Coder
Decoder

Coder Digital Output

Decoder Analog Output

“A" & ‘B’* Channel Signaling:

Exceeds D3/D4 Specifications

+5 to +7.5, —7.5to -15
i3mA@t75V

2mA @3V
0.5 mA
1.544 MHz (3.5 MHz Max)
16 kHz Max
8 kHz Typ
64 kHz Max

Open Drain — Sinks 3 TTL Loads
Source/Sink 1.5 mA
Decoder Outputs — 1 TTL Load

€6¢
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5. CONCLUSIONS,

The work described in this report led to the commercial
marufacturing of what is believed to be the first economically
feasable chanrel dedicated codec,

Complementary MOS techneology was employed to produce
a PCM voice encoder and decoder which meet standard telephone
transmission specifications. Operating speed is adequate for
myltiplexing of two channels through each encoder and decoder,
zlthcuch this would not be the intended use cf the converter
pair. Die size and yield suggest that these components will
become economically competitive with high-speed shared PCM
cccéecs.

Several possibilities for extension of this work are
evident. A single reference supply would suffice if a
buffer amplifier were added to the chip to provide the
crposite polarity reference; demonstrated closed-loop gain
ac~uracy of the amplifier discussed earlier is ample. Power
switching of the buffer amplifier and comparater could
érastically cut the power consumption of codecs not in use,

A modified version of the codec meeting the European
2-law specs is clearly feasable.

A single chip cedec could be developed based on time-
cnhared use of one pair of capacitor arrays. If asynchronous
(ircoherent) encoding and deccding is required, addition of
a separate sample and hold amplifier to the enrccder wcould

rermit interruptions when deccde operations are required.
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Switcﬁable analog attenuators, now desiredAat.the
decoder output in many applications, can be realized simply
based on precision-ratioed capacitor arrays on the chip (1).
Another possibility is incorporation of the sHarp~cutoff'
lJow-pass pre and post-sampling filters on the same chip.
Recent work shows attractive poscibilities for
realizirg such filters based on precision-ratioed_capacitors

and operational amplifiers (2o, 24),
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APPENDIX

XCODEC users manual.

XCODEC is a computer program capable of analyzing the
performance of a codec in terms of signal-to-noise ratio (SNR)
and gain tracking (GTRCK). A practical codec is described
through user supplied subroutines. XCODEC itself has built in
subroutines for ideal coders and decoders. The original version
of XCODEC (%) has been modified for the purpose of the
present work in order to automatically determine the maximum
allowable parameter deviations. This automatic search routine is
written for the particular practical codecs being investigated
( in the present case charge redistribution converters ). The
coder and respectively decoder under consideration are of the
charge redistribution type described in this report. The
parameters affecting the performance 6f the codec are
capacitor matching, finite amplifier offset voltages, nonideal
amplifier gain, reference voltage matching etc. The program
can analyze any one of the four possible combinations between
oractical and ideal coder or decoder. The output listing will
contain the transfer characteristic of the particular codec
under investigation and the results of the SNR and GTRCK
analysis. In the case of practical converters the parameter
deviations affecting the transfer curves will also be
displayed.

The parameters describing the practical coder or decoder

are defined as follows:
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In the segment array for both the coder and the decoder:

CX; = 555, where i =1, 2, 4, ... 128

Thus CX1+CX +...+CX128=CXto =1

2 t
Nonidealities are introduced as percentage deviations

such that the practical capacitances will have the following
values:
CX. = CX, (1+DCX,/100)
ipr i i
The parasitic capacitance is introduced as a percentage
of the total capacitance, i.e.:

CX CX +CX ar/100

totpr= tot P
In the coder step array:
i

CYi = T¢ , where i=1, 2, 4, 8

The terminator is expressed as: CYT = 1/16. Such a
definition yields again a total array capacitance of 1.

The deviations are introduced in a similar manner to
the case of the segment array. The parasitic capacitance is
expressed again as a percentage of the total array capacitance.

In the decoder step array:

CYi = —%%—, where i=1, 2, 4, 8. The two terminators
(used for 7 and respectively 8 bit decoding) are expressed
as:

. CYT, = 2/33 and CYT, = 1/33

The deviations from the ideal values and the parasitic

capacitance are introduced like before.
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The comparator offset voltage, VOSC, isvintroduced as
a percentage of the reference voltage. The same applies for
comparator overdrive, OVERDR, buffer amplifier offset in the
decoder, VOSAY, and buffer amplifier offset in the coder,
VOSA. The offset voltage of the sample and hold amplifier
has no influence on SNR or GTRCK and is therefore assumed to
be ideal. The nonideal amplifier gain is described with:

GAIN = 1 - DGAIN/100

in the coder ( and with DGAINY in the decoder).

The reference voltage mismatch is introduced as a

deviation of the negative reference:

VR

-V (1+DVRN/100)

The automatic search procedure consists of an iterative
analysis. One of the parameters describing the practical codec
is modified such that initially the codec will fail to pass SNR
and GTRCK specs. The nonideal parameter will then be modified
by the program until the specs are met (or the maximum
number of iterations is reached). In order to perform the
automatic search routine the program has to be supplied
with four numbers as follows:

DPARM(1) which is a deviation from the ideal value of
the marameter being investigated that would yield spec "proof"
codecs; DPARM(2) which is the initial deviation supplied by
the user; JEM an integer which designates the particular
parameter to be investigated and JUP, an integer representing

the maximum number of iterations to be performed. The search

algorithm operates as follows:
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The parameter under investigation is modified with
DPARM(2), the codec transfer characteristics are computed and
the resulting combination is subject to SNR and GTRCK tests.

If the codec does not pass the smecs then the next run
is pmerformed with:

_ DPARM(2) -DPARM (1)
2

DPARM (3) = DPARM(2)

If the test is successful then the next run is performed

with:
DPARM(3) = 2 x DPARM(2)

This last modification of DPARM applies only in the
case when the specs are passed the first time. Otherwise the
modification of DPARM is performed on the basis of a
successive approximation routine. Continuing this procedure,
the program will find the largest acceptable deviation of
the particular parameter being investigated. If the specs
are still not being passed at the end of the routine then
either DPARM(2) or JUP, or both, have to be modified. After
completing the search the program will repeat the run
corresponding to the largest possible deviation which does still
yield acceptable performance and will prepare an output. The
sequence of DPARM’s used in the search algorithm will be
printed thus simplifying the interpretation of.the final
result. The output will also contain a list of the parameter
deviations for all the parameters describing the practical
coder or respectively decoder. This is followed by the

results of the SNR and GTRCK analysis and the listing of the
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ransfer characteristics.

The input deck contains the following cards:

1. A card specifying the positive reference voltage,
with the format F10.3.

2. A card specifying the combination of coder and
decoder being investigated:

11 for ideal coder and decoder

21 for practical coder and ideal decoder
22 for practical coder and decoder

12 for 'ideal coder and practical decoder

3. A card containing the deviations from their ideal
values of the capacitors.in the coder segemnt array, DCXi,
with the format 8F10.3.

4, A card containing the deviations from their ideal
values of the capacitors in the coder step array, DCYi, DCYT,
with the format 5F10.3

5. A card containing the deviations from their ideal
values of the remaining coder parameters, DVRN, VOSC, OVERDR,

VOSA, DGAIN, CXP, CYP, with the format 7F10.5

6. A card containing the deviations from their ideal
values of the decoder segement array capacitors, DCXi, with
the format 8F10.3.

7. A card containing the deviations from their ideal
values of the decoder step array capacitors, DCYi, DCYTZ,
DCYT, , with the format 6F10.3.

8. A card containing the deviations from their ideal

values of the remaining decoder parameters, DVRND, VOSAY, DGAINY,



263

CYPD, with the format 4F10.5.

9. A card containing the parameters used for the SNR
and GTRCK analysis, DBUP, DBLOW, NPA. DBUP is the upper
1imit of the test sinewave, DBLOW is the lower limit and
NPA is the number of points to be tested (amplitudes). An
amplitude equal to the magnitude of the reference voltage
is defined as +3dB. The format for this card is: 2F10.4,I10.

10. This card contains the parameters for the automated
search routine, DPARM(1), DPARM(2), JEM, JUP. The format is
2F10.3,2I2. This card should be left out for single pass
analysis.

The listing reproduced in this Appendix is a modified
version of the original XCODEC; the modification was
necessary in order to adapt the program to a VARIAN V73
minicomputer. The subroutines describing the practical coder
and decoder have been obviously written for the particular
type of codec described in this report.

The sample run reproduced in this Appendix corresponds to
the automated search for the maximum allowable comparator

overdrive.
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7/28/77 FAST VORTEX FTN 1V 2314 HOURS

i%Qi#l*'ﬁii*.lﬁﬁ”*#ﬁ’ﬁﬂ*{i’#iﬁ*@#ﬁﬁﬂ#&iﬂ@iﬁﬁ*iﬂ*#ﬂ@ﬂ*

PROGRAM XCODEC ADAPTED TO AUTOMATIC SEARCH

Qﬁ*'GQGQG’QOQ.ﬁ**i*ﬁ’#ﬁl*ﬁ#ﬁ&ii’&’ﬁ@ﬂﬂQQ****.*Q'Q9&00#

REAL NO

COMMON XFL.PRC,PRD
IICODER/DCXB(S))DCYB(S)JDCX<8)JDCY(S)ODVRNJVOSCJOVERDRJ
/V0SA» GAIN» CXPsCYPoVGLL2,8,163,VGUC2,8,16)
//DECOD/DCXBD(8))DCYBD(6)JDCXD(S)IDCYD(6,0DVRNDJVOSAYJ
/GAINY,»CYPD, VGO(2,8,16)
//VELUES/DBUPJDBLOW:NPAJXPZ(SQ)JSDRDBZ(Sﬁ):GTRﬂCZ(SA)J
/XFUNDZ(54),BOPTZ(54).,ZAPZ(54),DBINZ(54) ., SMARZ(54),» )
/GMARZ (54) ' ’ o
DIMENSION DPARM(15), INDEX(1S5)

DATA Y., NO.,OK/1HY,2HNC,2HOK/

IR=4 '

1w=$S

PRC=0.

PRD=0.

READ(IR,11) XFL

FORMAT (F10.4)

READ(IR»16) KC,KD.1SA

FORMAT (31‘)

1FCKC+EQ«1) GO TO 1003

READCIR,1000) (DCXB(I)JI“IJS)

FORMAT(8F103)

READCIR,1001) (DCYB(I):IBI:S)

FORMAT(SF103) .

READCIR,1002) DVRNJVDSCJOVERDRJVOSAJGAINJCXPJCYP
FORMATC(7F10.5)

IFC(KD-EQel) GO TO 1007

READCIR,1004) (DCXBD(1),1=1,.8)

FORMAT(8F10.3) ’ '

READCIR,1005) (DCYBD(1),1I=1,6)

FORMAT(6F10.3) .

READ(IR,1006) DVRNDJVOSAY:GAINYJCYPD

FORMATC4F10.+5)

READ(IR,521) DBUP.,DBLOW.NPA

FORMAT (2F10.4,110)

IFCISA«FR«1) GO TO 1009

READCIR,1008) DPARM(1),DPARM(2),JEMs»JUP
FORMAT(2F10+3,212) " o ‘

JAR=] C
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7/28/177 FAST

DO 3500 NPAR=1,JUP

INDEX (NPAR) =0

DO 3000 NPAR=2,JUP
DP ARAM=DPARM(NPAR)
4000 GO TO €4001,4002,4003,4004,4005,400654007,400854009.

VORTEX FTN 1V

265

2314 HOURS

74010,4011,4012,4013,4014,4015,4016,4017-,4018,4019,4020

/7+,802124022,4023,4024,4025,402654027,4028,4029,4030,
/ 4031o403254033;4034(403554036?4037}4338?{d£ﬂ. '

DCXB(1) =DPARAM
GO TO 4100
DCXB(2) =DPARAM
GO TO 4100
DCXB(3) =DPARAM
GO TO 4100
DCXB(4) =DPARAM
GO TO 4100
DCXB(S5) =DPARAM
GO TO 4100
DCXB( 6) =DPARAM
GO TO 4100
DCXB( 7) =DPARAM
GO TO alo00
DCXB(8&) =DPARAM
GO TO 4100
CcXp =DPARAM
GO TO 4100
DCYB(1) =DPARAM
GO TO 4100
DCYB(2) =DPARAM
GO TO 4100
DCYB(3) =DPARAM
GO TO 4100
DCYB(4) =DPARAM
GO TO 4100
DCYB(S) =DPARAM
GO TO 4100
cYp =DPARAM
GO TO 4100
DVRN =DPARAM
GO TO 4100
vosc =DPARAM
GO TO 4100
OVERDR =DPARAM
GO TO 4100
vVoSA =DPARAM
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4020
4021
4022
4023
4024
4025
4026
4027
4028
4029
4030

4031

4032
4033
4034
4035
4036
4037
4038

4100
1009

12

GO TO 4100
GAIN =DPARAM
GO TO 4100

DCXBD(1)=DPARAM .

GO TO 4100
DCXBD(2) =DPARAM
GO TO 4100
DCXBD(3)=DPARAM
GO TO 4100
DCXBD(4)=DPARAM
GO TO 4100
DCXBD(5)=DPARAM
GO TO 4100
DCXBD( 6)=DPARAM
GO TO 4100
DCXBD( 7)=DPARAM
GO TO 4100

DCX BD(8)=DPARAM
GO TO 4100
DCYBD( 1 )=DPARAM
GO TO 4100
DCYBD(2)=DPARAM
GO TO 4100
DCYBD(3)=DPARAM
GO TO 4100
DCYBD(4)=DPARAM
GO TO 4100
DCYBD(5)=DPARAM
GO TO 4100
DCYBD( 6)=DPARAM
GO TO 4100

CYPD  =DPARAM
GO TO 4100
DVRND  =DPARAM
GO TO 4100
VOSAY =DPARAM
GO TO 4100
GAINY =DPARAM
CONT INUE

IF (KC.EQ.2) GO TO

VORTEX FTN IV

12

266

2314 HOURS

IF((ISA-NEol)-ANDo‘PRC-EQo!o)-AND-(JEMQGEfal??GO TO 17

CALL IDCODR
GO TO 17

IFCCISAeNE«1) «ANDe (PRC+EQe¢10) ¢ ANDe CJEMeGE-21))G0 TO 17
CALL OVLAY(0,0,SHOVER!) ‘ )
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17

14

19

8000

7100

3002

3008
3000

3004
3008
1010

7800

THIS 1S THE SUBROUTINE DESCRIBING THE PRACTICAL CODER
IF (KD.ER.2) GO TO 14
IF((xSA.NEOl).AND'(PRD.EQ.lO)OAND. (JEM.LB-ao))GO TO 19
CALL IDECOD

GO TO 19
IF((ISAONEOI)OANDQ(PRDOEQolo)oANDo(JEMoLEO?O))GO TO 19
CALL PDECOD

CONTINUE

CALL OVLAY(OJOJSHOVERZ)

THIS 1S DISTAC

IFCISA«EQ+1) GO TO 1010

IF(JAR+EQ. 2) GO TO 1010

SZAP=0.

DO 8000 I=1,NPA

SZAP=SZAP+ZAPZ (1)

IF(SZAP«NE«0s¢) GO TO 7100
INDEXC(NPAR) =1

DELTA=(DPARM(NPAR~- l)‘DPARM(NPAR))/QO
DELTA=5IGNCDELTA, DPARAM)

DO 3002 KAP=2,NPAR )
IF(INDEX(KAP)OEQOG) GO TO 3008
CONTINUE )
DPARM(NPAR+]) =2 « *DPARM(NPAR)
IF(DPARMC(NPAR+1)¢LTe~100+)
/DPARM(NPAR*!)=DPARM(NPAR)/20°5°0

GO TO 3000
DPARMCNPAR+ | )=DPARM(NPAR) +DELTA
IF(INDEX‘NPAR)OEQ 0) DPAﬁM(NPAR+l)QDPARM(NPAR)‘DELTA
CONT INUE ’

JUPM=JUP=~1

JUPP=JUP+!

DO 3004 K=1,JUPM

KR=JUPP=-K

IFCINDEXCKR)«EQe0) GO TO 3004
DPARAM=DPARM(KR)

GO TO 3005 i

CONTINUE

DPARAM=DPARM(JUP)

JAR=2

GO TO 4000

CONT INUE

IFCISA«FRe«1) GO TO 780S

VRITECIW, 1)

WRITECIW, 7800) JEM

FORMAT(/10X,
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/ *THE SENSITIVITY TO PARAMETER NO. *»12,
/* HAS BEEN TESTED®)

WRITECIW, 7801) JEM

FORMAT(C10X,

/ *THE VALUES USED FOR PARAMETER NO.s *»12,° HAVE BEENs °)
‘DO 7804 1=2,JUP ’
IFCINDEXCI)+EQel) WRITECIW,7802) DPARM(1)

FORMAT C/10X, F84¢345Xs “PASSING VALUE®)
IFCINDERCIDEQ¢0) WRITECIW,7803) DPARMCI)
FORMAT(/10K, F8¢3,23X» *FAILING VALUE*) T
CONTINUE

IF(KC+.EQ.1) GO TO 7004

WVRITE(3,2006) '

FORMAT (/1X» DO YOU VANT CODER NONIDEALITIES ? Y/NO’)
READ(3,20027 XLIST

IFC(XLIST.EQ.NO) GO TO 7004

VRITECIW, 1) )

WVRITECIW 7000)

FORMAT(/10X,

7 *THE NONIDEALITIES OF THE PRACTICAL CODER ARES °//)
D0 7001 I=1.,8 ' B
DCX(1)=DCX(1)>*100.

DO 7002 I=1,5
DCY(CI)=DCYCI)*100.
VBITELIW, 7003) (DCX(1),1=1,8),CXPs(DCY(1)s1=1,5),CYP,»

/DVRN, VOSC,» OVERDR» VOSA,GAIN

FORMAT C10X» * 1 DCX1 ~=’,FB8e3/
/ 10X, > 2 DCX2 = FBe¢37
/ 10X, ® 3 DCXa =, F8+3/
/ 10X, > 4 DCX8 . =’,F8s3/
7 10X, 5 DCX16 =>»F8¢3/
7 10X, ® 6 DCX32 =2 F8+3/
7 10X, > 7 DCX64 =”,F8+37
/ 10X, ®> & DCX128 = F8s3/
/ 10X»” 9 CXP = F8437
7 10X, 10 DCY!  =2,F8s+37
/ 10X, *11 DCY2  =>,F8s3/
/ 10X> ®12 DCY4  =>,F8¢37
/ 10X, 13 DCY8  =>,F8437
/ 10X, 14 DCYTM =%, F8.3/
/ 10X, >1S CYP  =sF8s3/
7 10X» >16 DURN  =’,F8037
/ 10X> 17 VOSC  =*,F8<3/
/ 10X> *18 QUERDR =*F8¢3/
/ 10X» *19 VOSA - =*,F8.37
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6 07/28/77 FAST VORTEX FTN IV 2314 HOURS
/ 10X, *20 DGAIN =°sFB¢3/)

7004 IFC(KD+EQe}) GO TO 7005 o ST
WRITE(3,2008)

2008 FORMAT(/1X. DO YOU WANT DECODER NONIDEALITIES ? Y/NO®)
READ(3,2002) XLIST ' ' -7
IF(XLIST.EQ.NO) GO TO 7777
WRITECIW 1) ‘

WRITECIW, 7006)

7006 FORMATC/10X»

/ °THE NONIDEALITIES OF THE PRACTICAL DECODER ARE: ‘//)

PO 7007 1=1,8 o
7007 DCXDCI)=DCXDCI)*100.

DO 7008 1=1,6 '

7008 DCYDCI1I=DCYD(1)>*#100.

WRITECIW, 7009) (DCXD(1),1=1,8),¢(DCYD(1),1=1,6),CYPDs

/DURND, VOSAY» GAINY = o ot T :
7009 FORMAT(10X» *21 DCXI =2°,F843/
10X 22 DCX2 =2»F8+37

10X, *23 DCX4a =2,F8+3/

10X» *24 DCX8 =?»F8+3/

10X 25 DCX16 =2,F8+¢37

10X> 226 DCX32 =°,F8.3/

10X, 27 DCX64 =>>F8+3/

10X» °28 DCX128 =?,F8+¢37

10X, *29 DCY! =?,F8.37

10Xs *30 DCY2 =2»F8+3/

10X, 31 DCY4a =?,F8.3/

10X» ®>32 DCY8 =?»F8+¢3/

10X> *33 DCYTM =%>F8+37/

10X» ®34 DCYHS =2,F8437

10X> 35 CYP a?,F8e37

10X, 36 DURN =?,F8+3/

10X, *37 VOSAY =2,F8+3/

10X» ®*38 DGAINY =®»F8+¢3/)

7005 CONTINUE ~ ~ ' - S

7777 CONTINUE
WRITE(3,2001) o

2001 FORMAT(/1X» °DO YOU WANT MEASUREMENTS ? Y/NO®)
READ(3,20025 XLIST -

2002 FORMAT(CA4)

IF(XLIST.EQ.NO) GO TO 2003

NNNNNNNNNNNNNNSNSSNS

MEASUREMENT RESULTS

DO 1013 1Z=1,NPA
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7/28/77 FAST VORTEX FTN 1V 2314 HOURS

FORMAT(1Xs F7e402XsF6e2, 3Xo FS5.2, 2)(0 F50 2: lXo FT7e 40 2Xo F?od

/+6Xs *UNDEF *s 3Xs F62)

FORMAT (1Xs £74,2XsFbo 20 3Xo F50 2: 2)(0 FSO 20 IXJ F'l- 40 2)() F704
/s5XsF6e203XsF6e 2) N

CONTINUE '

WRITE(3,2004)

FORMAT(1X»

/7 °D0 YOU WANT TRANSFER CHARACTERISTICS ? Y/NO ‘)
READ(3,2002) XLIST

IF(XLIST+EQ.NO) GO TO 2005

DO 8 KS=1,2

DO 8 KL=1,8

IF(MOD(KL,2)) 40,41,40

WRITE (3,.2100) ’

READ (3,2101) PAPER

1F(PAPER.NE«OK) GO TO 2005

WRITECIW, 1) ’

FORMATC(1H1,69C1H®*)//1X. 'PROGRAM XCODEC '//1X069(lﬂ*)/)
IF(KC.EQ.2) GD TO 1011

VRITECIV,13)

FORMAT (1X. 'TBE CODER IS IDEAL’)

GO TO 1020 '

VRITECIW, 18)

FORMAT (1X» *“THE CODER 1S PRACTICAL')
IF(KD+EQ«2) "GO TO 1012 '

WVRITECIW,3)

FORMAT (1X» ‘THE DECODER 1S IDEAL’)

GO TO 1021

VRITEC(IW.15)

FORMAT (1X, °THE DECODER 1S PRACTICAL')
CONTINUE

EVALUATING CODEC INPUT - OUTPUT CHARACTERISTICS

WRITECIW 4) .
FORMAT (1X» *S=SIGN BIT*/1X,»
/7 °L=0NES COMPLEMENT OF SEGMENT WORD IN DECIMAL‘°/1X.
/*V=0NES COMPLEMENT OF STEP VORD IN DECIMAL°//IX.
789¢ lH’)//lXo *S %5 §Xs °L %5 2X2 °V %5 SXs *INPUT %, 5%5 PINPUT ’o 4X
7+ *INPUT % 4%, *INPUT *; SR> “OUTPOT °, 3%s» *TRACKING?/712X, ~
/" *LOVER *5X» “0PPER *; 4X+ *STEP *» 5%» “M1DDLE *» 4X» *LEVEL “» 4X
/s °ERROR */12%, “LIMIT %, 5%, *LIMIT *» &4Xs °SIZE"» 5Xs ‘POINT.‘/
713X, '(VY'J 7Xa ’(V) 'a SXJ '(MV) ‘o 63& ’(V’ 'a 7X0 ’(V) ’//lXa
/769CIH®)) ™ T
"WRITECIW, 42)
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361 42 FORMAT(/)
362 DQ 8 KV=l,16
363 "~ YVGL=VGL(KS, KL, KV)
364 VVGU=YVGUCKSs KLs KV)
365 DVG=100Q«*CVYGU=~VUGL)
366 VGMID=(VYGL+VVGU) /2.0
367 VVGO=VE0( KSo KLJ KV)
368 NS=2~KS
369 NL=KL~1
370 NV=KVY=1
371 I1F¥ (VUGO+EQ.0.0) GO TO 5
372 TRER=1.0-VGMID/VVGO . _ .
373 YRITECIW,6) NS«NLsNVsVVGL. VVGUJ DVGo VGMI Do VVGOJ TRER
374 6 FORMAT(IXJII:lXollaIXJ1202XJF80432X0F80404X0FSo!oQXa
3175 /F8¢4,2XsFBo 4:47(0?703) )
376 GO TO 8 ’
377 5 WRITECIW, 7) NS:NL:NV:WGL:WGUJ DVGo VGMID:WGO
3178 7 FORMAT(lXoIlolXaIlalXo1202X0FBeAJQXoFSoAJQXoFsela2Xa
379 /F8els2XsFBe 4y 4X0 'UNDEF- ') ’
380 8 CONTINUE '
381 2005 STOP
382 END

0 ERRORS COMPILATION COMPLETE
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SUBROUTINE IDCODR
COMMON XFL,PRCsPRD

/(CODER/DCXE(B)JDCYB(S)IDCX(G):DCY(S))DVRNJVOSCOOVERDRJ
/VOSA:GAIN;CXP:CYPJYLFQQBJl6)oYU(2:8o16) i

SCALIN =XFL/4079.5
DO 201 IL=1,8 ’
DO 201 1v=1,16
KL=IL~-1

KV=1V=1
GU=FLOAT(KV)

YU, 1L, IV =( (2, 0““KL)*(GV*17.0) "16¢5)*SCALIN

202
204

205
203

206
201

YLC2, 1L, IV ==YUCL, L 2D
IFCIVv=-1) 203,202,203
1FC(IL-1) 205,204,205
YLCl,fs1)=0.0

GO TO 206
YL(IJlLal)SYU(loKLol6)
GO TO 206. )
YLC!:ILJIV)zYU(l:ILoKV)
YUC2,ILo 1V ==YL(1,1La 10D
CONTINUE =~

PRC=1.

PRC=1.

RETURN

END

0 ERRORS COMPILATION COMPLETE
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SUBROUTINE IDECOD

COMMON XFL»PRC.,PRD
//DECOD/DCXBD(B)oDCYBD(6)oDCXD(8)oDCYD(G):DVRNDJVOSAYJ
/GAINY CYPDs YO(2,8016)

SCALIN =XFL/4079.5

DO 301 1L=1,8

DO 301 1v=1,16

KL=1L~1

KV=1V=-1 ,

GU=FLUOATC(KV)

11 YO(loILoIV)=((2-0'*KL)*(GV+!6~5) 16 5)“SCALIN
12 301 YO(201L¢1V)8'Y0(101L01V)

13 . PRD=1.

14 RETURN

15 END
0 ERRORS COMPILATION COMPLETE

[ ]
OCOVRJOUIBWN -~



u

9" PAGE

[ _ ]
SCVARAIONDPWN™

1 0

10

11

13

14

15

275

7/28/77 FAST VORTEX FTN IV 0001 HOURS

SUBRQUTINE PDECOD

COMMON XFL»PRC,PRD
//DECOD/DCXBD(G)ODCYBD(6)0DCXD(B)JDCYD(6)oDVRNDoVOSAYa
/GAINY,CYPD, VOU(2,8,16)
"DIMENSION CX(8):CYD(8)
VR=XFL .

VRN==(] «+DURND/100.)#XFL
VA=X FL*Y0SAY/100» ’
GA=1+-GAINY/100.

SCX=0»

SUM=0.

RO 10 1=1,8
VAL=2.®#%(1=~1)

IFCDCXBDC(1)+EQe Do) SCX=SCX+VAL
SUM‘SUM‘DCXBD(I)*VAL/IGO:
DEV=SUM/SCX =
DO 11 1=1,8
DCXD(1)=DCXBD(1>/100.
IFC(DCXBD(1)«EQele) DCXD(I)ﬂDEV
CX(I)=(2.**(I l))“(lo*DCXD(I))/QSSO
SCY=0e
SUMY=0.

RO 13 I=1,4

VALz 2,%%]" :
IF(DCYBD(1)+EQe0B¢) SCYaSCY+VAL
SUMY=SUMY=-DCYBD(1)*VAL/100.
SUNY“SUHY'DCYBD(S)/SUO-'DCYBD(G)IIOO.
IF(DCYBD(5) «EQeDo) SCY=SCY+2e -~
IF(DCYBD(6). EQ-U b} SCY=SCY+I.
DEVY=SUMY/SCY =~

DO 14 1=1,6
DCYD(1)=DCYBD(1>/100.
IF(DCYBD(I)oEQoOo) DCYD(I)WDEVY
CONTINUE

DIV=330“(IO* C?PD/IUO-)

DO 1S I=1,4

Jz2##] ’

K=2##(1=1)
CYD(K)“YLOAT(J)*(lo+DCYD(I))/DIV
DO 1 1I=1,2

Bl=FLOAT(I~1)

DO.1 J=1,8

voUT=0. ~

IFCJ.EG@el) GO TO 2

KAP=J~-1 -~
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a6 CSUM=0.
a7 DO.3 KAL=1,KAP
48 3 CSUM=CSUM+CX(KAL)
a9 VOUT=CSUM® CVR#C14=B1)+VRN*B1)
50 2 D0 1 Kelo16
51 LSTP=K-1
52 L5=LSTP/8
53 L5 6=MOD(LSTP. 8)
54 L6=L56/4
55 L6 7=MOD(L 564 4)
56 L7=L67/2
57 L8=MOD(L67s 2)
58 BS=FLOAT(L5) "
59 B6=FLOAT(L6)
60 B7=FLOAT(L 7}
61 B8= FLOAT(LS)
62 VYT=CYDC1)*B8+CYD(2)¥B7+CYD(4) *B6+CYD(8) *BS
63 1 VOUCI,JoKISVOUT+CVYT#(UR® (1o ~BI)+URN#B13=VA) #GA*CX(J)
64 PRDals = ~
6s RETURN
66 END

0 ERRORS COMPILATION COMPLETE
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SUBROUTINE PCODER

COMMON XFL,PRC,»PRD
//CODER/DCXB(B)JDCYB(S)ODCX(B)oDCY(S):DVRN&VOSC:OVERDRJ
/VOSAs GAINs CXP» CYP»VLO(C228,16)0VUP(2,B016)
DIMENSION VX(S):VXN(B):VY(IS)JVYN(lS)oCX(B):CY(16)
VR=XFL -

VRN==(1+.+DVRN/100.) *XFL
VOSCEF==(l++CXP/100. )“VDSC’XFL/!GU.
VA“XFL’VOSA/‘OUO

GA=1+-GAIN/100.
0VDR=0VERDR’XFL/100.

SCX=0e

SUM=0.

DO 10 I=1,8

VAL=22.%#%(1~-1)

IF(DCXBC(1)+EQeQ¢) SCX“SCX*VAL
SUM“SUM‘DCXB(I)'VAL/IO“.
DEV=SUM/SCX =~

Do 1l I=1,8

DCX(1)=DCXB(1)/100.
IFC(DCXBC(I)+EQel¢) DCX(1)=DEV
CXCI)a(2.%%(]~ l))‘(lo*DCX(l))/QSSo
VXC1)=CXCI)%VE

VXNC1)=CX(1)* VRN

RO 12 1=1,7
VX(I*I)”VX(I)*CX(I*I)*VR
VXN(I+()=VXN(I)*CX(I*l)*VRN

SCY=0e

SUMY=0e

DO 13 I=1,4

VAL=2.#%(]=1)

IFC(DCYB(I).EQeDe) SCYNSCY*VAL
SUMY=SUMY-DCYBCI)*VAL/100.
SUMY=SUMY-DCYB(55/7100. o
IF(DCYB(S)Y+EQele) SCY‘SCY*I.
DEVY=SUMY/SCY

DO 14 I=1,5

DCY(C1)=DCYB(12/100.

IF(DCYB(1). EQ 00) DCY(I)zDEVY
CONTINUE

DIV=160'(10*CYP/1000)

DO 15 I=1,4 )

J=288(1-~1)
CY(J)GFLOAT(J)*(lo*DCY(l))/DIV

DO 16 lﬂlols T
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16

LA=1/8
LABsMOD(1,8)
LB=LAB/4
LBC=MOD(LAB.4)
LC=LBC/2 7
LD"NOD(LBCJ 2)
C=0.
IF(LA-EQ.]l) C=CY(8)
IFCLB«eFQe1) C=C+CYL4)
IFCLC+EQe1) C=C+CY(2)
IF(LD. En.t) Cﬂc*CY(l)
CY<(1i=C ‘
VY(I)ﬂ(CY(I)’VB“VR)’GA
VYN(I)=(CY(I)*V§N VA)’GA
DO 1 1=1,2
DO 1| J=1,8
LSG=J=}
L2=LSG/4
L23=MOD(LSG:4)
L3=L23/2 )
L4a=MOD(L23,2)
MARK=2+4%L2
MIKE=1+2%L3+4%L2
B2=FLOAT(L2)
B3=FLOAT(L3)
B4=FLOAT(LA)
1FC(l«EQ.2) GO TO 2
V2uYX(4)-0VDR
D2=y2#(] . -B2)+VR*B2
S2=yY2*B2+VURN#*(1.-B2) .
V3=VX(MARK)'0VDR‘B2‘OVDR*(10‘92)
D3=Y3*(1.=-B3)+VR*B3
S 33 Y3*B3+URN®*(1.~B3) .
QSVX(MIKE)’0VDR‘B3*OVDR*(lo°B3)
Da=V4a¥®(].-B4)+VR*BA
S4zV4*BA+URN* (1l «~B4)
T=UX(MIKE) -CX(JI¥UR®(1.-B4)

VS=T*CX(J)fVY(S"OVDR’BA*OVDR’(lo-BA)

GO TO 3

V2= YXNC4) +OVDR _
S2uyY2%(1.=B2)+VRN*B2
D2=V2*B2+VR*{ 1« ~B2)
V3= VXNCMARK Y -OYDR*{ 1 « ~B2) +OVDR¥B2
S3=Y3%(1+.~B3)+VURN¥B3 ~ °
D3= V3*B3+*VR*(1+-B3)

278
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VA“VXN(MIKE) 0VDR’(10‘B3)*0VDR*B3

543V4*(lo'84)*VRN*BQ

DQ“VQ“BA*VR'(IQ”BQQ

Tz VXN(MIKE) =CX(J)#UBN¥*(]1.-BA4) N

V5=T*CX(J)*VYN(85“OVDK*(IO-BAJ*OVDR“BA

DO 1 K=1,16 '

LSTP=K=-1{"

LS=LSTP/8

L56= MOD(LSTP&S)

L6=L56/74

L67=MOD(L56,4)

L7=L67/2 ‘

L8=MOD(L67,2)

JACK= 4+8%LS5 ~

JIM=2+4%,6+8*LS

JAN= 1 +2#L 7+4%#L6+8%LS

BS=FLOAT(LS) )

B6=FLOAT(L6)

B7=FLOAT(L7)

B8=FLOAT(LS)

IF(l.EQe2) GO TO 4

DS=VYS*(1.-BS5)+VR*BS

§$5=US*BS+URN®*(1.~B5) .

V6°T*CX(J)*VY(JACK)‘DVDR’BS*OVDR*(lt'BS)
D6=V6%(]l«~B6)+VR*BS ~

S 6=V6*B6+VRN#*(1.-B6) .

V7QT*CX(J)*VY(JIM)‘OVDR*B6*0VDR*(10'36)

D7=Y7¥%(1l.=B7)+VR*B7

S 7T=V7*B7T+VRN®* (1l .-B7) _
BSI*CX(J)‘VY(QAN)'OVDR“B7*OVDR*(10'87)

D8ay8*(].~-BB8)+VR*BEB

SB=V8“BB*VRN'(IO‘BB)

GO TO 5

55=V5‘(10‘95)+VRN*35

D53V5*35*VR‘(10'35) .
6”T*CX(J)'VYN(JACK)'OVDR“(lo‘BS)*OVDR“BS

568V6“(10'36)+VRN’36

R6=V6#¥B6+VR*(1+~B6) .
VT=T+CX(J)*UYNCJIM )'0VDR'(1.’B6)*0VDR*B6

ST=YT*(l=B7)+VRN*BY7

R7=V7HB7+UR*{1.~B7) .

V8=T+CX(J)*VYN(JAN)‘OVDR“(10°B7J*OVDR“B7

S8=y8*(l.~B8)+VRN*BE

DB’VB*BB*VR'(lo‘Bs)

S CONTINUE
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21
20

23
22

DREPT=AMIN1(D2,D3,D4,D5,D6,D7,D8)
STING=AMAX1(S2,53,54555+562+57,58)
IFCCIoEQe)) sANDe(STINGeLTeDe)) STING=0.
IFCCI<ER+1)+ANDs (DREPT+LTe0e)) DREPT=0"
IF((IiEnJ2)iANDJ(STING"GT30;)) STING=0+
IFCCl o@oa) OANDOCDREPTOGTQU )) DREPT‘O.
ULOCI,JsK) a2 #XFL

VUP(C1,JoK) =2+ #XFL

IFCCIeEQel) e ANDe (J¢EQe8) s ANDo CKe EQe 16) IDREPT=30 #XFL
IFCCIoERe2) eANDe(Je EQOB)oANDO(KOEQO16)5STING=°3-*XFL
IF(STING.GT«DREPT) GO TO 1 N

VLOC1,Js K)=STING+YOSCEF

VUP(1sJs K)=DREPT+VOSCEF

CONTINUE

DO 20 J=1,.8

DO 20 K=1,16

JR=9=J )

KR=17-K

IFC(VUP(1,JR,KR) «NEe2.#XFL) GO TO 20
IFC(KR.NE.16) GO TO 21 i
VUP(liJRJKRiavLO(loJR*lol)
VLO(!;JRJKR)BVUP(!oJRoKR)

GO TO 20

VUP(I:JR:KR)=VLO(leRoKR+l)
VLO(I:JR&KR)QVUP(loJRoKR) ’

CONTINUE ’

DO 22 J=1.,8

DO 22 K=1,16

JRaf=J )

KR= | 7=K

IF(VLO(Q&JR&KR)oNE-Q-*XFL) GO TO 22
LF(KR+NE+16) GO TO 23"
VLO(Q&JR:KR)RVUP(QJJR*IJl)
VUP(QJJRJKR)EVLO(QJJRoKR)

GO TO 22 ’
VLO(B:JRJKR)=VUP(2JJROKR*I)
VUP(Q:JR:KR53VLO(QJJRJKR) .

CONTINUE ’

PRC=1e

RETURN

END

0 ERRORS COMPILATION COMPLETE
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SUBROUTINE DISTAC
COMMON XFLsPRCs PRD

281
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//CODER/DCXB(S):DCYB(S):DOX(S):DCY(5):DVRNfVOSCoOVERDRo

/7V0SAs GAIN. CXPsCYP,VL(2,8,16).VU(2,8,16)

//DECOD/DCXBD(8):DCYBD(6§fDCXD(B):DGYD(6):DVRND:VOSAY:

7GAINY,CYPD,V0(2,8.16)

//VALUES /DBUP., DBLOW, NPA»XPZ(S54)» SDRDBZ(54)» GTRACZ(54),
/XFUNDZ(SA):BDPTZ(SQ)JZAPZ(SA)oDBINZ(54):SMARZ(543: o

/GMARZ (54) "
‘P1=3.+1415926
Pl2=Pl/2.
NPB=NPA*1
QN=FLOAT(NPA)~=1.

THE 0 DB REFEHRENCE IS DEFINED AT 3 DB BELOV XFL

XPsXFL*C(1 0 #%(=~ 3 /200))

DO 2 LG={,NPB '

1Z=LG~1

IFCIZ) 20002010200

ZAPZ2C1Z)=0%

CONTINUE

IF(LGeERel) GO TO 3
QL=FLOAT(LG)~2e.
DBINBDBUP+(DBLOV'DBUP)“(QL/QN)
XP=XFL*(IOO"((DBIN'30)/200))
X1=0s ’
X2=0

X3=0. .

BOPT=V0(1,8,16)
IF(VU(108016)cLTo~XP) GO TO 100
BOPT=V0(2,8,16)
IFCVLC2,8,16)GT«XP) GO TO 100
IFCVULL1,121)+GEXP) GO TO 4
lF(VU(lolol)oLEoXP) GO TO S
BOPT=VOC1,»1,1)
IFCVLCLs151)eLEe=XP) GO TO 100
XA=P I2-ASINCVLC1, 1, 1)/7XP)
XBRSQRT(XP‘*Q‘VL(lolll)“’a)
X1=X1+V0C1, [, 10%XA =
X2=X2+(VDC1,1,1)#92)%XA
X3aX3+V0(1,1,1)%#XB

go TO4 =

DO 6 J=1,8

JLP=J i

DO 6 K=1,16

KLP =K )
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304
100
301
303

300

BOPTZ(1Z)=BOPT
DBINZ(1Z)=DBIN
SMARZ(1Z)=SMAR
GMARZ (1Z ) =GMAR
CONTINUE

CONT INUE
RETURN

IFC1Z) 300,301,300
DO 303 I=1,NPA
ZAPZ(1)=1.

GO TO 304
SDRDB=0.
GTRAC=1.
AGTRAC=1.
XOFUND=0.

GO TO 102

END

0 ERRORS COMPILATION COMPLETE
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0##*%##****G“ﬂ#*&#ﬁ#ﬂ*#ﬁiﬂ&#*Q*'#QQ*QQG*G#QQQ##%G#***GQ##ﬁiﬁi##***ﬁQ'

PROGRAM XCODEC

G**Qﬁi*#*i*0%Gﬁﬁﬁﬁfﬁiiﬁﬁﬂﬁﬁiﬁﬂiﬁﬂﬁﬁ**#*ﬂﬁﬁ*ﬁil&ﬁ#ﬁ#ﬂﬁ#ﬂ#i#.ﬁ*#*#*ﬁ*#%

THE SENSITIQITY TO PARAMETER NO.18 HAS BEEN TESTED
THE VALUES USED FOR PARAMETER NUtIB HAVE BEENS$

* 030
. 015
« 023
019
0017
«016
016
«016
e 016

PASSING VALUE

PASSING VALUE

PASSING VALUE

FAILING VALUE

FAILING VALUE
FAILING VALUE

FAILING VALUE

FAILING VALUE

FAILING VALUE
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‘(~ Q*QQ***%Q!**QQ#’QQ#!i&l*.’i’**ﬁlQi*ﬁi**’*ﬂ#*ﬁ*iﬁ*ﬁﬂ*Q**Q.ﬁﬂ.'**“’.#*‘

. PROGRAM XCODEC

**QQ!%**il##ﬁ'ﬁ#ﬁﬁ****}ﬂ&ﬁ*i*l##.*G*G*ﬂﬁii**#0#6%0%**#**##*'*#*'*#9’.

THE NONIDEALITIES OF THE PRACTICAL CODER ARE1

1 DCX1 = 0.000
2 DCX2 = 0.000
3 DCX4 = 0.000
4 DCX8 = 0.000
S DCX16 = 0.000
6 DCX32 = 0.000
7 DCX64 = 0.000
8 DCX128 = 6.000
9 CXP = 0.000
10 DCYI = 0.000
11 DCY2 = 0.000
12 DCY4 = 0.000
13 DCYS8 = 0.000
14 DCYTM = 0.000
15 CYP = 0.000
16 DVRN = 0.000
17 vOsC = 0.000
18 QVERDR = <016
19 VOSA = 0.000
20 DGAIN = 0.000
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*Qﬁ*.*l*l.&#60#*##0“&%#*#0#*##ﬂﬁ“#ﬂlﬁ#”*****#ﬂ#ﬂi#**.*ﬂﬂ*#*#**ﬁﬂ%ﬁ#ﬁ’

PROGRAM XCODEC

#D&QQ!QQ*&OQ’*ﬁﬂ*‘**#*i%**Q“Q*Q.**ﬁﬁ‘iﬁﬁ“##%“**lﬁ*iﬁ**’**i#ﬂﬁﬁ.ii#%iﬁ

THE NONIDEALITIES OF THE PRACTICAL DECODER ARE:

21 DCX! = 0000
22 pcx2 = 0.000
23 DCX4a = 0.000
24 DCX8 =  0.000
25 DCX16 = 0.000
26 DCX32 = 0.000
27 DCX64 = 0.000
28 DCX128 = 04000
29 DCY! = 0000
30 DpcY2 = 0.000
31 DCYa = 04000
.32 DCY8 = 04000
33 DCYTM = 0.000
34 DCYHS = 04000
35 CYP = 0000 .
36 DVRN = 0000 T
37 VOSAY = 0.000
38 DGAINY = 0000
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Q*ii##’**#”#***9**#"‘***’%Q#'G0’0&0#*#00'9#.%**&ﬁ'*ﬂﬁﬂﬂﬁ‘“.i**“’i*ﬁ

PROGRAM XCODEC
gt 2 2 Y YT I T LT LT LT LL L L L L LA LA SRS A A S bbbl

THE CODER 1S PRACTICAL
THE DECODER 1S PRACTICAL

THE 0 DB REFERENCE IS 2.12V AT 3,00V FULL SCALE

*lﬁﬁ*****i#&**iﬂﬂﬁ*’&#ﬁ#iﬁ*i#*%*ﬁﬁ****iﬁ.QG#i*ﬂﬁ**!’i**ﬁ*ﬁiﬁ*i*&*i’ﬁi

INPUT INPUT  SDR  GAIN  OUTPUT  OUTPUT SDR GTRCK
: C-MES TRCK  FUNDM DC MARGIN  MARGIN
(y)  (DpB)  (DB)  (DB) v ) (DB) (DB)

*Q*QQ#’***#llﬁﬁ**i**ﬁ&#****Q*#**#*********Qﬁﬁ#ﬁ***#ﬂﬁ#i.ﬁ#****ﬁﬁﬁ#*##

3.0000 3.00 4]1.84 -«02 29029 0.0000 UNDEF ) «48
2+.6738 2.00 4172 601 245941 -+0000 UNDEF «49
2.3830 1.00 40493 «01 23130 «0000 UNDEF 49
2.1238 0.00 407 0.00 2.0588 -«0000 T¢71 50
18929 ~1.00 39.33 «02 1.8386 ""«0000 633 «48
1.6870 -2.00 38451 -«00 1.6350 0.0000 Se51 *50
105036 "3000 39080 .'003 ‘0'4624 "00000 6080 .;47
13401 “-4400 41.78 -~¢00 1.2986 "« 0000 878 +50
11943 -S.00 41.21 «00 11579 «0000 821 «50
1.0644 ~6+00 4035 -«02 1.0299 «0000 738 48
«9487 «7.00 39.84 e01 «9211 «0000 684 *49
«8455 -8 00 38.90 «02 «8213 --0000 590 «48
¢ 7536 =9. 00 40.27 «04 «7336 '+0000 727 e 46
«6716 =10.00 A40.86 =01 «6503 «0000 786 49
«5986 =11.00 40.58 ~e02 « 5787 <0000 758 *48
e5335 ~12.00 39.54 o0} «5177 ~.0000 654 «49
4755 =13.00 4017 ~e01 24603 «0000 Te17 «49
4238 =14.00 39.89 ""e00 4110 «0000 689 «50
e3777 -15.00 4123 «01 ¢ 3666 -«0000 823 e 49
«3366 =16400 4156 -«01 «3260 '« 0000 8«56 49
3000 =17.00 4074 -.01 «2905 --0000 T+¢74 o 49
e2674 =18.00 40.23 -+01 «2588 "«0000 723 e49
«2383 =19.00 3879 -e01 «2308 «0000 S¢79 49
«2124 ~-20.00 37.90 -«00 «2058 +0000 4490 «5S0
«1893 -21.00 3767 -e02 « 1831 «0000 4467 «48
«1687 =22.00 41.11 -e02 1632 «0000 8e11 48
«1504 -23.00 40.19 =02 + 1455 «0000 7419 48
«1340 =24.00 39.46 =03 <1295 -.0000 6446 Y'Y
1194 =25.00 38.28 -s01 «1156 '«0000 5«28 e 49
«1064 =26400 37.10 ~s06 «1024 «0000 4410 44
e0949 =27.00 36457 -e06 «0913 ~«0000 357 44
+ 0846 =-28.00 38.10 .01 «0821 '00000 S¢10 ° 49
«0754 -~29.00 38.76 -~e06 <0725 '« 0000 576 s44
«0672 =30.00 38.24 -e10 «0644 -+0000 524 «40

e 0599 =31.00 3667 5007 «0575 "«0000 4427 «43
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GGG*O’Q***Gli*.*i*ﬂ**Gi**&ll#l*i*!#&ﬂii#*#ﬁ*ﬂﬁ’ﬁ#’*.#ﬁ*.9000*'&.0#"’

PROGRAM XCODEC

’*Glﬁ*.#.ll***’GQQQ*GG.QQQQ'QQ.QQGQGQ*#Q%%Qﬁi{ﬁf%.li*’9*!!*6*’*’.*00!0

THE CODER 1S PRACTICAL
THE DECODER 1S PRACTI1CAL

THE 0 DB REFERENCE IS 2.12V AT 3+00V FULL SCALE

*0”#.*'*ii*#Q*****il*.##ﬁ*ﬂi#i*GQQ*“#*G*##G!ﬁﬂiﬁi’“ﬂﬂ#*ﬁiiﬂ#*“ﬁﬁ#'**

INPUT  INPUT ~ SDR  GAIN  OUTPUT  OUTPUT SDR GTRCK
) C-MES TRCK  FUNDM D¢ MARGIN  MARGIN
v (DB)  (DB)  (DB) v W) (DB) (DB)

GQQQ*“&*G***#*GQ***#***#**##ﬂ****.ﬂ##ﬁﬂﬁﬁlﬁﬁiﬁ##i**&**%“!ﬁ*ﬁ#’ﬂ**ﬁ#*#

«0533 =~32.00 35439 ~e06 «0514 «0000 3.59 B4
e0475 =33¢00 34¢78 =.16 «0453 «0000 3.58 <34
e0424 =34.00 34+89 =.13  .040S5 +0000 4429 $37
0378 <=35400 35¢22 =s14 <0360 ~+0000 5.22 36
¢0337 =36+00 33.96 =05 <0324 .0000 4456 <45
+0300 =37.00 33.46 =<08 0288 -s0000 4.66 “ 42
¢0267 =38.00 3258 =¢23 <0252 “+0000 4.38 «17
e0238 =39.00 3140 =<07 <0229 =+0000 3780 <93
o0212 =40+00 30+60 =+19 <0201 =+0000 3560 e 81
+0189 =41.00 30.64 =¢34 <0176 ~0000 4:64 <66
«0169 =42400 2897 =23 <0159 =<0000 397 <17
¢0150 =43¢00 28:97 =¢54 <0137 <0000 ° 4.97 “a6
0134 =44500 27495 =¢50 <0123 =+0000 4395 50
0119 =245400 26¢99 =437 <0111 0000 4499 |63
e0106 =46+00 25435 =¢21 010! <0000 - UNDEF .79
¢0095 =47.00 24.99 =48 0087 =.0000 UNDEF v52
00085 =4B.00 22¢78 =¢45 <0078 50000 UNDEF 455
e0075 =49.00 23463 =100 0065 «0000 UNDEF 00

20067 <5000 22¢11 ~=i96 <0058 ~=+0000 UNDEF v04
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Q'**ifi..Qll!*ﬂ’***i.iiﬁﬂ*""ﬂl’i.#.ﬁ.l*#ﬁ&!ﬁ!Gi#’*'ﬁ#**ﬁ...l""ﬁl&

PROGRAM XCODEC

!.QQG*Q'QQO**Q’9*QﬂﬁﬂiﬁiiﬁlQGQ**OQ*ﬁ*QQ*Q#*G*Q'QQ*.**.*Q*#‘*QG*Q*QQ%Q

THE CODER IS PRACTICAL

THE DECODER IS PRACTICAL

S=SIGN BIT '

L=ONES COMPLEMENT OF SEGMENT WORD IN DECIMAL
V=0ONES COMPLEMENT OF STEP WORD IN DECIMAL

*Gl*i.l‘ﬁ*ll*Q&QQQGQQQ.QQ.ﬁ.**ﬁ”"l*"*ﬂ’QQQQ.*Qif&.’.'i’....ﬂ'*.*l.

...........................................................

SL V INPUT lNPUT. INPUT INPUT OUTPUT TRACKING
LOVER UPPER STEP MIDDLE LEVEL ERROR
LIMIT - LIMIT SIZE POINT .
(472 472/ (MV) 32/ (v

l'#i*.’iﬁ'li&ﬁQ*ﬁiQQ’Q**QQQ"*Q*..’.’QQ"*Q*&.QOQ’.Q!*G’.GC.QQ.QGQ*Q.

...........................

1o 0 0.0000 00012 1.2 «0006 0.0000 UNDEFe.
10 1 0012 «0020 7 «0016 «0007 -1.222
10 2 « 0020 «0020 0.0 «+ 0020 <0014 =« 369
10 3 « 0020 0034 1e5 « 0027 <0021 =+256
10 4 « 0034 «0039 Kl «0037 + 0029 “.289
10 S + 0039 . «8039 0.0 « 0039 "«0036 “e102
10 6 « 0039 « 0047 7 «0043 "«0043 =+005
10 7 «0047 «0064 147 0055 «0050 <108
10.8 « 0064 «0071 7 «0067 <0057 =+180
10 9 «0071 +0078 o7 «0075 "+0064 =s164
1010 « 0078 <0078 0.0 «0078 «0071 =+ 099
1 011 «0078 «0083 o5 ~+0081 «0078 =031
1 0 12 « 0083 «0098 185 "+0091 «0086 “+061
1 013 «0098 «0098 0.0 <0098 <0093 =+059
10 14 « 0098 «0105 7 «0102 «0100 =+020
1 015 « 0105 <0122 17 e0114 «0107 =066
11 0 « 0122 «0137 15 «0130 0118 =-+103
11 1 « 0137 +0152 15 «014S "e0132 =%096
11 2 0152 «0157 o5 «0154 «0146 =.056
11 3 « 0157 0181 2.4 «0169 +0160 =.054
11 4 « 0181 «0196 15 +0189 0175 =080
11 S « 0196 «0201 5 0199 «0189 -+051
11 6 « 0201 0216 1.5 « 0208 ~«0203 =+026
11 7 e 0216 «0230 15 «0223 ‘e 0217 =026
11 8 « 0230 « 0255 2.4 « 0243 «0232 =047
11 9 « 0255 « 0270 15 «0262 "« 0246 =+066
11160 + 0270 «0275 o5 «0272 <0260 =045
1111 « 0275 « 0289 15 ‘e 0282 « 0275 =027
1112 « 0289 0314 2.4 «0301 <0289 =+044
1113 « 0314 <0319 5 _+0316 <0303 =+ 043
1 i 14 « 0319 «0333 145 « 0326 <0317 =028
1 15

+0333 0358 244 70346 <0332 <i0a2
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*ﬂll'...llil&i’iQQ'ﬂ“*.*!i..l.6“"'.'il*'Q#GQQ*Q.Q.#“QQ".”QQ*'#!Q

.......................................................

PROGRAM XCODEC

_i’..*.’ﬂii*Q*’ﬂliili.i.#*#’.lil*lﬂl*ﬁ**“ﬁ9iﬂ"ﬂﬁ#ﬂ*ﬁli#ﬁi##ﬁﬁ*ﬁﬁﬂﬁ***

THE CODER 1S PRACT ICAL

THE DECODER IS PRACTICAL

S=SIGN BIT

L=0ONES COMPLEMENT OF SEGMENT WORD IN DECIMAL
U=0ONES COMPLEMENT OF STEP WORD IN DECIMAL

ii.llﬁ*i*lGC#*i**i#*.ﬂi*****iil#*ﬂﬂilil#iﬂ##9.**#Qi.***”ﬁ'.ii!*ﬂ**ﬁ.

SL V INPUT INPUT INPUT INPUT OUTPUT TRACKING
LOVER UPPER STEP MIDDLE LEVEL ERROR
LIMIT LIMIT SIZE POINT L
W W MV v W

BRENBRABERB DRI ERBSERBSRPERRRGERBRBRERRBRARRERBBERGRSRARITRERRIRBRRRER

12 0 + 0358 0387 2.9 «0372 00353 -+ 055
12 1 « 0387 <0417 2.9 ~«0402 ‘%0381 =+ 054
12 2 «0417 + 0436 2.0 "+ 0426 « 0410 =040
12 3 « 0436 <0475 3.9 «0456 20439 T =e040
12 4 0475 « 0505 2.9 « 0490 0467 =¢049
12 S « 0505 + 0525 2.0 «0518 "+ 0496 <4039
12 6 e 0525 «0554 249 +0539 «0524 =029
12 7 « 0554 +0593 3.9 "«0574 +0553 -«038
12 8 « 0593 «0622 2.9 +0608 +0581 =+ 046
12 9 « 0622 « 0652 2.9 «0637 « 0610 =045
1 210 ¢ 0652 «0672 2.0 «0662 «0638 =037
1 211 0672 «0701 2.9 « 0686 <0667 =~¢030
1 212 «0701 «0740 3¢9 . 0721 <0695 =¢037
1 213 « 0740 « 0760 2.0 «0750 <0724 =+036
1 2 14 - «0760 « 0789 249 «0778 - <0752 =+030
1 215 - 0789 <0819 2.9 « 0804 « 0781 =+030
13 0 « 0819 0887 68 + 0853 « 0824 -+036
13 1 - 0887 «0946 59 « 0917 « 0881 =.041
13 2 « 0946 « 0995 449 00971 «0938 =+035
13 3 « 0995 «1064 68 «1029 « 0995 =+03S
13 4 » 1064 «il122 5.9 «1093 «1052 ~+039
13 6§ 1122 1172 449 e 1147 <1109 =2035
13 6 «1172 « 1230 5.9 “«1201 «1166 =+030
13 7 « 1230 « 1289 59 «1260 «1223 =030
1 3 8 « 1289 « 1358 68 <1324 1280 °0034
13 9 + 1358 1417 5¢9 « 1387 «1337 <7038
1 310 «1417 01466 4.9 <1441 «1394 =+034
1 311 1466 « 1528 S¢9 01495 « 1451 -+030
1 312 « 1525 «1593 6+8 « 1559 «1508 =+034
1 313 « 1593 1642 449 +1618 <1565 . =«03a
1 3 14 e 1642 1701 S5e9 e 1672 1622 =+031
13

15 .1701 +1760 59 <1730 <1679 <+031
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THE CODER 1S PRACTICAL

THE DECODER IS PRACTICAL

S=SIGN BIT

L=ONES COMPLEMENT OF SEGMENT WORD IN DECIMAL
U=0NES COMPLEMENT OF STEP WORD IN DECIMAL

SL V INPUT INPUT INPUT INPUT " OUTPUT TRACKING
LOWVER UPPER STEP MIDDLE LEVEL ERROR
LIMIT LIMIT SIZE POINT .
W "N MY (32 wn

**i!.*ﬁﬁl*GQQG*#*#**G*'!Q'l'ﬁl*l#i’.%##ﬂ'liG**ﬁﬁ'*'&#G*Qi&’ﬁ#ﬁ*#..*ﬁﬁ*#ﬁ*ﬁ

.....................................

14 0 «1760 « 1887 127 1824 s 1765 -+ 033
14 1 +« 1887 «2005 118 1946 «1879 =036
14 2 «2005 «2113 10.8 «2059 «1993 “.033
14 3 «2113 «2240 127 «2176 «2107 «“+033
1 4 4 «2240 «2358 11.8 « 2299 2221 =+038
14 5 « 2358 «2466 108 2412 «2335 =+033
14 6 02466 +2583 118 «2525 « 2449 =+ 031
14 17 «2583 «2711 127 2647 2563 *+033
14 8 «2711 «2828 118 «2770 02677 =« 034
14 9 « 2828 ¢2946 118 2887 ‘62791 =+034
1 410 «2946 «3054 10.8 «3000 «2906 =+¢033
1 411 « 3054 «3172 11.8 «3113 «3020 -+031
1 a4 12 «3172 «3299 127 « 3235 «3134 =032
1 413 * 3299 « 3407 10.8 ¢ 3353 03248 ~+032
‘1 4 14 « 3407 « 3525 118 « 3466 3362 =+031
1 415 + 3525 «3652 127 « 3588 «3476 -+032
15 0 *» 3652 « 3887 2345 #3770 e 3647 -«034
15 1 « 3887 «4122 23.5 <4005 « 3875 =+033
15 2 «4122 + 4348 22+ 6 4235 04103 =-+032
15 3 s 4348 «4593 2445 «4471 s 4332 “+032
15 4 e 4593 4828 2345 4711 <4560 -“+«033
15 5 « 4828 «5054 22+6 «4941 +4788 -.032
15 6 « 5054 + 5289 235 e5172 «5016 -.031
1 s 7 « 5289 * 5528 23+5 «5407 «5244 -s031
15 8 « 5525 «5770 2445 +5647 «5472 =032
18 9 «5770 « 6005 2345 « 5887 «5701 %4033
1 510 » 6005 « 6230 22¢6 «6118 « 5929 =032
1 511 * 6230 « 6466 2345 « 6348 «6157 -+¢031
1 512 « 6466 «6711 24.5 «6588 <6385 =+032
1 513 06711 + 6936 2246 « 6824 ¢6613 -+032
15 14 + 6936 «7172 23.5 «7054 «6841 =031
1 518 « 7172 e 7407 23.5 7289 «7070 «“2031
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HERRBRRRRBRRBRGRRERRDRRBDRRRBFHRFRGRR SRR RBBRRGRDRRQFRGRARRRRRRGR DRSS
PROGRAM XCODEC

*Q.QI!*!*Q*i“ﬂﬁ*l“#*ﬁ’ﬁﬁﬂﬂi‘“iii*’**#lll.*'ﬂ’ﬂ#GQGQGQGGQ#Q*Q’QG#G#QG}

THE CODER 1S PRACTICAL

THE DECODER 1S PRACTICAL

S=S1GN BIT

L=0ONES COMPLEMENT OF SEGMENT WORD IN DECIMAL
U=0NES COMPLEMENT OF STEP WORD IN DECIMAL

i#&i#*ﬂ*i*Q**#iﬁi&ﬁ&%#i%’##“**QQQQ********“*Q'“Qﬁﬁﬁ*{#&'*##**##l&*#.’

SL V INPUT INPUT INPUT INPUT OUTPUT TRACKING
LOVER UPPER STEP MIDDLE LEVEL ERROR
LIMIT LIMIT SIZE POINT .
192/ (3’2 MV (32 W

*lﬁ#*ﬁi****ﬁ*%*#lﬂ*%*#0*QGQQQi*****&**#iﬂ####i*ﬁ**ﬁﬁ***i#*#ﬁl****ﬁ“*ﬁ

16 0 e 7407 « 7887 4840 7647 s 7412 -+ 032
1 6 1 « 78817 «8388 471 +8122 * 7868 -+032
1 6 2 + 8358 «8819 4601 «8588 «8324 =+032
1 6 3 «8819 «9299 480 9059 «8781 =+032
1 6 & *»9299 «9770 a47.1 +9534 ¢ 9237 =-+032
1 6 S «9770 10230 4601 1.0000  +9693 -.032
1 6 6 10230 1.0701 471 10466 1.0150 =+031
1 6 7 10701 1.1181 48.0 1.0941 10606 =+032
1 6 8 1.1181 11652 471 11417 1.1062 -+032
1 6 9 11652 1.2122 4741 1.1887 11519 =+032
1 6 10 12122 1.2583 46¢1 12353 @ 141975 =.032
1 6 11 1 «2583 13054 4741 1.2819 12431 =% 031
1 6 12 13054 1.3534 4840 13294 1.2888 =.032
1 6 13 163534 13995 4641 13768 13344 =032
1 6 14 1 +3995 14466 47.1 1.4230 13800 =+031
1 6 15 14466 14936 47.1 14701 14257 53031
17 0 14936 1.5887 9%5.1 15412 1+494] ~e031
1 7 1 15887 16828 94,1 16358 15854 =.032
17 2 1.6828 17760 93.2 1.7294 146766 =+031
17 3 17760 1.8711 95,1 1.8235 17679 ~+031
17 a4 1.8711 19652 94.1 1.9181 18592 -+ 032
17 8 1.9652 2.0583 93.2 2.0118 19504 =.031
1 7 6 2.0583 2.1525 94.1 2.1054 2.0417 =-2031
17 7 2.+1525 22466 9441 241995 2+.1330 =031
17 8 22466 2.3417 951 2.2941 2.2242 -+031
1 7 9 23417 204358 9441 2.3887 243155 «“2032
1 710 244358 2.5289 93.2 2.4824 2.4068 ~e031
1 711 2.+5289 2.6230 94,1 245760 2.4980 ~“+031
1 712 2+6230 2.7181 9S. 1 2.6706 205893 -+031
1 713 2.7181 28113 93,2 2.7647 2.6806 =031
1 7 14 2.8113 29054 9401 2.8583 27718 -0031
1 7

15 2.9054 9.0000 6094% 5.9527 248631 ~15079
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QQ!‘O**.&QQQ.QQ*Q.Q'QG’*QQI'*Q”iﬂ'ﬂ’ﬂi’ﬁ“”'i‘*##QQQQﬂ*Q.Q*.iQQ*GQQQ

PROGRAM XCODEC

*Q*l*iii*.***ﬁ'***!QQQli*ﬂi**’iﬁ***#‘*’.*’.*ﬂﬁ*#**ﬁ*ﬁ#**éﬁﬁﬂﬂ#ﬂ*'#ﬂ&*

THE CODER IS PRACTICAL

THE DECODER 1S PRACTICAL

S=SIGN BIT

L=ONES COMPLEMENT OF SEGMENT WORD IN DECIMAL
V=0NES COMPLEMENT OF STEP WORD IN DECIMAL

*GGG#GGG***Q#*iﬁﬂ.’*&i*l'i.ﬁ*iQ**G*'**Q*QQC“%#if’*##**#i’iiﬂ*#&l*i**i

SL V INPUT INPUT INPUT INPUT OUTPUT TRACKING
LOVER UPPER STEP MIDDLE - LEVEL ERROR
LIMIT LIMIT SIZE POINT . :
N \n MV 32 ‘2]

*Q*OQGGGQQ*li'ﬂ&ﬂ’&ll‘ﬂ*ﬁ*}#&*#ﬁ**ﬁ***i****G#Qﬁ*%*****Qﬁi{ii#li**l*i*

00 0  -.0012  0.0000 1.2 =.0006  0.0000  UNDEF.
00 1  =-.0020 -.0012 e7  <40016 30007 -1.22¢
00 2  =.0020  <.0020 0.0  =.0020  =.0014 "=4369
00 3  =.0038  =.0020 1.5  <.0027  =<0021 <5256
00 a4  =.0039 -.0034 5  .0037  =.0029 <5289
00 5  =.0039  =.0039 0.0  =.0039  =.0036 <9102
00 6  =-0047  =.0039 «7 40043  =00043 <4005
00 7  -.006a ~-+0047 147  =¢0055  =+0050 <¢105
00 8  =.0071  =.0064 $7  =.0067  =<0057 <4180
00 9  =.0078 =007l «7  =40075 <0064 ¥5164
0010  =.0078  =+0078 0.0  =.0078  =<0071 <5099
0011  =.0083  =.0078 5  =.0081  =<0078 £4031
0012  =-.0098  -.0083 165  =.0091  =+0086 <.061
0013  =.0098  =.0098 0.0  =.0098  =30093 <4059
0014 <0105  =:0098 «7  =.0102  =.0100 =020
0015  =.0122  =.0105 1.7  =e0114  =40107 <i066
01 0  -.0137 -.0122 1.5  =.0130  =.0118 0103
01 1 =e0152  =.0137 165 =.0145  =<0132 <. 096
01 2  <.0157  =.0152 5  =.0154  =.0146 <. 056
01 3  <.0181  =.0157 2.4  =<0169  =<0160 <s054
01 4  =.0196 ' =.0181 15  “.0189  =V0175 i 080
01 5  <.0201  =.0196 5 =.0199  =i0189 <4051
01 6  =.0216  =.0201 155 <.0208 <0203 <5026
01 7  =.0230  =.0216 1.6  =.0223  =.0217 <:026
01 8  =.0255  =.0230 2.4  =+0243  =40232 <5047
01 9  =.0270  -.0255 1s6  =.0262  =+0246 -+ 066
0110  -.0275  =+0270 5 =.0272  =50260 =5045
01 11  =.0289  =.0275 1.5 =i0282  =.0275 <4027
0112  =-.0314  =-.0289 2e4  =.0301  =.0289 <s044
0113  =.0319  =.0314 5  <.0316  =¢0303 <4043
0114  =.0333  -.0319 1.5  =.0326  =.0317 <4028
0115  =.0358  -.0333 2¢4  =.0346  -=+0332 <e042
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THE CODER 1S PRACTICAL

THE DECODER 1S PRACTICAL

S=SIGN BIT

L=0NES COMPLEMENT OF SEGMENT WORD IN DECIMAL
v=0NES COMPLEMENT OF STEP WORD IN DECIMAL

SL V INPUT INPUT INPUT INPUT OUTPUT TRACKING
LOVER UPPER STEP MIDDLE LEVEL ERROR
LIMIT LIMIT SIZE POINT .
Q)] 13'2/ (MV) v ("

'D{*G*ii'll-lﬁﬁl*#*‘li#lﬂﬁﬂ-’%**i..ﬁ’l%#ﬁ*ﬁ*ﬂ'#ﬂiG**%#*Giiﬁ*#*iﬁﬁ*ﬁ#**#ﬁiﬁ**

02 0  =.0387  -.0358 2.9  =e0372  =+0353 -+ 055
02 1  =.0417  =.0387 29  =.0402  =+038l <4054
02 2  =.0436  =+0417 2.0  =.0426  =+0410 <2040
02 3  =.0475  =+0436 3¢9  =.0456  =+0439 <+ 040
02 4  <.0505  =.0475 29  =.0490  =¢0467 <4049
02 5§  =.0525  =+0505 20  =¢0515  =<0496 <4039
02 6  <.0554  =.0525 29  =40539  =.0524 <029
02 7 =-.0593  -.0554 39  =40574 <0553 <4038
02 8  <=.0622  =<0593 2.9 <0608  =.0581 <5046
02 9  =.0652  =.0622 29  =30637  =+0610 <7045
0210  =.0672  =.0652 2.0  =<0662  =¢0638 <3037
0211  =.0701  =.0672 2¢9  <.0686  =30667 <5030
0212  <.0740  =<0701 3.9  <.0721  =<0695 <3037
0213  =.0760  =+0740 20  <.0750  =:0724 <4036
0214  =.0789 <0760 29  “.0775  =.0752 £s030
0215  =.0819  =+0789 2.9  =.0804  <:0781 <3030
03 0  =~.0887 =.0819 6¢8  =+0853  -.0824 -+ 036
03 1  =.0946  =:0887 5¢9  =.0917 =088l <504l
03 2  =.0995  <40946 a9  <.0971  =.0938 <5035
03 3  =s1068  =40995 6¢8  =.1029  =<0995 4035
03 a4  =-.1122  =1064 5¢9  <41093  =¢1052 <3039
03 5 <1172 =.1122 4.9  <.11a7  <¢1109 -+035
03 6  =.1230  =«1172 5¢9  =<1201  <51166 <4030
03 7 ~J1289  =41230 5¢9  =.1260  =<1223 <5030
03 8  =.1358  -<1289 6¢8  =s1328  =1280 <5034
03 9  =.1a17  =.1358 5¢9  =.1387  =<1337 <7038
0310 =.1466  =.1417 49  =olaal  =5139a <5034
0311  =e1525  =<1466 569  =.1495 1451 <5030
0 312 <1593  =.152S 668  =41559  =v1508 <3034
0 313  =-.1642  =+1593 4.9  <.1618  =01565 <4034
03 1a  =e1701  =il6a2 5¢9  =s1672  =.1622 <5031
03

15 <1760  =.1701 5.9  =s1730  =.1679 <3031
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GGQGQQGCQQ#.’*Qﬂi*ll#ﬁﬁ#.i*##“#*iﬂ‘ﬁﬁGdﬂﬂﬂiﬁﬂQQ&#Q*’#GQQ’GQQ#Q*Q“GQ“G

................................

PROGRAM XCODEC

Qlﬁﬂ*i*..ii’ﬂ*#ﬁiﬁi’*ﬁﬂ*ﬁiiﬂﬂi“ﬂG*ﬁ*ﬁi&ﬁGlﬁ*ﬁ“ﬁ’ﬁ**ﬁﬁlﬁﬂ##ﬁﬁﬁ.*ﬁﬁﬁﬁﬂﬁ

THE CODER 1S PRACTICAL

THE DECODER IS PRACTICAL

S=SIGN BIT

L=0NES COMPLEMENT OF SEGMENT VORD IN DECIMAL
v=ONES COMPLEMENT OF STEP WORD IN DECIMAL

QQGGQQQGGQGQC!Gii“i#*l*ﬂ*iii#’i***QQ’#!GQ#'QI*G**QGQQ'*.*'GQ**‘QGQ*Q*

SL V INPUT INPUT INPUT INPUT OUTPUT TRACKING
LOVER UPPER STEP MIDDLE LEVEL ERROR
LIMIT LIMIT SIZE POINT .
«n 0 (MV) (a1 ww

**ﬁ..l"'%.**i'.*QQQC.ﬁ'**Ql**#Q##.iiﬁ#lﬁ{QQGQG*Q**ﬂﬂﬂﬂlQQQ.ﬁ’*#*#li*

04 0 -«1887 -e1760 127 -~ 1824 -« 1765 -+033
04 1 -+2005 -.1887 11.8 -e1946 -+ 1879 =“+¢036
04 2 -¢2113 -+2008 108 =+2059 =+1993 =+033
04 3 - ¢2240 =e2113 127 “e2176 -e2107 =+033
04 4 - +2358 -+2240 118 -32299 -+2221 <+035
04 5 -e2466 -¢2358 10.8 ~e2412 - =e2335 =.033
0 4 6 -e¢2583 =e2466 118 =+2525 =-¢2449 =+031
0 4 7 -¢2711 ~e2583 127 “e2647 = =¢2563 -«033
0 4 8 - +2828 -e2711 11.8 -e2770 -~e2677 =+034
04 9 -e2946 ~-+.2828 11.8 -+2887 -e2791 =+034
0 410 -+3054 -e2946 108 -«3000 =¢2906 =¢033
0 411 -«3172 -«¢3054 118 -¢3113 -¢3020 =.031
0 412 -+ 3299 -e3172 127 ~¢3235 -+«3134 -+032
0 4 13 -e3407 =+3299 108 -+3353 ~¢3248 =032
0 4 14 - ¢3525 ~¢3407 11.8 =+ 3466 -.s3362 -+031
8 415 -¢3652 -¢3525 127 =+3588 353476 :,032
05 0 -3887 - 03652 23+5 -+3770 -¢ 3647 -+ 034
86s 1 -e4122 -03887 23.5 =+4005 -¢3875 =-+033
065 2 -e4348 -e4122 22+6 “e 4235 =-«4103 <3032
05 3 -+4593 -e4348 24.5 “el1471 =34332 -¢032
05 a -.4828 -+4593 23.5 -e4711 =.4560 =+033
05 5 -+5054 -.4828 22.6 =e494) =04788 =032
05 6 -¢5289 ~-¢5054 23+5 -+5172 -«5016 «+031
05 7 ~e5525 -¢5289 23¢5 -e5407 -e5244 -0031
05 8 -¢5770 =+5525 2445 -e5647 =-e 5472 =“e032
05 9 - +6005 -¢5770 23.5 =+.5887 “+¢5701 =-+033
05 10 - 6230 =+6005 22.6 -:6118 -.5929 =~2032
g 5 11 ~¢6466 -+6230 23.5 ~+6348 ~e6157 =031
0 5 12 ~-«6711 -e6466 24.5 -+ 6588 =+ 6385 =+032
0 513 -+6936 ~e6711 22+ 6 - 6824 =-+6613 -+032
0 5 14 ~-e7172 ~e6936 235 -+7054 -.6841 -.031
0 5 15 ~e7407 -+ 7172 23.5 -+ 7289 =+7070 =031
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PROGRAM XCODEC

GRBRABESFRRBRREL RS

THE CODER IS PRACTICAL
THE DECODER IS PRACTICAL
S=S1GN BIT
L=0ONES COMPLEMENT OF SEGMENT WORD IN DECIMAL
v=0ONES COMPLEMENT OF STEP WORD IN DECIMAL

ﬁ&ﬁﬁ#ﬁ*i*'ﬁﬁ##*i%***’*GQQQ*QG*#ﬁi%ﬁ***##**ﬁ#*ﬂ#ﬁ%%****ﬁ&**##

SL V

5“&‘**##*#*%ﬁiﬁﬂ#ﬁ**#**##ﬁ#*#.ﬁlﬁﬁ#*#%*ﬁ&#%ﬁ#ﬂﬂ*Qﬁﬁﬂﬁﬁ&%&*ﬁﬁﬁ*'*ﬁﬂ#l#
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15

QNNNNN

v dob—o

10

- XXX - K- E-E-N_ NN N

NI TIII N
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[ ]

/

INPUT

LOWER

LIMIT
W

-07887
-+8358
-+8819
- ¢9299
=¢9770
- {0230
=1.0701
-1.1181
-1.1652
-1.2122
-1.2583
-1+3054
=13534
~ 143995
=1.4466
«-1.4936

-1.5887
- 1.6828
=17760
=-1.8711
= 1.9652
~-2.0583
=-241525
-2+2466
-2.3417
~204358
= 2+5289
-2+ 6230
-2+7181
-2+8113
-2.9054
=~9.0000

INPUT

UPPER

LIMIT
Q1)

-«7407
-+ 7887
=-e8358
-+8819
-¢9299
“e9770
-1+0230
-1.0701
-1.1181
-1+1652
=-1e2122
-1.2583
=13054
~1+3534
=1+3995
=1.4466

~14936

~ =1.5887

-1.6828
-1+7760
-1.8711
=1+9652
-2.0583
-2.1525
-2¢2466
-2.3417
-2+:4358
-2¢5289
-2+6230
-2+7181
=2.8113
-2:9054

INPUT

STEP
SIZE

v

4840
4741
4601
4840
4741
4601
4761}
480
471
471
461
4741
4840
4601
4761
4741

95.1
94.1
932
9S.1
941
93+2
9401
94.1}
9Sa1
9401
93.2
9401
951
93.2
9401
6094%

INPUT

MIDDLE

POINT
Q1))

“07647
“e8122
-.8588
-+9059
29534
-T.OOOD
-1.0466
;);0941
=1.1417
-1.1887
=-1.2353
-1.2819
=1¢3294
=1¢3765
«14230
~-144701

-1.5412
-1.6358
=1.7294
-1.8235
«“}.9181
~-2.0118
-2+1054
=2¢1995
-2:2941
-2.3887
~2. 4824
«2+.5760
=20.6706
=2.7647
-2.8583
=50.9527

OUTPUT
LEVEL

)

-e7412
-e7868
-+8324
-.8781
=29237
=+¢9693
-1.0150
=1.0606
=1.1062
=“1.1519
141975
=-1.2431
-1.2888
=1+3344
~13800
-1.4257

-1.4941
=1.5854
=1.6766
=1.7679
=1.8592
=1.9504
-2.0417
=2,1330
-20.2242
=203155
=2.4068
=2.4980

- =2.5893

“2:6806
=247718
-2:8631

298

22202 2-2 %

TRACKING
ERROR

-«032
=«032
=«032
=+032
=+ 032
=+032
=+031
=+032
=.032
=032
~+032
=+031
=+032
=+032
=031
=«031

-«031
-+032
=¢031
=+031
=2032
=.031
-.031
=031
=031
-e032
=.031
=+031
=031
=2031
=031
1,079
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