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Abstract

The ultimate resolution of bio-molecules in an electron
microscope (EM), depends not just on the resolving power of the
instrument but also on the stability of the molecular specimen
under the electron beam. This study is an attempt to understand
theoretically the action of fast electrons on small molecules,
with the hope that extensions to molecules of interest to the
ﬁicroscopist will be subsequently possible.

The conditions in a high resolutioh EM permit certain simpli-
fications: Only single scattering from neutral molecules needs to be
considered. The small contribution of "knock-on" displacemént of
atoms leads to the assumption of molecular dissociation occurring
via electronic excitation or ionization of a molecule. We assume
dissociative ionization occurs ;ia the formation of an activated
state. This leads to a separation of the action of the fast
electron (creation of an activated molecule) from the slower‘procesé
of molecular dissociation (fragmentation of the activated state).

The activated state cross section is formulated by considering,
at first the interaction of the incident electron with one of the
bound molecular electrons. Then possible subsequent interaction
with other bound electrons is formulated. The cross section for
the ejection of an electron from a one particle system are calcu-
lated by the Born and the Binary Encounter theories. Ionization
events that include simultaneous excitations of the remaining
bound electrons are modelled. The cross sections for all these
transitions are formulated to depend only‘on the 'observable'

parameters of the molecule (e.g., ionization and fragmentation



energies, orbital occupancy etc.).

These concepts are used in calculating the ionization and
dissociative ionization cross sections of those atoms and small
molecules for whom (gas phase) experimental data are available.

The msults for diatomic molecules show quite a good agreement
between experiment and our simple theory. Ionizations and frag-
mentations of small polyatomic molecules are also considered.

The possible decay of the activated state and a variety of decay
mechanisms are analyzed; it is found that for gaseous diatomic
molecules, the activated state cross sections can be related to the

measured dissociative ionization cross sections.

ii

J



Acknowledgment

This work was initiated by a suggestion from Professor T. E.
Everhart. Subsequently he made me aware of its importance and
provided the necessary encouragement and stimulus that has noﬁ
made this report possible. To him I am very thankful. Several
critical suggestions from Professor L.M. Falicov have been most
helpful. Professor J.C. Wiesner's help with some aspects of
computer programming has been quite useful. The suggestion by
?rofessor R.M. Glaeser provided the impetus foi an investigation
of knock~on damage (Sec. 2.2.a).

I am thankful to my colleagues, R, Bhandari, R. Shankar and
W.J. DeVore for many stimulating discussions. Finally, the help
of my wife, Neel, has been invaluable. She not only 'allowed' the
many late hours and weekends at work but also provided the technical
assistance in compiling and key-punching the published experimental
data used in Chapter 4. To her I am most thankful,

The skillful typing of Marie Carey and the help of Barbara
Kerekes and Paula Bjork have made the mechanics of manuscript
preparation almost easy. This research has been supported by

NIH Grant GM17523.

iii



CHAPTER 1

INTRODUCTION

In this chapter, we will briefly survey some of the many
experimental methods used to monitor degradation of molecular
specimens in the electron microscope (Eﬁ). In Sec. 1.2, we
discuss some generalization that can be made from e#isting ex-
perimental data. Next, the aims of this study are defined; also
the philosophy of our method and an outline of the contents of

the following chapters are described.

1.1. Experimental methods.

We will restrict ourselves to a brief discussion of five
methods used in the study of molecular degradation. They are:
(1) Energy loss spectroscopy, (2) Infra-red spectroscopy, (3)
Diffraction pattern degradation, (4) Mass loss of specimens and
(5) Autoradiography.

The energy loss spectrum is obtained1 by determining the
energy lost by the inelastically scattered transmitted electrons
from a thin film specimen. This method involves the use'of an
electron‘spectrometer; it separates (depending on the amount of
energy lost) the inelastically scattered electrons. Figure la
shows2 an energy loss spectrum of a 500 X film of Adenine. This
spectrum is typical of manyrbio-molecules (and DNA bases in par-
ticular). The low energy loss events (< 10 eV) have been related
to electronic excitations of the molecule (e.g., ™ -+ 7%, m - g%
etc.). The energy loss 'hump' at ~ 20 eV is thought to be due to

. the condensed nature of the specimen. Part of this spectrum has
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(from Ref. 2).
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been related to the observed ultraviolet (UV) spectrum of the
molecules. The spectrum of energy loss due to inner shell exci-
tations and ionizations can also be obtained (Fig. 1lb). After
sufficient exposure to the incident electron beam, the spectrum
changes (Figs. la and 1b) to reflect the decrease of certain
electronic transitions. This change can be related to the dis-
ruption of bonds in the molecule. The decrease in the intensity
of an.energy loss peak is found to be exponentially dependent on

the electron beam exposure, hence

. kn(IO/I)

= TE @
c

Heré oD'is considered to be the degradation cross section of the
molecule and Ec is the critical exposure (also called the critical
"dose'", by some authors) for the decrease in the peak height from
I0 to I.

Inspite of the quantitative UV spectrum data that can be ob-
tained, the usefulness (in the determination of the type of bond
- breakage or the location of the fragmentation site) is quite
limited. This is because the UV spectrum provides little of the
relevant information compared to the IR (vibrational mode) spec-
trum. Even if electron spectrometers of much‘higher resolution
(~ 0.05 - 0.1 eV) were available (and the incident electron beam
was made monochrométic), the energy loss technique cannot provide
sufficient IR signal before destruction of the molecular specimen
occurs. This limitation is due to an inherently small probabaility'

of exciting a vibrational transition in a molecule by the fast inci-
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dent electrons in an EM.

Infra-red spectroscopy of molecular specimens can provide3
information about the absence or presence of a particular type
of bond in the molecule. Such information cannot, at present, be
obtained with the energy loss technique. Fig. 2 shows the IR
spectrum of non-irradiated and irradiated polyethylene. The

disappearance of some vibrational modes and appearance of others

A

can lead to an identification of the destruction of one type and
formation of another type of bonds. Unfortunately, up to now, the
irradiated specimen have to be removed from the microscope (and
exposed to the effects of the atmosphere) in order that IR measure-
ments can be taken. The results thus obtained cannot be unambi-
guously related to the in situ degradation of the molecular specimen
in an EM. 1In the future, use of tunneling spectroscopy4 (which
yields IR and Raman spectra of molecules) may provide in situ de-
termination5 of molecular degradation in an EM. ’
The decay in the intensity of a diffraction peak can provide
information about the degradation of the crystallinity in a speci-
men. Quantitative data (expressed in cross section or critical
exposure) on the destruction of crystallinity are now bging tabu-~
lated6. Like the energy loss spectra, these measuremeﬁts are per- P
formed in situ. However, the decrease (or disappearance) of a
particular diffraction peak cannot be related to the destruction -
of a particular type of bond. Thus information about changes in
molecular structure is not expected from this method.

Loss of mass (or matter) from the specimen occurs after a
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molecule has fragmented and then some or all of these fragments
evaporate into the low vacuum of the EM. Mass loss measurements
can be performed, in situ, by densitometric measurements of micro-
scope plates7 or by collecting scattered electron currents. Though
this method provides data on the stability of molecules, it cannot
provide information on strﬁctural changes occuring in the molecule.

A.pplication9 of autoradiography to determination of mass loss

a )

in a molecular specimen in an EM involves doping the molecule with
a radioactive iéotope (e.g., 3H, 32P). The reduction in the dopant
concentration after irradiation gives information about the mass
lost by the specimen. However, no information can be obtained about
the type or the location of the structural changes in the molecule.

Also the experiments cannot be performed in situ, so that there

1 .
exist 0 uncertainties in measurements and interpretations.

1.2 Observed trends and our approach.

Enough experimental data exists today that some conclusions
about the dependences of molecular degradation in a high resolution
EM can already be made. First the observed damage seems to depend
on the net exposure to the electron beam and not on the exposure-
rate. Fig. 3 shows data11 on diffraction pattern degradation,
which illustrates the linear relation between the electron beam
current density at ghe specimen (js) and the duration of exposure
(t) necessary to degrade the specimen by a fixed amount. Though
the data in Fig. 3 show this linearity over only 3 orders of magni-
tude in current density, other experiments12 have shown this

linearity over 6 orders of magnitude in current density. The impli-
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cation is clearly that the measured degradation is exposure rate

independent so that one can write

E, = it | (2)

Of course this was tacitly assumed in the writing of Eqn. (1).

The decrease in the energy loss as well as the diffraction
peaks depends exponentially on exposure (Fig. 4). However the
diffraction peaks decrease to l/e of the original value in an ex-
posure about one order of magnitude smaller than that for a similar
‘decrease in the energy losé peaks. Consequently the cross section
% for the degradation of a diffraction pattern is an order of
magnitude larger than that for the degradation of the energy loss
spectrum. Thus even for a particular molecular specimen, the
measured 'damage' cross section dependsexplicitly on the particular
type of 'damage' meaéurement performed. 1In general, it is found13
that the cross sections pertaining to diffraction pattern degrada-
tion or mass loss measurements are much larger than those for the
energy loss spectrum (UV spectrum) degradation.

The dependence of molecular damage is found14 to be only
moderately dependent on the specimen temperature (upto 4.2 K).

The exposure necessary to decrease the intensity of a diffracted
peak was found to change by less than a factor of five for specimen
temperature change from 300 K to ~ 4 K. However it is discovered
that with increasing lower temperatures, an increasing exposure
("latent dose") is neceésary before any change in diffracted peak

intensity is seen (Fig. 5). If after a certain exposure at low

1.7
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temperature, the specimen temperature is raised, then it is noticed
that concurrently, the intensity of the diffracted peak decreases
to a levél that would have been obtained by exposing (the same
amount) the specimen at the higher temperature. Thus it can be
surmised that, at low enough temperatures, some of the fragments
(formed from the incident electron induced dissociations) are in-
hibited from diffusing or evaporating.

As expected, electron beam induced damage of molecules depends
sensitively on the physical structure of the molecule. The damaged
molecule is found to be in a state that is different from amorphous
carbon (This can be inferred from the data in Fig. 1b); however the
actual molecular fragments formed have not yet been established,
even for the simplest of molecules. It is well known15 that the
highly conjugated aromatic molecules are far more stable under the
electron beam than the saturated aliphatics. Typical values for
critical exposures for these molecules range from ~ 10-3 C/cm2
(~ 0.66 e’/K?) for polyethylene to ~ 1 C/cm2 (~ 660 e_/gz) for
phathalocyanine. This sensitivity on molecular structure, though
expected intuitively, is difficult to predict (or even explain)
quantitatively. The influence of a few substituent atoms iﬁ
crucial areas of a molecular structure has been shown to change
the sensitivity of the molecule to radiation action. For example,
substitution of fluorine in polyethylene (giving TFE) 1eads3 to
a large increase in its sensitivity to the electron beam, while
substitution of chlorine in copper phthalocyanine is believed16
to cause a large decrease in its sensitivity. Since all these

measurements have been performed on solid specimens in an EM, it
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is not known what the contribution of the solid phase (anﬁ thence
geometry and substrate) is on the net observed molecular damage.
Inclusion of appropriate additives to a molecular film is reported17
to cause small chgnges in sensitivity of polymers to radiation
action. Thus the observed sensitivity of damage on molecular
Structure seems to imply that a detailed understanding of.the
Primary interaction of the incident electron with an isolated
molecule is imperative to any considerations of inter-molecular
interactions.

Finally, we define a set of practical goals and outline an
approach taken to achieve them. An idealistic aim might be to
develop a theory that predicts the dependence of damage on 1) the
inherent properties of‘an isolated molecule (i.e., geometrical
structure, electronic configuration, occupancy etc.) and on 2) the
solid phase properties of the molecular film (i.e., inter-molecular
parameters, temperature, geometry and composition of substrate etc.).
Clearly an endeavour to fulfill such an aim might be overambitious.
We define then a more realistic goal of modelling the interaction
of electrons with small isolated (gas phase) molecules. The calcu-
lations can be compared with available experimental data (cross
sections as well as mass spectral fragmentation patterns) and then
an attempt to extend these into the solid phase can be made.

Our approach will become evident through an outline of the
contents of the following chapters. We begin (Ch. 2) by considering
the special conditions in an EM in the modelling of our problem.
Some effects provide a simplification in our analysis, others compli-

cate it. Also we develop a general formulation for .the calculation
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of the exposure necessary to dissociate interacting molecules.

Next (Sec. 2.2), we find that, except for the most resistant highly
conjugated molecules, knock-on displacement of atoms contributes
only a small amount to the observed damage cross sections. Thus

it is assumed that an electronic excitation or ionization leads

to dissociation. A two'step activated stake concept 1is introduced
(Sec. 2.2.b) so as to separate the fast (< 10-lS s) incident
electron induced electronic excitation and ionization (formation

of the activated state) from the slower (> 10_13 s) process of

the separation of the nuclei (fragmentation of the activated state).
The calculated cross section for the former process on comparison
with observed dissociation cross sections may provide information
about the relative importance of the latter process, at least in
the gaseous phase.

The activated state cross section is formulated by considering,
at first the interaction between the incident electron and one of
the bound electrons; and then extending, phenomenologically, the
two particle scattering concept to interactions with other electrons.
The cross section for the ejection of an electron from a one particle
systém can be calculated (Sec. 3.1) by either the Born or the Binary
encounter theories. Next (Sec. 3.2), ionization events that include
simultaneous excitations of the remaining bound electrons are modelled.
The cross section for transitions to direct and rearrangement ioni-
zation states (defined in Sec. 3.2) are formulated to depend only
on the "observable" parameters of the moleculeA(e.g., ionization and
fragmentation energies, orbital occupancy etc.).

These concepts are applied to the calculations of ionization

1.11 .



and dissociative ionization cross sections of those atoms and
small molecules for whom experimental data (gas phase) is avail-
able. The results (Ch. 4) for diatomic molecules show quite a
good agreement between experiment and our simple theory. Exten-
sions to smallvpolyatomic molecules are attempted. The -

decay of the activated state (to a stable state not leading to the
fragmentation of the molecule) is discussed in Ch. 5. Various
possible decay mechanisms are surveyed. Possibility of secondary

dissociations caused by ejected electrons are also considered.

1.12
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CHAPTER 2
MODEL: ASSUMPTIONS AND GOALS

In this chapter, the complex problem of degfadation of
molecular specimens in the EM will be dissected, so that the
various parameters can be isolated and thereby made amenable to
calculation and estimation. 1In Sec. 2.1, we examine the influence
of the conditions in a high resolution EM on the observed molecular
daﬁage. In Sec. 2.2, the physics of electron scattering from an
isolated molecule is examined and the concept of the activated

state is developed.

2.1 Considerations of damage in a high resolution EM.

a. Single scattering from neutral moleculcs.

In this section two approximations relevant to conditions in
a high resolution EM are made. First it is assumed that an incident
electron is scattered at most once in the typical specimené in an
EM. Second one can assume that this scattering occurs from neutral
molecules in their ground states.

The first assumption is justified easily under typical condi-
tions of high resolution microscopy. In order to improve resolut;on
by decreasing the probability for multiple scattering and to decreése
heating of the specimen by decreasing the energy loss in the
specimen, the microscopist chooses the thinnest possible speciﬁens.
Typicallthickneases of organic films (or carbon substrates) are of

the order of 100 K, while typical mean free paths for scattering
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100 KeV electrons are of the order of 500 A. Clearly then our
restriction to single scattering events is justified. It is worth
noting that, if necessary, multiple scattering effects can be taken
into accountl once single scattering cross sections are available.

The second assumption of incident electrons interacting with
only neutral de-excited molecules is more difficult to justify.

In principle the incident electron can interact with either an
ionized or an excited molecule if this molecule does not return
back to its ground state before a second electron arrives in the
vicinity of the molecule. Thus in order for our assumption to hold,
the typical relaxation time of the excited or ionized molecule,ATr,
must be smaller than the average time between successive scatterings
by incident ele;trons of the same molecule, Tge In the following
paragraphs, we shall justify this assumption for conditions relevant
to microscopy.

Typical relaxation timeé of molecules are determihed according
to whether they are isolated or interacting with other molecules or
entities. Isolated molecules2 have relaxation times primarily
determined by internal conversion, fluorescence and phosphorescence

with the time constants in the order of 10_13

sec, 10-9 sec and
10-3 sec or greater respectively. However for a molecule in a
condensed phase3, very rapid relaxation of the excited state and
neutralization of.the ionized state can occur. The relaxation of
the excited molecule can occur by processes, (in addition to those

for an isolated molecule) that involve energy transfer to neighboring

molecules via electronic (exciton) coupling, vibrational coupling

2.2
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and ejection and recapture of an electron. The time constants for
each of these processes is of the order of 10-9 sec or less. An
ionized state is usually neutralized by a thermal electron in a
time less than 10_13 sec. It is then quite ptobable that a molecule
in a condensed medium would not be trapped in a lowest triplet
state but would decay back to the ground state by transferring
energy to its neighbors. Then the mean relaxation time is not
determined by the long lifetimes of phosphorescence in an isolated
molecule, but by the lifetimes of energy transfer between molecules.
We assume then, that T the relaxation time of a molecule to be of
the order of 10'-8 to 10_9 sec.

Now we will determine the average time between successive
scatterings of the same molecule, Ty for various conditions in
the EM. First consider the average time A between successive
electrons to arrive at an element of area Aez. The T, is the
product of (1) the average time between electron arrival in the

area defined by the beam diameter Ab, with beam current at the

specimen, ib’ and (2) the ratio of Ab to Aez' Thus,

1
el

(1)

r =&
a ib

A
Aél

=&
ig 4

- where js, is the beam current density at the sﬁecimen. Typical

picture elements in high resolution microscopy have an area of
about 25 32; typical beam currents at the specimen in both a TEM
and a STEM are about 10-11 amp. However, the TEM illuminates about
one ﬁm. square of the specimen (i.e.,jS (TEM) = 10-3amp/cm2),

while the STEM illuminates only the area of the picture element
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2
- 2524 (i.e., js (STEM) = 4XI03 amp/cmz). Consequently T, in a
STEM is about 1.6x10™C sec, while in a TEM it is 6.4x102 sec.

The average time between scatterings, Tgs is given by:
s T Ta/Ps 2)

where Ps is the probability of scattering from a molecule. Usually

PS is much smaller than one, and can be estimated from the ratio

o

of the film thickﬁess, t, and the scattering mean free path As.
The calculated value4 of AS for total scattering of 100 KeV
electrons from ca;bon atoms is 488 A (the calculation is expected
to agree with experiment within a factor of two); while typical
thicknesses of carbon films, used in high reéolution ﬁicroscopy,
are about 25 &. Thus PS is of the order 0.05, so that a typiéal
Ty in a high resolution STEM 1is of the order of 0.32><10_6 sec,
while in a TEM it is of the order of 1.3 sec!

The consequence of the above considerations is that in both
the STEM and the TEM, the time between scatterings, TS, is somewhat
larger than the relaxation time, T and as such our assumption of
scattering from neutral de-excited molecules is made plausible.
Available experimeﬁtal data (Sec. 1.2) shows that damage is
exposure-rate indépendent. This macroscopic observation further i

adds credence to our assumption of the phenomenon on the microscopic

(a4

scale.

b. Dissociation versus damage.
Damage in the EM involves not just dissociation of the molecules,

but also the reaction of the fragments and radicals amongst each
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other and with other molecules. Most experiments measuré this
cumulative effect due to the incident electrons and thus, it is
this total action that the theorist hés to consider. Im this
section our goal is restricted to the cénsiderations of the
'primary action' of the incident electron, i.e.,rto the dissocia-
tion of the molecule into fragments, but not to the subsequent
reaction of these fragments and molecules. In the following
paragraphs, we will discuss the foundations behind this restriction
and then consider the conditions in microscopy where this restricted
goal might be valid and applicable.

The action of radiation on molecules in condensed media can
be separated5 in three somewhat overlapping temporal stages: (1)

The physical stage (t < 10—13

sec). In this stage the incident
electron ionizes or excites the electrons in the molecule or in
the condensed medium; also fast energy transfer, via ejection gnd
moderation of electrons and photons can occur. (2) The physico-

3 sec st g 10—8

chemical stage (10“l sec). During this stage the
ion; and nuclei move, as in dissociation processes and in processes
involving internal conversion and ion-molecule reactions. (3) The
chemical stage (t 2 10_8 sec). Here reactions amongst the fragments,
radicals, and molecules can occur. Time scales for these reactions,
depending on many conditions, can range from 10-8 sec to hours and
even longer. Thus it is very probably during the chemical stage
that fragments (after possible reactions with other fragments or

with molecules) form products that may be either stable or be

volatile in the vacuum of the EM. The experimentally observed
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'mass-loss' of a specimen (Sec. 1;1), could be caused by such
evaporation of the fragments formed by dissociation.

With the above mentioned discussion in mind, it would be
desirable to have an EM that collected information from a picture
element in a time, Teg? shorter than or comparable to the time,
Tév, taken by the fragments to evaporate into the vacuum of the

EM. Incidentally, experiments at low specimen temperature6 show

W

that radicals formed from dissociation do not evaporate as readily
into the EM vacuum, as they would at higher temperatures. Next,
we will examine conditions in microscopy under which it may be
possible to collect information faster than evaporation can occur.

A typical number of electrons7, Mogs needed to image a 25 &2
picture element is about 5000. Then the average time of information
collection from one picture element T is 1 =n °Ta; for a STEM,

ef el ef
T ~ 8><10-'5 Sec, while for a TEM, Tag = 320 sec. [Of course, the

el

total time to obtain a picture from one um square area (same as Ab
in the TEM) in both microscopes is exactly the same, since STEM
images each picture element sequentially while the TEM images all
the picture elements simultaneéusly.] Now if the evaporation time
of the dissociated fragments from a 25 Kz element is greater than
10-'4 sec, then it is possible to collect information in a STEM
from that element before the fragments can evaporate. In a TEM,
this is virtually'impoasible because fragments are very likely to )
evaporate in the 320 sec needed to image a picture element.

It seems than, that our goal of considering only 'initial

damage' i.e., dissociation should be more pertinent to the STEM
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than to the TEM. In summary, the approximations that are made

thus far are that in a high resolution EM, we consider only single
scattering of the incident electron from neutral de-excited molecules.
Explicitly, our goal is to estimate the critical exposure, Ec’
necessary to dissociate a certain fraction of the molecules. Note,
that though Ec can not be directly compared to the experimentally meas-
ured exposure (as defined in Sec. 1.1) necessary to damage a certain
fraction of the molecules, one does expect that they are qualitatively

related.

c. Relationship between exposure and dissociation cross sgctions.
The aim of this section is to derive equations that relate the
incident electron exposure, Ec, to various molecular and inter-
molecular propérties. At this stage the primary interest is in
determining the trends in the dependence of Ec on suitably generalized
parameters, rather than on accurate calculation for one particular
molecular specimen. .Thus, calculations of these molecular and
inter-molecular parameters will be deferred until subsequent
chapters. For now, arbitrary choices in the magnitudes of the
coupling constants and cross sections will be made to determine
their influence on the behavior and magnitude of Ec'

Consider, at first, a collection of non-interacting molecules

of species a, under the electron beam. We want to determine the
exposure Ec (in units of electrons/unit area) needed to dissociate
a certain fraction of the molecules. Assume an electron beam with

area Ab and current density js is incident on n, molecules per unit
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volume, each with molecular dissociation cross section og. The
number density of molecules that dissociate in time dt is given

by:

— - 2 a
dna = naJsoDdt/e' (3)

If the current density is kept constant during time dt, then jsdt/e
can be abbreviated as dEc - an incident electron exposure correspond-~

ing to the time the beam was incident on the molecules. If the

(+)

dissociation cross section OD

does not depend on time, Eqn. (3)
can be easily integrated. The number density of molecules remaining

intact after illuminating the specimen for a time 1 is:

0 _a
n, =n, exp ( cDEC), (4)

Here "2 is the initial number density of intact molecules and Ec
is the critical exposure given by Ec = jsT/e. The assumption of
time independence of og is justified as follows: (1) In the EM,
successive incident electrons scatter from neutral de-excited
molecules and therefore successive electrons 'see' the same ground

state molecular dissociation cross sections, © (2) Experimentally

o
D.
(Sec. 1.2), the critical exposure not the exposure rate determines

the damage. Rewriting Eqn. (4) as,

=]

E =l.__2n__0t_ ' (5)
o n

we see the similarity with Eqn. 1.1, which describes the experi-

mentally observed damage. Note also that og represents a sum over

2.8
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the individual cross sections for dissociatiod, occuring via
different processes k (such as dissociative ionization, dissocia-
tive attachment etc., that we will discuss below) og’k. So that
in Eqns. (3)-(5),

o = D%, (6)

k

Consider now, a collection of interacting molecules under the
electron beam. At first, assume that these molecules are randomly
distributed and are confined to within the area illuminated by the
beam. In microscopy, these assumptions are not always justified
and we shall later examine some consequences due to this. The
incident electron can cause dissociations of the molecular species
o by (1) interacting with a molecule of the species a and causing
it to dissociate (direct dissociation) and (2) bevexciting or
ionizing a molecule, of any species (including ), which subsequently
transfers energy to a molecule of species o thereby causing its
dissociation (secondary dissociation). The number density of the
a~specles of molecules, dna, that dissociate under an electron
beam exposure of dEc is

dna =~ nao;dEc - }%:n¢?gngc. @))
Here the second term on the right side of the equation is due to
secondary dissociations of molecules of species o (represented bv
the cross section, ogg) caused by energy transfer from the excited

or ionized molecules with density n,, of species ¢. Note ¢

¢
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represents the set of all the molecular species present under the
beam, including o; thus the secondary dissociations are caused not
just by energy transfer between different species of molecules but
also between those of the same species. Equations analogous to
Eqn. (7) are written for the dissociation of other molecular

species, B, y, etc. belonging in the set ¢. The set of equations

for dna, dnB, dn , etc. are coupled and in general have to be ?
solved simultaneously.
In chapter 5, specific types of energy transfer processes
and mechanisms will be considered; for now it will suffice to note
that OSE can be written in the general form:
o« n f c(E) o%(E) S do’ (o myae (8)
Here doY/dE is the differential cross section for energy transfer
E due to the excitation or ionization of the molecular species vy,
by an incident electron of kinetic energy T. The dissociation cross
section of the molecular species o due to the energy transfer E is
denoted by oa(E), while c(E) represents some constants. The depen-
dance of GSE on n_ makes it possible to rewrite the set of equations
in (7) as: A
dna o 2. a0 ' od
dE_ T 2,90 T Betsp T Palu Metsp 3
¢
dn
EE’S = “s"g - nB)\SD g Z n@?ﬁ ©)



where Agg =./Z(E)og(E) g%i (E,T)dE is an inter-molecular coupling
parameter. The physical interpretation of each of the terms in

the Eqns. (9) is quite straight forward. For example, the first
term on the right side of the equation for dny/dEc represents the
décrease in y-species molecular density due to the direct dissocia-
tion of these molecules. The second term, that due to secondary
dissociations initiated by other molecules of the same species Y.
The third term, that due to secondary dissociations initiated by
molecules of species other than y. (Note that in the equation for
nY, the &' represents the sum over all the members of ¢,'except the
species y).

In Appendix 1, these coupled equations are solved for the
cases of a specimen with only one or two molecular species. Ana-
lytical solution for the one species model shows that the surviving
concentration n(Ec), for an exposure of Ec, is not linear in the
initial concentration n, = n(0), due to the presence of the non-
linear coupling term nZA. Solutions for certain choices in g, A
and n, are shown in Fig. 1 of Appendix 1. The two species model
is more interesting. In general, the two coupled equations have
to be solved numerically and the parameters have to be chosen
suitably so that the mathematical solutions have resemblance to
physical reality. Though details of the model and the choices in
parameters and initial concentrations are given in Appendix 1, it
is worth noting that owing to the dependence of 2% on doY/dE, it

SD

is modeled that Agg is proportional to the dissociation cross

section, of. This model relies on the assumption of proportionality

Do
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B and doY/dE, which can only be justified qualitatively.

between ¢
Nevertheless, within the assumptions of the model, numerical
solutions to the coupled equations are obtained. The trends of
the molecular species' survival show some interesting dependences
on coupling constanté. For the case of one molecular species

having an initial concentration larger than the other, it is seen

(Appendix 1, Table 2) that the survival concentration for a given

W

exposure, depends weakly on the inter-species and similar-species
coupling constants (CIS and CSS’ respectively; defined in Appendix
1), if the two species have approximately equal direct dissociation

cross sections o .. If, however, the majority species have a o

D D

much larger than minority species' ¢_ then the coupling constants,

D
CIS and CS make a substantial difference in survival of the two

species. It is found that increasing CIS decreases the concentra-

S

tion of the surviving minority species, as one expects. However,

increasing C decreases the concentration of the surviving

ss?

majority species and concurrently increases minority species'

survival. Trends such as these, if found to exist in more ac~
curate models, could be utilized experimentally in preparing
specimens with appropriate inter-molecular coupling constants.

Alternatively, experimental data for a specimen prepared under

Y

differing conditions (i.e., with for example, different coupling

(&

constant) could yield parameters via a correlation between an
experimental survival-exposure curve and theory. Finélly, it may

be possible to formulate an 'effective' dissociation cross section

eff

op s which approximates the exponential behavior at sufficiently

large Ec of the numerical calculations shown in Figure 2 of
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Appendix 1.

It has thus far been tacitly assumed that molecules are
randbmly distributed, so that spatially isotropic coupling cons-
tants are justified. Besides enormous mathematical simplicity,
no r;tionalization for this assumption is offered. If spatially
anisotropic inter-molecular coupling constants are.used, Eqns.

(9) would have to be considerably modified. It is not known how,
if at all, an experimental measurement of exposure (a spatially
averaged quantity) would reveal such anisotropies. Finally,
another objection: Experimentally (especially in a STEM), mole-
cules within the beam diameter transfer energy to those outside,
possibly causing thelr dissociation, but the converse does not
gpply. The model discussed above assumes only mutual interactions
and thus only overestimates the damaging effect. Note that the
effect of a scanning beam in a STEM cannot 'average out' this non-
mutual behavior of molecules close to the beam periphery. This

is because the time taken by the beam to move to the adjacent
element (and make the interaction mutual) is of the order of the
arrival time T 10'-'8 sec, of the electrons in a STEM, which is
much greater than the time required for most fast inter-molecular
interactions.

In summary then, it has been shown that within certain
simplifying approximations, equations that relate exposure to
molecular dissociation, due both to direct incident electron inter-
action and to inter-molecular interaction, can be developed. Under
certain conditions, the model shows that a minority species can

have greater survival in the presence of a majority species than
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under other conditions. Even though the model is not directly
. applicable to experiment, semi-quantitative trends may have some

use in experimental specimen preparation.

2.2 Electron scattering by molecules.

a. Knock-on displacement of atoms.

The incident electron, in the simplest approximation, can
interact with either the electroﬁs or the atomic nuclei in the
molecule. In the next section the former case will be considered:
here we estimate the relevance of "knock-on" displacement of atoms
from bio-molecules in the medium energy EM. If the energy transfer
from the incident electron to the atomic nucleus is large enough,
then the nucleus (or the atom) will be ejected from the original
site in the molecule. This process is called "knock-on'" in the
high voltage (MeV) electron microscopy of non-molecular inorganic
and metallic materials.

The formulation of displacement damage in metals, as reviewed
by Seitz and Koehlers, is used here with due regard to the binding
energies of atoms in molecules as compared to those in metals.

The maximum energy transfer Em to the atomic nucleus in a pure

recoil collision is

i 2m T " 2 ‘
hm N 3 (T + 2mc™), | (L0)
me

where m is the rest mass of the electron; T is the electrons'
the kinetic energy and M is the rest mass of the atomic nucleus.
If the energy needed to displace an atom is Ed’ the minimum incident

electron energy (or the threshold energy, Tt) for the knock-on

2.14
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process to occur is obtained by solving Eqn. (10) for T with

Em = Ed; i.e.,

T, = mc2 [Vl + M/n Ed/mc2 - 1] (11)

= M/m Ed/4 - 1/32 (M/m)z-Efl/mc2 + oeee, (11a)

Table 1 shows the calculated threshold energies for hydrogen,

carbon and iodine for five different values of displacement energies.
The threshold energies for hydrogen and carbon are low enough that
knock-on displacement is certainly possible in the medium energy.

EM. However for iodine unless the displacement energy is less

than 2 eV the process does not occur in a 100 KeV EM. The displace-
ment energy Ed is, by definition, the minimum kinetic energy that
must be imparted to the atomic nucleus by the incident electron

so that it separates from the rest of the molecule. Since in
knock-on, the energy transfer is only to the atomic nucleus, the
molecule is assumed to remain in its initial electronic state;
however, its vibrational state changes from v to v'. As the
schematic diagram for a hypothetical molecule AB (Figure 1) shows,
dissociation can occur only if the transition is to one of the
highest vibrational states (v'") of the ground electronic state .

(XO) of the mélecule. Thus, the incident electron must impart
the dissociation energy D(A-B) for that bond. Clearly then, Ed
is of the order of D(X-Y) for an X-Y bond. Tabulated9 experi-
mental measurements of bond dissociation energies indicate that
H-C, H-N and H-O have energies between 3 and 5 eV, depending on

the particular molecule. The I-H bonds (in HI) and I-C bonds
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Table 1:

Incident electron threshold energies (Tt) for "Knock-on" displacement

Element Displacement Energy, E d (eV)
5.0 4.0 3.0 2.0 1.0
Hydrogen, Z = 1 2.291 1.834 1.376 0.918 0.459
Carbon, Z = 6 26.67 21.44 16.16 10.83 5.444
Iodine, Z = 53 235.1 194.3 151.1 104.9 54.89

Threshold energies are in KeV.

)
Energy
of the AB

molecule

" .
‘ vl‘ j?”'—:=-——-.r
) 1 ‘ 7
24 el
W 7 l
11/
N

A-B separation

Fig. 1. Schematic diagram showing "knock-on" induced transition
to the vibrational state v' cannot lead to dissociation; transition
to the state v'" can.
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(in CHBI and C6H51) have energies of about 3 eV and 2.5 eV re-

spectively. Thus in medium energy microscopy, only the low 2

elements can suffer from knock-on damage.

The displacement cross section was derived by Seitz and
Koehlera, from an approximation to the relativistic Rutherford
equation for scattering of a relativistic electron from the Coulomb
potential of an unscreened atomic nucleus. For heavy elements,
this approximation is known to faillo; but when used for light
elements, it should be quite adequate. The Seitz-Koehler equation

for displacement cross section is:

2,22

a 4naOZ ER 1 - 82 Tm 2 Tm
%ap = 2.2 i J|E,~1-8 tmg ¢
(mc™) B d d
(12)
T T
mBZ m m)]
+ 52 (2\/z--2-ta— )]
137 ( Ed Ed

Note that ER is the rydberg of energy (= 13.6 eV); ag is the

bohr radius and B = v/c with v the relativistic velocity of the
incident particle. Results of calculations for hydrogen and carbon
atoms, for values of Ed = 3 and 5 eV, are shown in Figure 2. Note
that in the figure (and here-after) all cross sections are

—16cm2). Though the

expressed in a unit of nag (= 0.8797 x 10
cross section maxima for hydrogen are much greater than those for
carbon, the cross sections for carbon decrease more slowly with
increasing T,. than those of hydrogen. Consequently at 100 KeV,
carbon cross sections are more than twice those of hydrogen (and

at 1 MeV, almost three times; see Table 2). Thus a general trend

of atomic knock-on displacement phenomena is that with increasing
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Table 2: Selected values of displacement cross sections at high T
Hydrogen (Z = 1) Carbon (Z = 6) Iodine (Z = 53)
Eq I
T 3.0 5.0 3.0 5.0 3.0 5.0
s 1.70 1.00 4.11 2.08 0. 0.
10 4.03) | @13 [ .33 | @39 | 0o | .
s || 0.699 0.417 1.99 1.14 10.7 4.21
3 x 107 5 31y .27 || .200 | .14 || az2.3) | .30
6 0.590 0.353 1.74 1.02 12.6 6.54
10 (2.24) .25) || .48 | 2.38) || 9.0y | ¢8.54)

All energies are in eV; Cross sections are in 10-6'na§ Values in

parenthesis are the "effective" displacement cross sections,.3~odp.
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Z of the atoms, the cross sections have knock-on thresholds at
higher energies but have lower magnitudes at their maxima. However
at higher energies, for equal values of Ed’ the higher Z atoms

have greater cross sections than atoms with lower Z.

Atoms displaced with large kinetic energies can knock out
other atoms from their sites. A cascade of atomic displacements
can occur and in the following paragraphs, the importance of this
phenomena in the EM will be estimated. The physics of the ejected
atom interacting with other atoms is very complicated. We follow
the theories outlined in the book by Dienes and Vineyardll. It
is assumed that inelastic scattering between atoms (mass M) occurs
for atomic kinetic energy greater than Ei ~ 1/8~% + I where I is
the lowest atémic excitation energy. Atoms ejected by electrons
with T < 100 KeV have mean kinetic energy E (- Ed-Em/Em - Ed * n
(Em/Ed)) considerably less than (~ 2KeV for hydrogen; ~ 12 KeV for
carbon), so that only elastic scattering between atoms can be
assumed to occur. Even though a particular formulation of the
elastic scattering (Rutherford or Hard-Sphere) cannot be justified
at these low atomic kinetic energies, fortunately one obtains ap-
proximately identical results for the cascade phenomena for all
available formulations. It is worth noting that all known theories
assume the case of an amorphous specimen, so that Ed is spatially
isotropic.

The number of displaced atoms, including the primary displaced

atom, produced by a knock-on atom of energy E is given byll,

v(E) = E/2E, for E > 2E,. (13)

2.20
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Physically, this just means that on the average only half of the
energy of a moving atom is available for causing further displace-
ments; the other half Ed on the average goes to sub-threshold
collisions. Since the primary knock-on's have a distribution of
kinetic energy, the v(E) has to be averaged .gver.this distribution
(for a particular model) and the result, for all known models, can

be approximated by,

1 Em Em
V=Sl [1+2nﬁ , (14)
m d d

for E > 2E
n —

4 Recall Em is the maximum energy transferred (via a
head-on collision) during an elastic encounter and is given by

(10). Makinlz, inexplicably, has used (14) without the factors
outside the square brackets; this causes, at most, a factor of two
difference in V from that given here. Figure 3 shows the behaviour
of V with T, for H, C and I atoms and reasonable values for Ed'

The numbers can be reliably compared with experiment within a
factor of two or three. In the medium voltage EM, one can estimate,

most pessimistically, that no more than four or five secondary dis-

placements can occur for one primary displacement, even for hydrogen.

eff

can be defined:
dp

An "effective" displacement cross section ¢

eff _ -

odp = v de (15)
Figures 4a and 4b show the calculated cdp and ojﬁf for hydrogen and
eff

carbon respectively. Careful comparison of Odp for the two atoms
shows that (1) the values before and at the maxima are unchanged

after the inclusion of the multiplication factor V. And (2) the
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(b)

100 .

T

Fig. 4. Displacement cross sections: 9dp (solid-line) and
effective displacement cross sections ¢®ff (dotted 1line), both
in units of 10-6 na%, vs. incident elecggon energy T (in KeV)
for (a) hydrogen and (b) carbon and values of Ed (in eV) as
shown.
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effective cross section assf for higher Z atoms is still greater
than that for the lower Z atoms, at energies well above the
threshold. Consequently, it seems that even after including a

reasonable estimate for the cascade of knock-ons through the

factor v, the total knock-on cross sections are probably dominated

by atoms with the largest Z, that can be knocked out by the incident

electrons.

The importance of knock-on displacements of atoms from bio-
molecules in the medium energy EM is difficult to establish. For
the case of a molecular solid composed of methane, one needs to
only consider the knock-on displacement of the H atoms from each
of the four C-H bonds of the molecule. Figure 5 shows results of
calculations for the knock-~on of the H atom from C-H and N-H
bonds, an 0 atom from C=0 bond and a Cl1 atom from C-Cl bond with
the displacement energies Ed chosen from Pauling's textl3. Using
the value of odp at 12 KeV, one finds the total cross section for
knock-on displacement of an H atom from CH4 to be 26.6'x 10--6 nag.
The total ionization cross section14 oI(CH4) of gaseous CH4 at 12
KeV is measured to be 0.14 nag, the dissociation cross section is
certainly a very large fraction of cI(CH4), as will be seen in
Chapter 4. Thus the knock-on cross section is estimated to be
smaller than the dissociation cross section by a factor of the
order of 103. If this were the case for all molecules and for
molecules in fhe condensed phase (i.e., after the inclusion of ¥
with Odp) then knock-on could be ignored completely in considera-
tions of damage in the medium energy EM. However experimentally

measured damage cross sections for the DNA bases (Sec. 1l.1l) are

2.24
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considerably smaller than the values for a saturated ﬁolecule like
CH4; consequently knock-on may not be negligible. The incident
electron, in the medium energy EM, however does not transfer enough
energy [Eqn. (10)] to simultaneously break more than one bond.
Assuming then that only the atoms bound to one atom can be knocked
out, Table 3 lists the atoms that are assumed can be knocked out

of the DNA bases. Using the values of odp for the various bonds
from Figure 5, the following values of knock-on cross sections at

T = 25 KeV are obtainéd:

Adenine: Udp = 0.189; op = 0.94 + 0.17
Guanine: Odp = 0.192; op = 1.13 +£0.23
Cytosine: odp = 0.189; op = 1.25 + 0.23
Thymine: odp = 0.224; op = 3.53 + 0.56

The experimental values for the damage cross sections o, are from

D
the Chicago group15 and are expressed (along with odp) in units of
10_4 "a§° The significant contribution (15-20%) of cdp to GD for

these relatively resistant molecules seems to substantiate the
assertion of Glaeserl6. Including the possibility of a cascade of
H atom knock-ons, through the factor v, increases odp by a factor

of 1.7. Finally consider the highly conjugated molecules copper-
phthalocyanine (CuPTC) and chlorine substituted copper-phtalocyanine
(C1-CuPTC) shown in Figures 6 (a) and (b). Assuming énce again

that just the atoms bound to only one other atom can be knocked

out, one has 16 vulnerable C-H bonds in CuPTE€ and 16 vulnerable C-Cl
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Table 3: Assumed molecular displacement in knock-on from

DNA bases.

Molecule Presumed removal of nX atoms
from n(Y-X) bonds

Adenine ( 05 Ns Hs )

H\N _H
N 2 H from 2(C-H)
N 3 H from 3(N-H)
98z
H
N N
|
H

Guonine (C5 Hg N5 O )

1H from (C-H)

4 H from 4(N-H)

1 0 from (C=0)
N/”

C)Hosme (C4N3 Hs0)

H 2 H from 2(C-H)
\ - 3 H from 3(N-H)
10

‘ H : from (C=0)
]ij"/ '
0

Thymlne ( C5 N202H6 )
H

H\ L 4 H from 4(C-H)
N \ 2 H from 2(N-H)
2 0 from (C=0)

0” H

N
|
H
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bonds in C1-CuPTC. At.25 KeV incident electron enefgy, the knock-on

cross section for the 16 H atoms from the 16 C-H bonds is 5.85 x

10—5 nag and on including the multiplication factor v, ozif is
9.10 x 10-5 nag. This is in excellent agreement with the experi-

mentally measured15 damage cross section of 1.02 + 0.12 ><10-4 ﬂaé.

This seems to indicate that at least in the most resistant bio-
molecules the knock-on caused damage dominates that caused by other
mechanisms (i.e., via ionizations, excitations).

However, experiments by the Japanese group17 seems to indicate
otherwise. These experiments at 100 KeV monitor damage via the
decrease in the intensity of the diffraction pattern and do not
measure damage cross section; their results do indicate that
Cl-CultC molecules are 40 times more resistant to dum&ge than CulTC.
This observation cannot be explained by the assumption that the
knock-on of H and Cl atoms cause the major fraction of the observed
damage. Referring to Figure 5, one sees that at 100 KeV knock-on
cross section of Cl from a C-Cl bond is ~ 4.1 times that of H atom
and on including hydrogen atom cascade, V for Cl1 from C-Cl is ~ 1.86
times odsff for H from C-H. It is emphasized that the Japanese
experiments do not measure cross sections for the damage of a
molecular structure but only the degradation of the crystalline
structure; hence our comparison and expectations of agreement

with these experiments may be over ambitious.

b. Relationship between exposure and dissociation cross sections.

In this section, the interaction of an incident electron with

molecular electrons is considered. In analogy with the formulations
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Fig. 6. Molecular structure of phthalocyanines.
(a) Cu-phthalocyanine and (b) hexadecachloro-Cu-
phthalocyanine.
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of dissociative attachment a two step process for dissociative
excitation and ionization is assumed and relevant quantities are
isolated. Dissociative ionization is assumed to be the dominant
mechanism for dissociation due to the incident electrons in a
medium energy'EM.

The interaction of the incident electron with the bound
molecular electrons can initiate three possible processes: Ioniza-
tion, excitation or electron capture (attachment). Each of these
processes occur in a time of the order of an electronic orbital
period~10-16 sec. The subsequent motion of the nuclei, if any,
occurs at a relatively later time; about 10‘-13 sec after the initial
interaction of the incident electron with the bound electrons.

Thus it is physically reasonable to assume that dissociation occurs
via a two step process. An intermediate, unstable configuration of
the molecule is formed which subsequently can dissociate. And the
three processes that lead to dissociation of the molecule AB are:

(1) Dissociative ionization (DI), which is represented through the

equation
- * - - - -
e + AB ~» (AB+) +e +e - A* +B+e +e. (16)

* +
Where (AB+) represents the unstable molecular ion and A and B
represent the fragments. (2) Dissoclative excitation (DE), which

is represented by the equation
- * - * -
¢ +AB~>AB +e »A + B+e. (17)

* *
Where AB represents the excited molecule, and A and B the fragments.

(3) Dissociative attachment (DA), which is represented by the equation
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e +AB~> (AB) ~+ A + B. (18)

Where (AB-)* represents the negatively charged molecular ion, and
A" and B the fragments.

The third process, DA, has an extremely small probability of
occurrence for the fast electrons in the EM. Dissociative attach-
ment is a resonance phenomenon that is determined18 by the product
of the probability of temporary capture of the incident electron
by the molecule and the probability of its subsequent dissociation
before auto-ionization of the temporary negative ion can occur.

As one expects, the initial capture of the incident electron can
only occur for incident electron energies comparable to the elec-
tron affinity for the molecule - a few electron volts. Experimental
dutal9 gshow that for higher incident electron energles the DA cross
section is essentially zero, even though for incident electron
energies close to the threshold (~ 0.1-10 eV) large values of DA

15 cm2 for CClA) can occur. Thus DA can be

cross sections (~ 10
ignored as far as the action of the incident electrons is concerned.
However, in the case of secondary dissociations initiated by slow
electrons, DA will be seen (Chapter 5) to be an important mechanism.
Uniike dissociative attachment, DE and DI are much more likely
to occur in an EM. The two step process, assumed in the writing of

Eqns. (16) and (17), is now postulated to be described by the

equation:

g, =g, + P (19)

For either DE or DI, the dissociation cross section is written as
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On3 the molecular cross section to create an 'Activated State' of

‘D
+_ * * .

the molecule [(AB') in the case of DI and AB in the case of DE]

is written as Ops and the probability that this activated state

will lead to dissociation is denoted by P Note that the activated

4
state {s not necessarily, indeed rarely, a stationary state of the
excited molecule (in the case of DE) or the molecular‘ion (in the
case of DI). A schematic molecular energy vs. inter-fragment
separation diagram (Figure 7) elucidates the factors involved in

Eqn. (19). Consider the different possible paths that lead to

the dissociation of the molecule AB into a particular set of
fragments A' + B. The prime on the fragment A in general denotes
either an excited fragment A* or an ionized fragment A+; while A does
not necessariiy refer to an atom but to a collection of atoms (e.g.,
CH; from cua).
to the state labeled 0 cannot lead to the fragmentation of AB into

Then energy conservation requires that transition

A' and B even though it could form the fragments A and B. Thus

for this process, some of the possible activated states are labeled
a, b, ¢, d, énd e in the figure and cA(i) are the cross section for
making a molecular transition from the ground state X to the acti-
vated state i. These transitions are represented schematically by
vertical arrows from X to each of the activated statés i. The
justification for the assumption of these vertical transitions is
through the Franck-Condon principle and will be given below. For
the fast incidept electrons in the EM, the concept of;the vertical
transition and of the activated state ought to be quite valid. The

probability Pd with which each of these activated states dissociates
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Fig. 7. Schematic molecular energy vs. inter-fragment
separation diagram. Electronic transitions occur
'vertically', i.e., in accord with the Franck-Condon
principle. The region between the dashed lines is the

" Franck-Condon region. Ground state is denoted schemat-
ically by X, excited states by 0 through e.
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depends not only on the particulars of the activated state but also
on which intra-molecular and inter-molecular process causes an
activated state to decay before dissociation can occur. The mathe-
matical formuiation of Pd’ the details of these processes and
estimation of their magnitudes are postponed until Chapter 5. From
now on, until Chapter 5, our attention is focused on the description
and the quantification of the activated state cross section cA(i).
Referring once again to Figure 7, we now very dualitatively
describe some of the many possible activated states that can lead
to the formation of the fragments A' and B. The activated state
denoted by a ié a highly excited vibrational state of the bound
electronic state of the complex (AB)'. The activated states b and
¢ are actually unbound electronic states of the molecules; however
the probability that the particular fragmenﬁs A' and B are formed
is not necessarily unity (especlally for the state b). State d
represents the formation of a bound state of (AB)", while state e
represents an unbound state of the molecule. Once‘again note that
neither of these states (d or e) have a unit probability of leading
to the fragments A' and B. This description makes it possible to
categorize the activated state of the molecule as one that has
involved a transition to either a bound electronic state or to an
unbound, resongnt electronic state. The mathematical description
of scatteringé to resonant molecular states (as evolved in the
recent theories of DA in diatomic molecules by Bardsley18 et al.,

20 and 0'Malley21) are beyond the scope of this work. Interest

Chen
here is primarily in obtaining trends and magnitudes for complex

molecules, so that simplistic methods are assumed for these resonant
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states.

Consider the inelastic scattering of a sufficiently fast
moving (but still non-relativistic) electron with momentum hk from
a stationary molecule with N nuclei and n electrons. Suppose the
molecule makes a transition from a ground state with the wave func-
tion ?OO = ¢O(g,g)x00(g) to an excited state (discrete or continuum)
with the wave function waB = ¢a(g,g)xas(g). Here r = {gi} and R =
{Bi} represent the coordinates of all the molecular electrons and
the molecular nuclei respectively. Spin coordinates are suppressed.
Born-Oppenheimer separation is assumed (Appendix 2a) and the set
of quantum numbers labeling the electronic state and the nuclear.
(vibrational-rotational) state are a and B respectively. 1In the
first Born apﬁroximation, the cross section for making this molecular
transition and concommittantly scattering the incident electron

into a solid angle dQ with a final momentum of hk' iszz,

1 ey !
do , =—>b K| [ R2" (") de' | %dn (20)
oB 2 2k a8,00&
(4majEp)

Here K is the momentum transfer ‘given by K = k - k' and VaB 00(;_')
H

is the matrix element given by,
4 - t
Vag,00E") = €0, (ERIX (R [V(E, L) [0 (L, RIX (R >, (21)

where the coulombic coupling between the incident electrons and the
n

molecular electrons is V(;,g') = I e2/|£' - gil. Note that since
. i=1

this calculation is restricted to inelastic scattering the coulombic

coupling between the incident electron and the nuclei of the molecule
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is neglected. Inclusion of this coupling gives rise to elastic

scattering effects (including diffraction) from molecules and also

inelastic scattering by direct energy transfer to the vibrational

modes of the nuclei. The knock-on displacement analysis (in Sec.

2.2.a) has involved then an approximation of this incident electron-

molecular nuclei interaction. Following the treatment of inelastic
23

scattering from diatomic molecules by Craggs and Massey ~, the

matrix element V (r') can be approximated as,
aB,00 =~

0 : 0 '
oL (xR [V(EZ) [85 (xR Y (X SR [X)(R) V. (22)

This is in the spirit of the Franck-Condon principle. Note that
since the electronic matrix element is evaluated for the wave
functions at the initial equilibrium positions of the nuclei R =
50, this provides a justification for the vertical transitions
assumed in Figure 7. Also, in general, the matrix element has to
be averaged over all orientations of the molecule with respect to
the incident electrons' direction.

Thus the cross section involves an evaluation of the square

of the overlap integral between the initial (00) and final (aB)

vibrational states,

(X, ® |Xpo (R) ) - (23)

This is also called the Franck-Condon (FC) factor. Evaluation of
(23) for the activated states in Figure 7 is straightforward. In
the case of an electronic transition to the unbound activated state

denoted by c and e in Figure 7, the overlap integral involves a
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sum over all the possible vibrational states B (i.e., dissociation
products with any kinetic energy is of interest). In this case

the FC factor, through the use of the completeness relation, is
identically equal to one. For an unbound state like b, the FC
factor is also very nearly unity since those vibrational states
that cannot energetically lead to dissociation lie well outside

the FC region. In the case of a bound state such as d all the
vibrational states (B) can energetically lead to dissociation.
However, in general, the probability that each of these vibrational
states will lead to dissociation will be different. Thus the
sepafation of 9 into 9 and Pd is no longer useful since A cannot
be calculated independently of Pd. Both factors depend on the
particular vibrational sﬁate of the excited molecule (AB)".

For transitions to particular vibrational states the FC
factors are very difficult to evaluate; tabulated values24 for
diatomic molecules are now available. Thus it is only the transi-
tion to the highly vibrationally excited state a, that requires an
evaluation of the FC factor. Usually such transitions will have
very small FC factors, unless the left-hand classical turning
point for the nuclear motion falls within the FC region (see Figure
7). Thus the FC factor can be approximated as unity in the calcu-

lation of ¢ any error stems mainly from the neglect of the

A’
highly vibrationally excited states of the lowest bound states
that can energetically lead to dissociation (such as state a in
Figure 7). Recall that it is the Pd factor that determines if the

activated state, once formed, will actually lead to the fragmenta-

tion of the molecule. Thus the calculation of Op should provide
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already, a 'worst' case (Pd = 1) value for the total dissociation
cross section cD'of the molecule.
An alternate expression for GA, more amenable to calculation,

is now developed. With the assumption of azimuthal symmetry about

the axis of the incident electron, one can use (1) the famous
2

iK-r" Kz
Bethe relation, i.e., fJe™~ ~ /Ig'-{ildr' = e 4m/K” and (2)
the kinematical relation between the momentum transfer K and the

scattering angle 6, i.e. KdK = sin 6d0/kk'. Substitution of these

in (20) and (22) gives

_ : (24)

the differential cross section for momentum transfer dK. Here

eaO(K) is the matrix element,

n
iK-'r
G @RI e HogE ) (25)
i=1

Note that the earlier approximation of the Franck-Condon factor
allows us here to write the differential cross section dqa as that
which considers transitions between the ground state ¢0 and the
activated electronic state ¢a, both for the initial equilibrium
positions of the nuclei.

Finally a general result can be inferred from the form of the
matrix element in Eqn. (25). It is seen that at high incident
electron energies T, the forward scattering or small momentum

transfers (i.e., K » 0) dominates the integrated cross section,
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iK-r
Oy = .lhca. Expanding e 1 for small K and using orthogonality

one obtains the approximation,

Kol oy 127 ®ap?,  (26)

M-

]
[

2 2 2
[:ic+ . Ieao(K)I /(Kao) > M = |
1

where Mi is recognized to be the square of the dipole moment matrix
element. 1In the case of atomic excitations by fast electrons, Mﬁ
gives the optical selection rules, which forbid transitions between
states of the same spatial parity. However in the case of scatter-—
ing from moleculeszs, the relative orientation of the direction of
the incident electron with that of the molecular symmetry axis has
to be considered in the evaluation of the matrix element. Selection
rules depend then on this relative orientation and as such are more
difficult to obtain. For ionization events, the direction of
ejection of the ionized electrons adds a further complication to
the determination of the symmetry of the final state. Thus, in
general, only after knﬁwing these relative orientations for a
Particular molecule in a particular experimental arrangement, is
it possible to know the selection rules for molecular scattering.
For the case of random orientation of molecules in an EM specimen,
we shall assume that no selection rules apply.

In sﬁmmary, the separation of the dissociation cross section
OD into thg UA and Pd factors, allows for the conceptual separation
of the radiation action into the effect due to the incident electron
on the molecule and that due to the subsequent reaction of the

molecule to this action. The O depends essentially on the in-
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herent propertigs of the molecule, while Pd depends on both the
inter-molecular and intra-molecular interactions. For DE and DI
the activated state T involves an evaluation of the nuclear over-
lap integral which can be approximated by unity. Finally we found
that the dipoie matrix element leads to the assumption of no

selection rules for molecular scattering in the EM.
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CHAPTER 3

SCATITERING THEORIES FOR DISSOCTATIVE LONIZATION

In this chapter, a simple theoretical model for the estima—

tion of the activated state cross-section o, is developed. Though

A
many-electron theories, which include electron-electron correlation,
are more appropriate in fast electron scattering from molecules, an
independent-electron approximation is assumed. Fewest possible mo-
lecular parameters are introduced so as to keep the model and the
mathematics simple. In Sec. 3.1, two different single-electron
scattering approximations (the Binary-Encounter and the First Born)
are reviewed and extended so as to be useful in our model and to

the incident electron energies in the EM. These approximations are
applied to a many-electron molecular system in Sec. 3.2. A phenom-
enologically based scheme is developed to extend the independent
electron séattering concept to include scatterings that involve ex-
citation due to interactions amongst the bound electrons. Thus ion-
izations with concurrent excitation of other bound electrons can be

considered. Ionization and DI cross sections for specific atoms

and molecules are calculated in the next chapter.

3.1 Scattering from an independent-electron molecule.

a. Description and kinematics.

Before the simple independent-electron (or one-electron) scat-
tering model is described, it is worthwhile to outline briefly the
methods necessary for the theoretically more accurate and elaborate
calculations concerning scattering from many-electron systems.

This will also put our simple model in proper perspective with
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respect to these more elaborate calculations.
The cross section for excitation or ionization of a molecule
by an incident electron [Eqn. (2-25)] involves the evaluation of

the matrix element,

o) i&-gi 0
<¢ (t.R)|Xe 4,(z.R7) >
i

Qo "~~~ - P

in the first Born approximation. Recall that ¢a(£,g?) and

¢o(£,§?) are many-electron (and nuclei) wave functions which have
to be obtained in principle from the solution of the Schrodinger
equation for a many-inter-acting-particle system. Most calcula-.
tions of atomic structure (effective potenfial and wave function)
have included electron-electron correlation only approximately.
Even then accurate éalculated data1 is available only in numerical
form, masking analytical dependences on atomic parameters (such as
Z, orbital quantﬁm numbers, occupancy, etc.). Approximate analyti-
cal atomic wave functions can be obtained from the modern extension
of the quantum defect theory by Seatonz. These involve two addi-
tional parameters: s and ¢ , which are respectivelj the screening
constant [giving an effective charge eZeff = e(Z-s)] and the quan-
tum defect [giving an effective principle quantum number of

n* = (n-0)]. These parameters are obtained empirically3 through
comparisons with experiment. Excited state wave functions are even
more difficult to obtain, while continuum state (ionization) wave
functions involve additional complications of normalization. For
molecular systems, a first approiimation of linear combinations of

atomic orbitals can be used. However, more sophisticated
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calculations4 are necessary for reasonably accurate representation
of the molecular structure. The sensitivity of the matrix element
in Eqn. (1) belbw, or that in the optical limit given by Eqn.
(I1-26), on the choice of the wave function is demonstrated by
calculations of excitations of the helium atom5 and of the pitrogen
molecule.6 However, as will be seen, the experimentally measured
ionization cross section involves integrations over the two dynam-
ical parameters (K and E, to be defined and discussed below) and
consequently the fine details are 'washed out' by the integration
process. It may be then that crude approximations for the matrix
element may be adequate to give quite accurate integrated cross
sections. We will show that this is indeed true.

Since our primary interest here is in an exploratory study
in the trends and dependences of gp on molecular parameters, we
will avoid the more rigorous numerical methods for the simplest
possible analytical scattering model. We assume, for now, a mole-
cule composed of non-interacting electrons. Thus the interaction
between the incident electron and the whole molecule can be modeled
as separate interactions between the incident electrons and indi-
vidual bound electrons. Extension of this idea to interacting-
electron molecular systems is considered in Sec. 3.2 . However
the immediate interest is in the interaction between the incident
electron and one bound electron. The bound electron should, in
principle, be described by its true ground state molecular wave
function. We assume hydrogenic wave functions with an effective

Z as a variable parameter. It will be shown (Sec. 3.2.a.) that
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this parameter, which can be related to the bound electron kinetic
energy, is at least approximately obtainable from the experimen-
tally measured ionization potential for that bound electron. Thus
this approximation may be considered as the simplest form of the
quantum defect theory, i.e., with only one parameter. The evalua-

tion of the one-electron matrix element,
ik.r
<4, @] e f~|¢°(5) > (1

and the subsequent calculation of the cross section is the subject
of the first half of this chapter. We use two diff?rent scatter-
ing approximations: (1) The Binary-Encounter (BE) theory and

(2) the first Born approximation.

The history of the BE approximation goes back to the classi-
cal work of J. J. Thomson who calculated cross sections for ioni-
zation of atoms by incident electrons. His assumption of station-
ary bound electrons gives a very simple expression for the cross
section that however did not agree well with experiment. An im-
provement on this classical approach was made by M. Gryzinski.7
He allowed for motion of the bound electrons and using classical
mechanics was‘able to obtain analytical closed-form expressions
to the ionization and excitation cross sections. Subsequently
the Gryzinski theory was simplified,8 extended9 and shown to have
correspondence to the Born approximation.lo An excellent review
article by Vriensll outlines the modern developments.

In the BE theory an incident electron with momentum k and

kinetic energy T is assumed to interact coulombically with one
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electron of the target (atom or molecule). This bound electron is
assumed to possess momentum‘_l_c'e » kinetic energy € , and to have no
interaction with other electrons or nuclei in the target. The

kinematics of scattering is given by (a) the equation of the con-

servation of momentum, i.e.,

k+k =k +k (2)
~ ~e ~s ~=s

and (b) the equation of the conservation of energy, i.e.,

T+e= Ts + €g . 3)

The quantities on the right hand side of the equality in (2) and

(3) are the 'scattered' counterparts of the ones on the left hand

side of the equality. In general the indistinguishability of the
electrons does not allow such a labeling of these two electrons,
as is implied in Eqns. (2) and (3). When the two electrons have
comparable energies, the effect due to electron indistinguish-
ability is quite important, as will be seen in Sec. 3.l.c. How-
ever, in the case of fast incident electrons T/e >> 1 the assump-
tion 6f two distinguishable electrons is quite valid. The momen-—
tum transfer K and the energy transfer E by an incident electron

to a bound electron are given by,

Kek-k =k -k |, (4)

and

E=T-T=ss—e . ' (5)
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for later use, we note that two convenient expressions, derivable
from Eqn. (4), for the minimum/maximum momentum transfer K

min,max
are given by,

Kmin,max kes e °? (6)

2
(Kao) min,max

[V E+ e F Ve, 12 . (6"

Recall that a, and ER are the bohr radius and the rydberg of energy
respectively.

In the Born approximation, unlike in the BE approximation,
the kinematics of scattering involves the mutual interaction of
the bound electrons with the atomic nuclei. Consider the incident-
electron induced transition from a state, with enmergy (-U), to
a discrete or‘a continuum state, with energy (~U'). Conservation

of energy requires

T+ (-U0) = TS + (<U") + Te + TN s (7

where Te is the kinetic energy of an electron ejected in those
transitions that involve ionizations; TN is the kinetic energy
imparted to the atomic nuclei, which for inelastic collisions is
assumed to be zero. The energy transferred by the incident elec-

tron E is

= -— = - 1 =
E=T TS Te + (U -U'") Te + Et s (8)
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where Et = U - U' is the threshold energy for the transition.

For the transitions to discrete final states, E takes on discrete
values corresponding to the excitation energy for that transition,
while for ionizations, E is a continuous variable with a threshold
energy corresponding to the ionization potential (i.e., E_ = I).

t

The equation for momentum conservation is
= K .
k=k +%+K (9)

In general, k is the momentum transfer to the bound electron, so
that in the case of ionization X 1s approximately the momentum of
the ejected electron. The moﬁentum transfer to the atomic nuclei
EN is assumed to be zero, since TN is set equal to zero. Thus

the momentum transfer K is,

K=k-k zx . (10)

Using Eqns. (8) and (10), one obtains an expression for the magni-~
tude of the momentum transfer K by an incident electron deflected

by an angle 0 ,

(Kao)z = 2(T/Ey) [1 - 1/2 B/T - /1 - E/T cos 6]. (11)

Note that minimum and maximum values of K are obtained for 6 = 0
and 7 , fespectively. For scattering events involving small energy
transfers by relatively high incident energy electrons (i.e., in
the limit E/T << 1), one can obtain the minimum momentum transfer

from an approximation of Eqn. (11), i.e.,
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2
min

loglo[(Kao)

Q.1 0.5 1 5 10 50 100
E/ER '

Fig. 1. .Comparison of the kinematics of the BE (+ae°+) and
the Born ( ) approximations. loglO[(Kao)min] is
plotted versus E/’ER for the two parameters as shown.
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2
(Ka )2

N 1 _E.
o’min ~ 4TER a+ 2 ) (12)

E
ER
The importance of the minimum momentum transfer permitted by
the kinematics Kmin cannot be fully appreciated until the dynamics
of scattering is considered in Sec. 3.1.b. Nevertheless an inspec-
tion of Kmin for the two theories reveals several important dif-
ferences. For the Binary theory, Eqn. (6') shows an explicit de-
pendence of Kmin on the kinetic energy of the bound electrons ¢ ;
while the Born approximation Kmi
energy T. 1In Fig. 1, the expressions for (Kao):lin in the two

n depends on the incident electron

theories are plotted against energy transfer E, with values of

e/ER and T/ER €3 E/ER) as parameters. For low incident electron
2

energies (T/ER ~ 5,10 ) the two expressions for (Kao)min give

comparable answers, especially for values of E ~ T. However for

larger values of T (and especially for T/ER > 100) there is at least

2

an order of magnitude difference between the values of (Kao)min

in the two theories. The difference of course becomes greater with
increasing value of T, since the BE expression for (Kao)iin is
independent of T. Note that even though (Kao)iin in the BE approx-
iﬁation decreases with increasing e:/ER » it has an insignificant
effect in the comparison. Thus it can already be inferred that
since at high incident electron energies, the small momentum trans-
fer events dominate the cross section, the BE approximation results
should be significantly different from the Born approximation re-
sults in that region.

b. Generalized Oscillator Strength.

The concept of the oscillator strength was born in the classi-

cal theories of light scattering from matter. It was thought that
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each of the atomic electrons was forced to oscillate by the ex-
ternal electromagnetic radiation at a frequency close to the elec
trons' characteristic frequency Wy . The total number of charac-
teristic frequencies (2:1) observed experimentally were far greater
than the total number gf electrons (Z) in the atom and thus pro-
vided a conceptual mire to the classical physicists. The quantum
mechanical model of the atom with a statistical distribution of
electron positions allows for far more numerous oscillator fre-
quencies (infinite) than the number of electrons. To each fre-
quency W, 1s associated an effective number of oscillators; these

are also known as (dipole) oscillator strengths12 and defined as:

£ = fﬁ]< IRAL >|2/a2 (13)
o wp M §:~1 ) o °

The oscillator strengths are essentially a measure of the transi-
tion probability, weighted by the characteristic excitation fre-

quency (Note that w_ = ER/h). For transitions to bound states

R
the Wy values are discrete, while for transitions to states in
the continuum, the frequency is a continuous variable. This re-
quires the definition of an oscillator strength density i.e.,

df /dw . The total oscillator strength for all frequencies is

equal to the total number of electrons in the molecule (the sum

rule), i.e.,

) +fif-=z. (14)
o o dw
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In the scattering of electrons from molecules, an extension of
the above concepts leads to the definition of the generalized

oscillator strength density, i.e.,

E /E iK-r,

a R o~ ~
< | 2 e

(Kao)z <4, 1

£ B -z ool2s@-5) . as

The sum (integral) extends over both the discrete and the con-

.tinuum states ¢a of the molecule, so that the effect of §(E - Ea)

is to 'filter' out those states that lie in the energy interval
(E - 8E/2, E + 6E/2), the excitation energy Ea is defined such
that E° = 0 . Notice also that in the limit K +~ 0 , the above
definition reduces to the optical definition of the oscillator
strength in Eqn. (13).

The above definition of the generalized oscillator strength

density ledds to the definition of a new quantity - the double

 differential cross section d( ) for energy transfer dE and

momentum transfer dX, i.e.,

2
81rao 1 af d(Ka )

( D = TT/E, E/E, dE K.E)xa y (Ka) . (16a)

Comparison with doa in Eqn. (2-24) gives the total integrated cross

section for a transition to a particular state o as

i!do f fd( T E . (16b)
o

Here the integration over the momentum transfer K is over the
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interval denoted here by Ka , while that over the energy transfer

E is over the interval denoted here by Ea . The interval Ka is
obtained from the.kinematical relations in Eqns. (6) or (11).
However the energy transfer interval Ea depends on the particular
state o . Details of the integration of d(do/dE) will be the sub-
ject of the next section; here we focus our attention on the evalua-
tion of df/aE.

14 of the exact

The BE expression of df/dE is an approximation
definition in Eqn. (1). The dynémics of scattering is governed by
a type of an impulse approximation. All forces acting on a bound
electron (by other electrons and by the atomic nuclei) are ignored.
This makes the approximation valid only for sufficiently large
values of energy transfer E, so that the scattering can be con-

sidered to be between two essentially free electrons. The expres-

sion for df /dE, in the BE approximation, is

E/E a2 B2k

, < 6,1 8 (B -5y =) | ¢, > - a7

R
(Ka )

df /dE =

This expreséionAis mathematically considerably simpler than the
original expression in Eqn. (15); therein lies its main advantage.
It requires knowledge of only the ground state wave function and
not the final state wave functions. The argument of the delta
function merely imposes energy conservation in the scattering of

two free particles, i.e.,

n%K-k hik + K% 42,2
= -

o @? I
2m 2m

2m (18)
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Here hk is the momentum of the bound electron.

We now evaluate this expression [Eqn. (17)] for two simple
distributions of bound electron momenta. The df/dE is most con-
veniently integrated using momentum-space grouhd state wave func-

tions ¢(k), so that Eqn. (17) is rewritten as

e A 2 2 2
df/dE = fof |¢(k,6,¢)| (S(E/ER - (Kao) - ZI(ka0 cos 6)
(Ka )
%o o~10 (19)

°k2dk d(cos 8) d¢ .

For spherically symmetric ¢(K) the df/dE, after intergration over

¢ and 6 , becomes

27 E/Eg

2 1 2
5 f 40" (——5) Ea . (20)
(RKa )™ g ZKkao )6=60

df/dE =

(o)

b
Here we have used the expression: f S[fE(x)]dx =
a .

b
Jr E:G(x-xn)/lf'(xn)ldx , where x are the roots of f(x) that
n.
a

lie within the interval (a,b). Correspondingly 60 is the root of

the equation

2 2 B
E/ER - (Kao) - 2Kka° cos 90 =0 . (21)

Since cos 60 is bounded by (-1,1), the maximum value of k is

unrestricted; however the minimum value of k is restricted by
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2
K in 5 [E/E, - (Ra )| . (22)
2Ka0

Substituting in (20), the expression for df/dE for a spherically

symmetric ¢(k) becomes

2
T E/E *®
df/dE = l;—i—- f lock) |2 ax . (23)
(Kao) ° ¥
min

We choose two simple spherically symmetric distribution for
¢(k) : (1) Bound electrons with a fixed speed and (2) Bound elec-
trons with a hydrogenic distribution for ¢(k). The first model
describes an s-state hydrogenic system in the old quantum theory

of Bohr. The momentum distribution can be written as

(k- k)
0|2 = ——-< (26)
4uk

where hkE is the 'fixed' momentum of the bound electrons. Substi-

tution into Eqn. (23) and integration gives

1 E/Eé ER < <
df/dE = % 2;2—33 e for (Kao)min" (Kao) N (Kao)max
o ,

0 otherwise
(25)
We have used here the relation e/ER = (keao)2 » where € 1s the
kinetic energy of the bound electron. Next we consider the second

model. Hydrogenic momentum distribution is obtained in a straight-
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is defined through e/ER = Zz. Through the identification of -Z2E

forward manner by taking a fourier transform of the hydrogenic

wave function. i.e.,

1
by (k28,0) = g, () Y, (0,0)

where (26)

gnl(k) =V[%Ti—%J/‘ jz(kr)an(r)rdr .
)

The Yzm(0,¢) and jz(kr) are respectively spherical harmonics and
spherical Bessel functions. The radial part of the solution to
the Schrodinger equation is denoted by ha(r) s which for a hydro-

3/2

genic is state is 2(Z/ao) exp(-Zr/ao). Thus the momentum dis-

tribution for a hydrogenic 1ls state is

5
(z/a)
s |? =2 —5 4 (27)
[(Z/ao) + k 1
Substitution into Eqn. (23) yields,
5/2 2 3
8 (e/E.) E/E, . (Ka)
df/dE = 2= — R R ° . (28)

M laRa)? - e/B + (B1Eg - (Ra)HPP

Here the parameter Z has been replaced by the parameter e , which
R
as the energy of the one-electron system (excluding a constant
energy of the 'core' electrons) and the use of the virial theorem,
Z can be considered as the kinetic energy of the bound electrons

in the one-electron approximation.
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Next we obtain the oscillator strength density in the first
Born approximation. This involves a straightforward determination
of the matrix-element in Eqn. (15). For a hydrogenic system, ana-
lytical expressions are available for all excited state and contin-
uum state wave functions. Fano and Cooper12 have shown how the
integrated df/dE for the discrete states can be regarded as merely
an extension of the same for the continuum states. We first focus
our attention on the calculation of df/dE for the continuum states.
A method for obtaining the integrated cross sections do/dE for the
discrete states will be discussed in the next section. The con-
tinuum state wave functions |E Q> are specified by E and a set of
all other quantum numbers Q (ejected electron direction, etec.), so

that the normalization becomes

<E' Q'| EQ> = §(E-E") - 8(2 - Q") . (29)

Then the one-electron matrix element in the case of electron ejec-

tion in all directions is written as

nim e

.[;E | JIBEly  >da . (30)

For the hydrogenic ls state ¢100 this has been evaluated by Bethels.

This expression depends explicitly on the magnitude of the momentum
of the ejected electron hk . As such the df/dE derivable from (30)
depends on both E and k . Rewriting the energy conservation ex-

pression in Eqn. (8), as,
: 2

. © o= = — 1

'I'e/ER (aoK) (E Et)/ER (31)
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and, as in (28), substituting ¢ = Z2ER we obtain &f/dE in terms of
the kinetic energy of the bound electron € and the threshold energy

for the ionization process Et . The expression for df/dE becomes

2'[(ka)? + 1/3 (2 + ¢ - E/E,] (e/E)’ E/E2 . A

[((Kao)z - E/ER)2 + Z(Kao)z(e +E)/B + (e - E) (e - E, + 2E)/};§]

where (32)

. -1 2 /e(E-E,)/E
A= Il - exp(-Zﬂ\/EiE )] . exp I-Z& tan—]‘( £ R )
t t
R

(Ra,) - (B-E,-¢) f&

In (32) the derivation requires that the arctangent lies in the
interval [o;ﬂ).

Next we compare the behavior of the three oscillator strength
densities in Eqns. (25), (28) and (32) as a function of momentum
transfer K. In order to remove the explicit dependence on Et in
(32), .the variables are normalized as followsz y2 = ER/Et(Kao)z ’

E' = ER/Et’ e' = e/Et . The expressions for the normalized oscilla-
tor strength densities df/dE' in the BE approximation (for two dis-
tributions) and in the Born approximation (for the hydrogenic 1ls
distribution) are given in Table 1. For the case of the Hydrégeh
atom (where Et =g = ER) the expressions in Table 1 reduce to

those of Vriens and Bonson.10 In Figures 2, 3 and 5, df/dE' is
plotted against n y2 . It will be seen (mext section) that the
areas under these df/dE' curves are proportional to the energy trans-

fer cross section do/dE. We now examine the behavior of the df/dE'

3.17
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Table 1: Normalized generalized oscillator strength densities

df/dE'.

Binary Enéounter approximation

(1) Constant speed distribution

df/dE' = E'/4/e" 1/y°

(ii) Hydrogenic 1ls distribution

8 3

2" (6')5/2 E'y
3w [(yZ-E')z + 4e'y2]3

df/dE' =

First Born approximation

Hydrogenic 1ls distribution

27 (93 E' [y2 + L/3EHe'-1)] - A

df/dE' =
[y2-E)2 + 2y2(e™+1) + (e'-1)(e'-142ED)]°

where

yZ-E'+e'+l

{1 - exp (-Zn\/;—.——f—: )

exi){- 2V Et':ll tan~t <@)}
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curves for small and large values of yz. Since events occurring
with small values of yz are those that involve small momentum trans-
fer, they are related to optical absorption transitions (which oc-
cur at K = 0). Large momentum transfer events (large yz) are
essentially the small impact parameter ('hard') collisions between
the incident and the bound electrons.

The two df/dE' obtained in the BE approximation for the two
different moﬁentum distributions are shown in Fig. 2, for the case
of E' =5 and €' = 1 and 3. The shapes of the curves for df/dE'

vs. &n y2

, as expected, are quite different; the df/dE' in the case
of the hydrogenic distribution decreases for values of (Kao)2
smaller than (Kap)2 —~ the value at which df/dE' has its maximum.

The (Kao)i is given by

v _ ' ' '
(Kao)s =']'3——2‘€‘ +“2‘\/E 2+ € 2 -¢' E' . (33)

3 3

While in the case of the fixed speed distribution the rise in
df/dE' is monotonic for decreasing (Kao)2 , until (Kao)iin defined
in Eqn. (6'). 1In both cases we see the 'spreading' of df/dE' with
incregéing €' ; in the case of the fixed speed distribution, this
'spreading' can be attributed directly to the increase in the in-
terval [(Kao)]iin , (Kao)iax] . The implications of this behavior

will become clear in the calculation of do/dE in the next section.

It is more interesting to compare the df/dE' for the hydro-

‘genic 1s momentum distribution in the BE and the Born approxima-

tions. For large values of E' (Fig. 3a; E' = 20) the df/dE' have
similar shapes in both approximations. However for e' = 0.5, the

magnitude of the maximum of the Born df/dE' is greater than that
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of the BE df/dE'; for e' = 2, the reverse is true. This behavior
is clearly seen in the case of E' = 5. Also the positions of the
maxima of the BE approximation df/dE' shift to smaller values of
(Kao)2 with increasing e¢' in accordance with Eqn. (33). For

E' = 2 (Fig. 3b) all of the above-mentioned trehds are more pro-
nounced. In addition, the low yz behavior is now apparent. The
BE approximation df/dE' falls to zero considerably faster than
the Born approximation df/dE'. This is especially significant
since in the Born approximation, the kinematical relation in Eqn.

(11) gives for (znjyz) the following values:

3

For E' 10

5, (4n yz)min = ~5.09 at T'

103 .

and for E'

2, (4n yz)min = -6.91 at T'

Note that T' = 103 corresponds to an incident electron energy of
13.6 KeV in the case of an ionization of a hydrogen atom. Thus

at the incident electron energies in an EM, small momentum transfer
events (K -+ 0 and %n y2 + large negative number) will give a signi-
ficant contribution to the integrated cross sections in the Born
approximation. In the BE approximation, the kinematics (as seen
through Eqn. (6) and Fig. 1) as well as the dynamics inhibit small
momentum transfer events, thereby giving an incorrect value of the
integrated cross section at high incident electron energies. Next
the behavior of the Born approximation df/dE' at yiin as a function
of ¢' is investigated. Figure 4 shows the calculated value of
df/dE' (yiin’ €') as function of E' for three values of ¢' (0.5,

1.0 and 1.5). For small E' (S 1.5), the df/dE' decreases with
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Fig. 4. The generalized oscillator strength density at y2 n plotted
vs. E', for the hydrogenic 1s momentum distribution in the™ Born
approximation and for ¢' = 0.5, 1.0 and 1.5.
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increasing €' while for larger values of E' , this trend is re-
versed. This shows that even at large values of E', there could
be discrepancies in the dependences of the integrated cross sec-
tions do/dE' on €' in the two approximations. Finally Figs. 5a
and 5b illustrate the differences at small energy transfers be-
tween the df/dE' in the two approximations. For €' = 0.75 (Fig.
5a), the Born df/dE' is substantially greater for (Kao) 4 (Kao)p
than the corresponding df/dE' in the BE approximation. For e' = 2
(Fig. 5b), just the opposite behavior is seen; here the Born df/dE'
have essentially no 'humps' that are characteristic of the BE type
of 'hard' electron-electron collisions. 1In conclusion, one al-
ready expects that for small energy transfer events (E' S 2 ), the
integrated cross sections will have opposite dependences on €'

and have substantial differences in magnitude in the two approxima-
tions. This trend will be seen explicitly by integrations of
df/dE' in the following section.

c. Ejected electron and ionization cross section.

In this section the cross section that describes the ejected
electron distribution and the total integrated cross section are
obtained. The expressions for the df/dE' in the BE and the Borm
approximation developed in the previous section are used.

The double differential cross section for energy transfer dE
and momentum transfer dK, defined in Eqn. (16a), can now be re-

written as,

gra. (g'y?
d(d") oo R g

d
&) " e & O S (33)
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The energy transfer cross section do/dE is obtained by an intégra—
tion over the momentum transfer K. The interval is defined by
K.lnax and Kmin (and thence Ymax and ymin) from Eqns. (6) or (11).
Thus,

do max do
& -f d(ﬁ,) . (34)
Ymin

The total cross section for a transition to a state o is obtained
by an integration over the variable E'. The limits of integration
depend on the type of scattering process involved in the transition.
In the case of ionization, the minimum energy transfer Emin is
equal to the ionization potential while the maximum energy trans-
ferred Emax by the incident electron is its kinetic energy-T.
(Inclusion of exchange and symmetrization will modify Emax , as
will be seen later). In the case of excitation, the choice of

Emin and Emax is not as unambiguous. The quantum defect theory16
provides an algorithm for the calculation of exqitation cross sec-

tions of atoms that have a Rydberg series of bound states. The

interval [E , , E ] is defined as [E - AE , E + AE ], where
min max o o o o

AE = 1/2(dE_/dn) . Here E_ is the energy of the bound state
o n n=a o ; '

belonging to a Rydberg series with the principal quantum number

n=a . In the computation of the derivative dEn/dn, one has to

pretend that n is a continuous variable. Thus the interval

(E

min® Emax] = ZAEa is (2/a)-Eu for a Rydberg series of bound states

R

2
with E = 2 /a5, . A different approach was taken by Gryzinski
in his work on classical scatteringl7. He assumed that Emin was
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equal to Ea the energy of the bound state, while Emax was the
energy of the next higher state. In the case of bound states
belonging to a Rydberg series the interval is then equal to (2a+l)/
(a+1)2'Ea ; this interval is smaller than the one obtained by

the quantum defect theory. The quantum defect expression for'

"E

s E gives correct values for excitation cross sections for
max’ min

atomic hydrogen, while the Gryzinski approximation does not. The
main advantage of the Gryzinski approximation is that it is not
limited to dnly those bound states that belong to a Rydberg series;
however knowledge of the 'next higher' emergy level is required.

Thus an excitation cross section (to state a) is written as

Emax
o, =f (do/dE)AE , (35a)

Emin

where the limits are to be chosen according to the algorithm of
the quantum defect theory or that of the Gryzinski approximation.

Ionization cross section GI is quite unambiguously given as

T
o = f (do /dE) dE (35b)
I

Using the relation E = T, + 1, the ejected electron kinetic energy
distribution da/dTe can be obtained from the energy transfer cross
section do/dE by a simple change in variable. The distribution of
velocities (or speeds) do/dve may be physically and intuitively
more satisfying than a distribution in kinetic energies. The

dc/dve is obtained by another straightforward change of variables.
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The ejected electron kinetic energy Te is %-mve2 and introducing
as before the normalization with respect to the threshold energy

! ' 2 _
Et = I , we have Te = 'I;E/Et and v, = ve/vt where v, = 2I/m .

t
Thus a convenient expression for the velocity distribution in

terms of do/dT; is

] 1] ]
do/dv'e = 2\ /'re . dc/d’l‘e . (36)

Next expressions for do/dE' (or equivalently do/dT;) are ob-
tained using the expressions for df/dE' in the Born and BE approx-
imations. First we consider the BE theory. The normalized df/dE'
for the case of constant speed distribution in the BE approximation

[Table 1, Eqn. (a)] after substitution in (33) ahd (34) leads to,

: 2 '2 Ymax
g _ 88, Eg E' 1 4y
y

ot T . T *
dE T E 4 VGF_ y3
ymin

. (37

_Where Yain and Ymax 2F€ obtained from Eqns. (6). After integration

and some algebraic rearrangement one obtains

2 _'2
4ﬂao ER

do/dE' = -
T"E 2

- @+ 4/3-%) ' (38)
E

The hydrogenic ls distribution of bound electron velocities has a

more.coﬁplicated expression for df/dE' [Table 1, Eqn. (b)] than the

one used in (37). The absence 6f an upper bound on the € in the

hydrogenic velocity distribution makes the upper and lower limits

of integration in (37) go to infinity and zero respectively.

3.29



Attempts to obtain an analytical expression for do/dE' using this
df/dE' have yielded a morass of algebraic expressions. However
numerical integration on a desk calculator quickly gives a value
for do/dE' (for the hydrogenic ls distribution) equal, within nu-
merical accuracy - 5 significant figures - to that given by (38).
Thus at least for values of €' between 0.5 and 2.0 and of E' be-
tween 1.0 and 5.0 we can assume that (38) provides an accurate ex-
pression for do/dE' in the BE approximation for both the distribu-
tions of bound electron energies. In hindsight this might indeed
be expected since the BE approximation considers only the 'hard'
electron-electron collisions and thereby is quite insénsitive to
bound electron velocity distributions.

The modeling of the electron-molecule collision as a pure two
electron interaction in the BE theory makes it necessary to explic-
itly include the indistinguishability of the two electrons in the
scattering dynamics. This is quite easy to do as has been shown
by Vriensg. The BE theory expression can be better understood by
first recalling that in the case of elastic scattering of two (in-
distinguishable) electrons, the cross section18 for scattering an

electron into a solid angle dQ(6) is

(o) = |£¢8) |2 + |£Co-m)|? - Re[£7(O)ECO-T)] . (39)
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Here £(0) is the scattering amplitude for scattering an electron
into a solid angle d2(8). The first term on the right side of (39)
is clearly the contribution to the cross section that would occur
even if the particles were distinguishable. The other two terms
due to particle iﬁdistinguishability and are respectively the ex-
change and the interference terms. The BE theory expression for

do/dE derived by Vriens, is

‘ 4Ta E2
do _ o R 1 4 € 1 . 4 e\_/_8
a&E - T [( 2t 3 E3)"’(D2+ 3 3) (E-D)] - (40)

As in (39), here too the second and third terms [parenthetically
enclosed] are the exchange and interference terms respectively.
Thus the D = T—es can be considered to be the 'exchange energy
transfer', in analogy with E = T-¢ 'the direct energy transfer'.
Using Eqn. (5), one obtains D = T-E-e, The ¢ in the interference

term is approximated as
1 E
o ~ = . 2
cos , T Zn(D )I . (41)

Note that the expression for do/dE in (40) has been derived for
the case of a fixed speed distribution for bound electrons, i.e.,
that given in (24). For the case of a hydrogenic distribution, we
assume that the expression for do/dE should not be different from
(40). This 1is expected since in the case where electron distin-
guishability is assumed, the same expression for do/dE [Eqn. (38)]
was obtained for both the fixed speed and the hydrogenic momentum

distributions.

3.31



In spite of the indistinguishability of electrons it is con-
venient to label the electrons that appear after the collision.
The slower electron is labelled the ejected electron, while the
faster is the scattered incident electron. Clearly at high inci-
dent electron energies, this labelling is quite accurate as the
probability of ejecting a high velocity electron is very small.
However at low incident electron energies, the two electrons appear
with comparable velocities and the labelling is reduced to merely
a convenience. Thus the labelling requires thatvthe maximum kine-
tic energy of the ejected electron be equal to the minimum kinetic
energy of the incident scattered electron. Thus Te(max) = Ts(min),
and since Te + TS = T - I one gets Te(max)= (T-I)/2 or

E = (T + I)/2 (42)

max

Note that in the case of 'distinguishable' electrons, we have

E =T .
max

Burgesslgnoticed that the two electrons in the BE theory were
not treated quite symmetrically. When both the incident and the
atomic electrons are at equal distance from the atomic nucleus, the
atomic electron has a potential energy —Ze2/r, while the incident
electron is assumed to have zero potential energy. In order to
'symmetrize' the two electrons, the incident electron is assumed to
gain a certain amount of kinetic energy and lose the same amount of
potential energy. This amount of energy is equal in magnitude to
the potential energy of the bound electron, which, assuming a one-

electron atomic model and using the virial theorem, is equal to
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—Et - € . Thus the incident electron is assumed to have a new
kinetic energy of T + ¢ + Et » while its total energy remains equal
to T. < Thus in this symmetrical BE model do/dE' can be written in

the normalized form.

wna? £
& - (T':e'-lzl) ('Lz * 4/33€ )" (’l_z * 4/338 ) (43)
g2 g p'?  p!

- Q;/E'vD;] .

Here'D; is the normalized, symmetrized exchange energy transfer and

is equal to (T'+1-E'), while @; s obtained from (41), is

. L
@; % cos l\/—ﬁ,— « fn (%—r) ’ . (44)
s s

Next, the Born approximation do/dE' is obtained by substitu-
tion of df/dE' in (33) and (34). As was originally pointed out by

Miller and Platzmanzo, the d(do/dE) in (38) can be rewritten as

2 2
4“80 ER df

d(do/dB) = —=r2- S (5,E") dlin y7] (45)

This shows that do/dE' is proportional to the area under the curves
of df/dE' plotted in Figs. (2), (3), and (5). Using the df/dE'

for the hydrogenic ls momentum distribution [Table 1, Eqn. (¢)]

and the expressions for the maximum and minimum (Kao)2 [Eqns. (11)

and (12)], do/dE' can be obtained by numerical integration. It
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Fig. 6. Y = T'/(ﬂagEé2)°dO/dE' plotted vs. E', for the two
versions of the BE theory and for the Born theory, all for
e' = 1.
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is estimated that our results for do/dE' are accurate to within
0.017%.

Comparison of the expressions for do/dE' in the two versions
of the BE theory [the asymmetrical version given by (38) and the
symmetrical version given by (43)] and the Born theory will now be
presented. We will plot (in Figs. 6-9) the dimensionless quantity
Y = (T'/ﬂag Eﬁz)-dc/dE' versus E'. Thus Y will depend only on T'
and €' as parameters, but will be independent of Eé . In Fig. 6,
the dependence of Y on T' is examined. The magnitude of Y in the
symmetrical BE theory depends on T', while that in the asymmetrical
BE théory does not. Note also that for all values of E', the Y
in the symmetrical BE theory is smaller than that in the asymmetri-
cal BE théory. Both theories exhibit sharp cut-offs in Y at
E = Emax where Emax is given differently in the two theories. It
is thus clear that the integrated cross section will be smaller in
the symmetrical version than in the asymmetrical version of the BE
theory for equal values of €' and T'. For the sake of comparison
the Y in the Born approximation is also plotted in Fig. 6. Its'
magnitude also depends on T'; unlike the Y in the two BE approxi-

mations, the Y in the Born approximations goes monotonically and

smoothly to zero as E' - E' = T',
max

In Fig. 7 and 8 we will examine the depen&ence of Yone',
In Fig. 7a we see that the two versions of the BE theory have approx-.

imately similar dependence on.e'; both increase with increasing e'. '

-Note also that with increasing T', the difference between the two

versions of the BE approximation becomes smaller, as expected from

a comparison of (38) and (42). In Fig. 7b we compare the dependence
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theory (solid line) and the BE theory (dashed line) for T' =
100 and €' as shown.
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of the Y in the Born approximation and the BE theory (asymmetrical
version) on €'. Here (at T' = 100) the symmetrical version is
imperceptibly below the asymmetrical version. The Born and the BE
theories have clearly opposite dependences on €'. The Born theory
do/dE (and thus the integrated o) depends inversely on e'; this
agrees with one's intuition in that the probability for inelastic
scattering should decrease with increasing binding of the atomic
electron. The differences at E' ~ 1 between the two theories is
at least a factor of two at T' = 100.

It is worth noting that Y (or equivalently do/dE') is related
to the distribution of ejected electron kinetic energies in the case
of transitions involving ionization. Since E' = Té + 1, the
abscissae in Figs. 6 and 7 can be equivalently labeled by Té . In
Fig. 8, the velocity distribution of ejected electrons, in the
normalized form T'/(ﬂai Ei?)-do/dvé » 1s plotted versus vé = Té.
[See Eqn. (36)] This distribution, which shows that the proba-
bility for ejecfing an electron with zero velocity is equal to
zero, may be intuitively more satisfying than the distributions
(obtainable from Figs. 6 and 7) that show a finite cross section
for production of zero kinetic energy ejected electroms.

Finally in Figs. 9, the behavior of the Y in the Born theory
is examined. The behavior of Y at large E; can be approximéted
quite accurately by 1/E'2; however Y decreases, only slightly,
with increasing €' - even at the highest possible E'. This is in
direct contradiction with the behavior of Y given by the BE theory;

at this time we can offer no explanation for this difference.
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Fig. 9a. Y = T'/(wagE’ﬁ)’do/dE' plotted vs. E' in the Born
theory for T' = 1000 and different values of ¢'.
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Figure 9a displays the sensitivity of Y on ¢' in the Born approx-—
imation. Not only does the magnitude of Y at E' -~ 1 decrease by

an order of magnitude for a factor of three change in €', but also
the curvature .of the curves change in the interval 1 € E' £ 3. The
dependence of Y on T' is illustrated in Fig. 9b. 1Increasing T', in-
creases do/dE' (and thus Y'). This is understood entirely by re-

calling that with increasing T', the minimum momentum transfer Kmin

(and thus yiin) decreases as given by (11) or (12)., Thus the area
under the curve of df/dE' versus &n y2 increases [Eqn. (45) and
Figs. 3 and 5]; consequently do/dE' increases. In other words, at
high T' small momentum transfer (large impact parameter) events pro-
vide a substantial contribution to do/dE' in the low E' region.

Next we consider the integrated ionization cross séction o1
The symmetrized BE theory o1 is obtained by a straightforward inte-
gration of do/dE' [Eqn. (43)] between the limits [1, E;a =

X

(T'+1)/2]. The result

41ra2 E'2
o R 1 2
o1 T @) [(1‘?) v23 et -y “e

"

¢ nT'

-2
(T'+1)

Where @: in the interference term has been approximated by Vriens9

as,

. 47

¢" ~ &n T
s ~ SO Ty

The simplicity and the convenience of this expression gets further
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magnified when one considers obtaining the integrated ionization
cross section in the Born approximation. Tﬁe do/dE', obtained via
numerical integration, have to be integrated numerically over the
interval [1 , T']. We do this on a digital computer in the fol-
lowing way: The integration is performed over the variable Te
rather than E' and the interval of 0 - 200 eV is selected arbitrar-
ily. This interval is divided into a mesh containing 40 unequal in-
tervals. The interval O - 20 eV and 20 - 100 eV each have 16 equal
intervals, while 100 - 200 eV has 8 equal intervals. The contribu-
tion to o1 from the region beyond 200 eV is obtained in an analyti-
cal form by assuming that beyond T, = 200 eV, do/dE' has a l/E'2
behavior. The accuracy of the integrated ionization cross section
obtained using this method is estimated to be within 0.5%. Even
with this modest requirement for accuracy, the double numerical in-

tegration required to obtain the Born theory 0. costs approximately

I
400 times as much computer time (and money!) as the corresponding
BE theory or

In Figs. 10a and 10b, the integrated ioni?ation cross sections
are plotted with €' as a parameter. The symmetrical BE theory Or
are compared at low T' (1-50) with the Born theory o in Fig. 10a.

The Born theory o_ are calculated for only a few values of T' and

I
is thus labelled by symbols. From now on, unless otherwise stated,
the term BE theory will imply the symmetrical BE theory. We do

not consider the asymmetrical theory because it is conceptually in-

correct within the BE approximation and it gives quite incorrect

(too large) values for o5 for small T'. At large values of T' the
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two versions of the BE theory have very little difference. As
expected the BE theory o, are less sensitive to €' than the Born
theory 91 and for €' ¥ 1 are always smaller than the correspond-
ing oy in the Born theory. The high T' behavior is plotted in
Fig. 10b.in a manner suggested by Fan021 (the Fano plot):
°I'T'/"a§ is plotted versus fog,, T, a straight line with a non-
zero slope shows that O depends logarithmically on T'. This is

clearly seen to be the case for the Born theory o However the

I.
BE theory o1 have essentially no logarithmic dependence and for
€' ¥ 1 at T' = 5000 are considerably smaller than the corresponding

OI in the Born approximation. Increasing €' increases the BE

theory 0. so thét for ¢' = 1.5, the 01 in the two approximations be-

I

come somewhat comparable.
The Bethe approximation is an approximation of the Born theory
for high incident electron energies. The behavior of o1 displayed

in Fig. 10b can be described by an equation:

4ﬂaz E'
~ o

o ————— 2 '
Op = Ml fnocy T (48)

where M% 18 recognized to be the square of the dipole moment matrix
element [Eqn. (2-26)]. Using standard methods for linear and non-

linear regression, we fit M2

I and cy to simple expressions that de-

2

' and £'. A compact expression for MI s accurate

R
only to * 3% for 0.5 S ¢' £ 1.5, is

pend only on E

M = E} [1.011 - 1.11-¢' + 0.380-¢'?] , (49)
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and for c, » accurate to + 1.5%, the expression is,

2

¢y = [14.79 + 90.87-c - 27.48:¢'7] . (50)

Use of (49) and (50) in (48) should yield o accurate to within 3%
of the ones obtained via the double numerical integration described
above. It must be emphasized that (48) is a large T' approximation
and is not expected to be accurate for T' < 50.

A summary of the differential and integrated cross sections
will now be offered. For small T', the (symmetrical) BE approxima-
tion gives more accurate (compared to experiment, as will be seen)
Or than the Born approximation. However at large T', the situation
is reversed. The ejected electron distribution in the case of ion-
izing collisions is probably given more accurately by the Born ap-
proximation do/dTe » at least for large T'. The inverse dependence
of the cross sections in the two theories on e' provides a concep-
tual enigma; especially at large values of E', where the BE and the
Born theory do/dE' have essentially the same dependence on E', but
still have opposite dependence on €'. Fortunately for computational
purposes, the BE theory oy and do/dE' are less sensitive to €' than
the corresponding Born theory cross sections. Thus at low T', ad-
ditional errors due to an incorrect dependence on e' are reduced
when the BE theory is used.

Finally, some comments on extensions of the theory and methods
presented in this section. As stated earlier, the main purpose of
this chapter was to obtain ionization cross sections in terms of a
few parameters. It has tacitly been assumed that the kinetic energy

of the bound electron is one such (and the most important?)
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parameter. The hydrogenic ls wave function provided the simplest
means of testing our ideas and applying them to complex systems
(next section and Chapter 4). However, it is suggested that other
hydrogenic (and non-hydrogenic?) wave functions can be used to ob-
tain the parametric dependence of the effective kinetic energy of
the bound electrons in do/dE' and o If these cross sections
dependence on €' are essentially unchanged for different wave func-
tions (or equivalently momentum distributions), then our assumptions
and the results that follow are well justified. Of course the dif-
ferential cross sections d(do/dE) or do/dK are expected to‘be quite
gensitive to the bound electron momentum distribution, but on in-
tegration over K, this sensitivity is expected to be 'washed out'
and the dependence on €' is expected to remain. These assertions
can only be justified by following a program of calculations simi-

lar to the one suggested above.
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3.2 Extension to many-electron molecular systems.

In the previous section, the interaction of an incident electron
and one bound electron was formulated in the BE and the Born approxi-
mations. In this section we extend those one-electron concepts to

many-electron molecular systems.

a. Description and bound electron kinetic ehergy.

One description of the bound state wavefunction can be obtained
through the Born-Oppenheimer approximationzz. Here the many particle
(electron and nuclei) wavefunction is written asﬁ ¥ = ¢a(;,g)xa8(g),
where the notation is described in Sec. 2.2.c. At fixed positions
of the nuclei {R}, the electronic wave functions can be written in

terms of n one-electron wavefunctions ¢i(£i), in a determinantal

form:
o (ToR) = [0,(5))8,(x,) «+v ¢ (x)|g (51)

The kinetic energy of a bound electron occupying an orbital described
by a one-electron wavefunction ¢q(£) and quantum numbers q, can be

written as

e =¢( )|t r) ) 52

q = Coq@lele @ | (52)
) _+?v2

where t = p“/2m = >m is the kinetic energy operator. Since the

bound electron kinetic energy eq, which appears as an important
parameter in the BE and the Born scattering approximations, is
defined differently by several authors, we will attempt a critical
study of the definition and approximation of eq. We begin with a

brief review of the virial theorem.
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Classically, the virial theorem states that for a system of
particles that interact via forces which are derivable from homo-
geneous potentials of @egree p, the time average of kinetic energies
of the particles in the system is equal ﬁo p/2 times the time
average of the potential. Quantum mechanically an analogous result
is obtained; the classical time average being replaced by quantum
meghanical expectation values over the stationary states. Thus the
theorem for a molecular system which interacts only via coulombic

forces, can be written as

Tt Tn =-1/2 (Iee + Aen + Vnn) (53)
Here T

ezand Tn are the total kinetic energies of all the electrons
and all the nuclei in the molecule respectively, while Iee’ Aen and
Vnn are respectively the expectation values of the operators repre-
senting inter-electronic repulsion, electron-nuclei attraction and
nuclei-nuclei rei)ulsion. Thus for the system as a whole, the aver-
age contribution to the total potential energy is twice that of the
total kinetic energy and opposite in sign. Since the total energy

t (- i
he sygtem (-0) is Te + Tn + Iee + Aen + Vnn’ (53) can be rewritten

2

Tep +T_=U (54)

Note that U is a positive number. This shows that the total kinetic
energy of the entire system (of electrons and nuclei) is related to
the total energy of the system.

In the Born-Oppenheimer approximation, one assumes that the
nuclei are held fixed (so that Tn = 0) by some @xternal force. This

requires modificationszS‘in the virial theorem i.e.,
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Ty= = U201, + A, +V - RV (R)], (54)

Where -Uf(g) is the total energy of the system for the nuclei fixed

at {R}. Thus an alternative expression for the virial theorem is
Teg™ Ug®R) + R-VU_(R). (55)

This result is exact in the case where the nuclei are assumed to
be fixed. L6wdin24 has shown that, even in this case of fixed
nuclei, a necessary criterion for the existence of a stationary
state of the Schrddinger equation is the fulfillment of the virial
theorem as given in (55). At the equilibrium position of the
nucleli the VUf(g) is, by definition, equal to zero. Thus for mo-
lecular systems in equilibrium, the total kinetic energy of the
bound electrons is exactly equal to the magnitude of the total
energ& of the molecule.

The one-electron kinetic energy eq can now be related approxi-
mately to the ionization potential. If after the removal of an
electron from an orbital, labelled by quantum numbers q, the result-
ing molecular ion does not dissociate, then one can write U+ = IZ#(q)
exactly. Here -d+ is the total energy of the ion, formed after the
remo?al of an electron from the orbital q and 2;§q) is the total
electronic kinetic energ} of the ion. Similarly, the neutral mo-

0 0

lecule has exactly, U = Tez Thus

w0 - gt=q0. 'Ié;(q) . (56)

Since the left side of this equation is exactly equal to the experi-

mentally measureable ionization potential I+(q), we can write (56) as
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f@=1%- W (57)

This expression is exact. It shows that the difference between the
total electronic kinetic energies of a molecule and its ion is
exactly equal to the lonization potential for the formation of that

ion. Now we make the first approximation: Uél-T;Jq)] is equal to

13

eq, as defined in Eqn. (52). This approximation is certainly justi-
fied in the one-electron model. In general however, it is an approxi- ~
mation whose validity is difficult tb assess. Thus one can approxi-

mate,

4
€q ~ 1 (q) (58)

As mentioned earlier, two different definitions of eq exist in
literature. Robinson25 inexplicably associates eq with Tg, the
latter being obtained by Slater's rules, and concludes that eq should

26,27

be much greater than the ionization potential. Others have

obtained an average eq for n, electrons occupying an orbital by the

0

following prescription:

o
e=2, T, (59)
n=1

Where I+n is the nth ionization potential (I+l is abbreviated as I+).
This definition is stated (Ref. 26,27) to be obtained from the
virial theorem. Also the nth ionization potential I+n is defined, .

in this context, to be the energy necessary for removal of an elec-

+(n-
tron from an ion of charge +(n-1). Thus we write I+n =T (n-1)
- U+n = T+(n-1) - T+n exactly. Now an approximation has to be made

el el
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to relate I+n to the one-electron kinetic energy eq of a bound

electron the neutral molecule. In Ref. 26, 27; Eqn. (59) is used to

approximate I+n = T+(n-1) - T+n = eq; we believe that fhis is

incorrect. The I+n is a measure of the binding of an electron in

:én-l) - T+n . e+(n--l) is
q

the field of an ion and as such I+n = el

the one-electron kinetic energy of an electron in an ion, not in
a neutral molecule. Physically e:(n-l) is expected to be greater
than eq since an ionic electron, compared to an electron in a
neutral molecule, suffers stronger binding to the atomic nuclei

and weaker electron-electron correlation. Thus we believe Eqn.
9 -
. e+(n

q
n=1
relation to the average one-electron kinetic energy in a neutral

(59) becomes E = l)/no; a quantity that has no direct
molecule. It is interesting to note that both the Robinson hy-
pothesis of eq = ngas well as ¢ defined in Eqn. (59) give an
average bound electron kinetic energy that is significantly
greater than I+ for n, > 2. This behavior is especially signifi-

cant and fortuitously helpful, when used with the BE theory where

an increasing eq 'improves' the high incident electron energy

behavior of the ionization cross section [Fig. 10b and Ch. 4].

For our purposes we will use only the one-electron approxi-
mation in Eqn. (58), i.e., eq % I+(q). It should be noted however
that an'additional approximation regarding the definition.of I+(q)
has to be made. The ionization potential depends not only on the
properties of the initial (bound) state, but also on the properties
of the final (ionized) state. An ion with a par?ially filled

shell can be created in one of several possible states. These are
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separated energetically by the effects of inter-electronic repulsion
and spin-orbit coupling and conséquently are energetically separated
by a few electron volts. Thus we relabel the first ionization po-~-
tential as I(s,q), where s labels the quantum numbers of the final
ionized séate. It is now possible to define an average kinetic
enefgy of the electrons in an orbital as g(q) = Zs Iﬁixﬂl, where sy
is the total number of final ionized states formed frog a given
electronic configuration of the ion. Since I(s,q) are generally
separated by a few electron volts or less, one expects €(q) ~ eq.
For the rest of this study, the kinetic energy of a bound electron

in an orbital q is assumed to be exactly equal to the ionization

potential I(s,q) for the removal of an electron from that orbital.

b. A model for direct ionization and rearrangement ioniza-

tion transitionms.

The ionized state of an atom or molecule falls into one of two
general classes: 1) States that involve the ionizations of one of
the bound electrons with no rearrangement in the electronic con-
figuration of the remaining electrons (Henceforth called "direct
ionization" statés.).And 2) gtates that involve a rearrangement in

the electronic configuration of the un-ionized electrons during an

\)

ionization event. (Henceforth called '"rearrangement ionization"
states). Using Moore's t:ables28 of spectroscopic data, we illus-
trate such states in Fig. 11 for the case of ionizations of a neon
atom. Consider first states involving direct ionization only.
Removal of one of the six 2p electrons can leave the ion in one of

two possible states, ng/z or 2Pi/2' These states are labeled
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according to standard spectroscopic notationzg; they are identical
except for the magnitude of the total angular momentum quantum

number J(= lg + §|). In our notation of the previous section, the

o
3/2°

I(ZPE/Z, 2p) respectively. The splitting is due to weak spin-orbit

two lonization potentials could be labelled I(ZP 2p) and
interaction and is only 0.097 eV. Removal of a 2s electron allows
only one possible state (231/2) with an ionization potential
(48.5 eV), which can be labelled 1(281/2, 2s). Removal of two
electrons from the 2p orbital can give a doubly ionized Ne atom
(Ne++) with an ionization potential of 63.6 eV. Next we consider
two of the many rearrangement ionization states tabulated by Moore.
Figure 11 shows a term (4P; multiplet structure < 0.1 eV is not
visible on this scale) obtained by an excitation of a 2p electron
into the 3s orbital and another term (4P°) obtained by an excitation
of a 2p electron into the 3p orbital. An inspection of the tables
by Moore shows that there are in all 35 identified terms (each with
a fine multiplet structure) that involve rearrangement ionizations,
lying between 49.7 eV and 63.6 eV. All of these are obtained by
excitation of one of the 2p electrons into an unfilled orbitalf

Next we propose models for the estimation of direct and re-
arrangement ionization cross sections in a many-electron system.
Recall that the one-electron scattering model considers only a two
body interaction Between the incident and the bound electrons; the
two parameters that characterize an ionization cross section are
I(s,q) and eq. The orbital or total angular momentum of the initial
state (or the bound electrons) and the final state (or the remaining

electrons) is completely ignored. Thus transitions to direct states,
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i.e., those with different quantum numbers but belonging to the
same electronic configuration, cannot be estimated in this model
per se. We propose an empirical method for Ehe estimation of two
such states.

We model the cross section for transition to state
s by an ionization of an electron from an orbital with quantum

numbers q is given by

Q,q = Ve (Do (1(s,0)5e.,T). (60)

Where o1 is the one-electron ionization cross section given in
Sec. 3.1l.c. and ne(q) is the number of electrons in the orbital q.
The weight factor Yg» for a particular direct ionization state,

is empirically chosen to be

0-(I(s,q),e_,T)
Ys = i q . (61)
S

, :z: oI(I(s,q),eq,T)

s=1

Where the sum extends over all the n possible direct states of the
ion. The rationale for this choice of Vg is seen through consider-
ation of two cases.

First the case where all the direct states s formed out of a
given electronic configuration q are energetically degenerate, i.e.;

I(s,q) = Io(q) for all s. Then we expect that
8T (@1 = D0, . (62)
)

This is because necI is the cross section for the removal of one of
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the n, bound electrons and the remaining electrons arranged in
every allowable maﬁner. This is exactly equal to Zs Qs,q' In
this case of compléte degeneracy we expect yet another relation-
ship. The cross sections to each of these degenerate states is
expected to be equal. This is because these degenerate states are
distinguished only by their magnetic quantum numbers. And as
discussed at tﬁe end of Chapter 2, the ionization cross section

is not subject to any selection rules if the direction of the
ejected electron is not specified. Thus cross sections to each of
these states are equal to Qs,q = neGI/nS.

The other case we consider is one wherein a given electronic
configuration has two states separated by a large difference in
ionization potentials. Here we expecﬁ the lower state [smaller
I(s,q)] to have a larger weight factor than the higher state
[larger I(s,q)]. This is made plausible as follows: (1) the
weight factor Yg is related to the degeneracy [In the L-S
coupling scheme, degeneracy is equal to (2L+1) + (25+1) for the
state s with quantum numbers L and S] of the final state s. This
is because greater correlation between the initial and final states
exists with increésing number of allowed electronic arrangements
in the final state. (2) Generally, states with higher degeneracies
have lower energies. This is certainly true for the lowest L-S
term, as is implied by Hund's rule. It is expected to be approxi-
mately true in general. Thus putting together arguments (1) and
(2), we arrive at a credible form for Yg given in Eqn. (61). The
main advantage of this simple approximation for Yg is that it does

not require aﬁy further information (such as L, S, J etc.) about
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the final state. Undoubtedly more accurate description of Ys can
be developed but for our purposes of calculating total ionization
cross section it may be unnecessary.

Next we develop a phenomenological model for transitionsa .
involving rearrangement ionizations. Our method is iﬁspired by the
work of Gryzinski3o in his quite successful classical theory of
double ionizatidns in atoﬁs. The basic postulate of the method is
that the incident electron ejects a bound electron; subsequently
the ejected or the scattered electron can interact with other bound
electrons causing excitations and rearrangements. In the case of
rearrangements induced by the ejected electron motion in the many-
electron system, the two step hypothesis is an approximation of
the effect of eleétron—electron correlation amongst the bound
electrons. However the rearrangements caused by the motion of the
scattered electron, on its 'way out' of the manyfelectron system,
can probgbly be obtained from the higher-order Born terms in the
scattering matrix. Our model may also be considered akin to the
description31 of core relaxation and double excitations in photo-
absorption process in atoms.

Consider first the cross section ngg for a transition to a
rearrangement ionization state s, obtained by the removal of a
bound electron from an orbital q by the action of an ejected
electron. Note that Q§:2 denotes the cross section for an analogous
transition, except that it is initiated by a scattered incident
electron., The total cross section for this event Qg’ is (ngg +

q
R-S R~-E
Qs,q)’ We model Qs,q to be dependent on: (1) eq and €5 these

are respectively, the bound electron kinetic energies of the
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orbital q from which the ejected electron emerges and of the orbital
r from which the electron involved in the rearrangement is removed.
(2) Ir(s,q) the threshold energy transfer for the process of re-

arrangement ionization. This; it is assumed, can be written as
1.(s;9) = E _(s,q) + I(sy>9)» (63)

where Er(s,q) is the excitation energy necessary to cause a re-
arrangement that results in the formation of a state s, while
I(so,q) is the ionization potential of the lowest state (so) that
results from the removal of an electron from an orbital q. From
now on we will write I,.~Ir and Er withogt displaying the explicit

dependence on s, s, and q.

0
] R-E
The cross section Qa q is then written as
’

' T (max)

R-E € do
Q,q = Z[ P_(t,E,T) [n (q) aT_ (T,esTV1AT,  (64)
t

where the terms in the square brackets represent the cross section
for the removal of an electron from the orbital q with a kinetic
energy between (Te;Te+dTe). While Pr(t’Er’Te) represents the
probability of causing a rearrangement through an excitation 6f

an electron from the orbital t due to the action of an ejected
electron with’kinetic energy Te' Note that the upper limit of the
integral is determined by the approximation used in the modelling
of da/dTe. When thg symmetrized BE theory expression for do/dTe
is used, one has Té(max) = (T-1)/2 [see Eqn. (42)]; while'when the

Born theory is. used Te(max) = T~I, Further in Eqn. (64), the sum
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over the orbitals r involved in the rearrangement process is
restricted. This restriction is generated by the assumption that
rearrangements can occur amongst only those electrons that belong
to either (a) the orbital from which an ejected electron emerged
or (b) an 'adjacent' orbital (in an energetic, rather than spatial,
sense) to the one from which thé ejected electron emerged. Thus
the prime over the summation symbol in (64) denotes a sum over only
such orbitals.

The probability of exciting an electron from an orbital t
into a state s, with a threshold energy transfer Er’ is modelled
as a product of: (1) An integral representing ah excitation cross
section for a process with a threshold energy of Er’ initiated by
an electron with kinetic energy Te. (2) An approximation to the
effective surface density of bound electrons in the orbital r that

are involved in the rearrangement process. Thus we write,

A aE (&p

E
m(t) -6_)fu
P (t,E ,T) = —2 tqf do T )dE. (65)
r r e t . e

The term outside the integral is the ratio of the number of electrons

in the orbital t (Note that ¢ is the symmetrié Kronecker § symbol

tq
that equals unity if t = q and is zero otherwise.) to the effective
area of that orbital At' This latter factor is subject to ambiguity,
both in its concept as well as its usage. We .will attempf to estab-
lish an unambiguous rule in thé following chapter. The excitation

cross section, represented by the integral, is modelled to be

described by the symmetrical BE theory. This description is chosen
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because a major, contribution to Qi:ﬁ in Eqn. (64) arises from
small Te/ER(f 10) and as such the do/dE in the symmetrical BE
approximation is superior to that in the Born approximation, both
in concept as well as in comparison with experiment. We also

choose the Gryzinski type limits on the integrand (recall discussion

(Y

in Sec. 3.1l.c) rather than those suggestéd by the quantum defect
theory for states belonging to a Rydberg series; The upper limit
Eu is obtained from assuming that the rearrangement ionization
process is inhibitated for energy transfers greater than Iu =

(Eu + I). Thus Eqn. (65) can be rewritten as

(n (t) - 6tq)
P (t,E ,T) = A [oI(Er,et,Te) - 0 (B e T ). (66)

Where we have used the BE theory expression for o1 given in Eqn.

(46).

Consider next the formulation of the cross section Qi-i for

a transition to a rearrangement ionization state s by the action
of the scattered incident electron. In analogy with Eqn. (64) we

write,
v ~0

R~S do
DY P (68,1 [0, (@) G (Teg, DI, 67)

S,q -
t Ts(min)

A

Here Ts(min) is the minimum possible scattered electron kinetic
energy. Since the only difference between Eqn. (64) and (67) is -
in the variable of integration and in the limits over the integrand,

one can use T = TS + Te + I to rewrite Eqn. (67) as
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T, (wax) ,
R=-S do
Qs’q = [ Z Pr(t,Er,(T—Te-I))ne(q) I (I,eq,T)dTe- (68)
Y0 t e
o
Where Te(max) is, as defined earlier, different for the two
scdttering approximations.

The form of Eqn. (68) allows for a convenient interpretation
of the entire integrand as the differential cross section for the
ejection of electrons with kinetic energy Te’ This is the contribu-
tion due to the action of the scattered electrons and is therefore

written as

R-S '
d d
-&%e = D B, (£,E ,(T-T_-I))n_(q) -—dge (T,egsT). | (69)
t

An analogous expression due to the action of the ejected electron
is not obtained as directly. The ejected electron, due to its
subsequgnt interaction with the other bound electrons, appears out-
side the target with a different kinetic energy than that given by

Te =T = ’I.‘s = I. If one can assume that the ejected electron in-

duced excitation of the bound electrons has a sharp threshold at

E , then one has T =T _+ E . Here T _ is the kinetic energy of
r e ex r ex

an ionized electron that appears externally. Substituting this in

Qz-g [Eqn. (64)], one obtains
b

R-E !
Q" - _ do
a > P_(£,E_,T_+E )n_(q) aT, (1oegeD (70)
t .

due to the action of the ejected electrons. Note that Qg q =
b4
Qg-g + Qg-g can thus be written in terms of Eqn. (69) and Eqn.
s ’

(70). i.e.,
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Te(max)-Er

R-E R-S
R _ dqQ” aQ 1
R q dT ATy ¥ dT dT,. (71)
4 0 ex b e

We now investigate and compare the behavior of the rearrange-
’ -i
ment ionization cross sections. We will plot the quantity BR
R-1i _ , R-i 4, _ _
[defined as B = Ath,q/(nao) (ne(t) th)] for i = E and S, as
well as the analogous quantity BR for the total cross section.

Note that BR and BR-l depend only on various energies (Ir’Iu’I’

\ )

Eq’et and T) involved in the transition. In Eqns. (69) and (70),
the expression for dc/dTe(or do/dTex) could either be described in
the BE theory (preferable for T/I < 50) or in the Born theory (for
T/I > 50). The Qg’q obtained using the BE approximation do/dTe are
called the 'BE approximation' rearrangement ionization cross
sections. The Qg,q obtained using the Born theory dc/dTe are
called the 'Born approximation' rearrangement ionization cross

R-8 and BR are

sections. In Fig. 12a, the Born theory BR-E, B
plotted versus T/ER. We have also chosen here and in the sub-
sequent examples (Figs. 13-15), eq =€ = I(so,q) = ER' This
restriction, we believe, still allows for the major trends and
dependences (on Ir,Iu,T,etc.) to be visible. Here the contribution
due to the scattered incident electrons (i.e., BR’S) is the dominat-
ing fraction for T' < 10; while for T' > 10 the contribution due

to the ejected’eleétrons (i.e, BR-E) dominates the total cross
section. This is understood as follows: for small T', the higher «
order terms (non-first-Born) in the interaction of the incident

electron and the bound electrons dominates any correctioms that

may be due primarily to the many-electron nature of the target.
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Figs. 12. Plot of BR (solid curve), BR-S (small dashed curve) and BR_E

(large dashed curve) versus T/Eg with E./Ep = 2/3 and E,/ER = 1.25.
For two cases: (a) the Born approximation in the B's and (b) the BE
approximation in the B's.
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shown) and E,/ER = 1.25 (solid curves) and E,/Eg = 1.5 (dashed curves) .
For two cases: (a) the Born approximation and (b) the BE approximation.
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However at higher T', the Born approximation describes thé Scattering
interaction adequately, but the many-electron aspects of the target
yield a significant correction. In Fig. 12b we plot the BR-E, BR—S
and BR in the BE approximation with the same conditions as those in
Fig. 12a. Essentially similar behavior is seen as for the case of
the Born approximation in Fig. 12a. Note however that the BE
theories' BR are consistently a little smaller than those in the

Born approximation. Figs. 13a and 13b show that in both the approxi-
mations, BR is a lot more sensitive to Ir than to Iu.

The large T' behavior of the rearrangement ionization cross
sections is displayed in Figs. l4a and 14b. For large T', we will
of course only consider the Born approximation rearrangement ioni-
zation cross section. A plot of BR-T' versus loglOT' shows that
there is only a weak %n T' behavior in Qg’q; while BR/OI shows
that even at large T', BR decreases faster (however slightly)
than 07+ Thus-at smaller T' the ratio BR/oI must have a maximum.
This is seen in Fig. 15. Here, independent of the approximation
(Born or' BE), one sees a maximum at T' = 3-4. Note also that the
magnitudes of BR as well as the ratio BR/oI scale with T' in a
manner aéproximately independent of Er and Eu. The significance
of this behavior will become clearer on comparison of our simple
model with experimentally observed ionization and dissociative

ionization cross sections in the following chapter.
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CHAPTER 4
CALCULATION OF TOTAL AND DISSOCIATIVE IONIZATION CROSS SECTIONS

4.1 ‘Available experimental data.

Using the methodg developed in the preceding chapter, we will
here estimate the total ionization and DI cross sections for a few
;solated atoms and small molecules. Recall that the cross sections
Qs,q and Qg’q involve an electronic transition to rgspectively,
either a direct state or a rearrangement state; if these states
can lead to dissociation of the molecules, then l:he'Qs’q or Q:,q
for such states can be considered to be equal to the activated
state cross sections oA(i), as defined in Eqn. (2-19). Experiméntal
data for absolute toﬁal (gross) ionization and DI cross sections
are available for a few atoms and molecules in the gas phase.

These experimentally measured DI cross sections [equal to oD(i), as
defined in (2-19)] can be compared to the thebretically estimated
Ops ylelding the magnitude and the relative importance of the -

dissociation probability of the activated state P ,Thus if the

a
calculated OA are approximately equal to the measured 9 then one
can conclude that, at least in the gas phase, ghe Pd for the pro-
cesses of DI are close to unity. This conclusion will have a
significant influence on the condenséd phase estimations of 9 in
the following chapter.

Next we will briefly review and comment on the accuracy of
availaﬁle gas phase experimental data on ionization cross sections.

Ionization and DI crdss sections are oPtained in essentially two

types-of experiments:
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(1) Experiments that measure absolute cross sections for a particular
process or a set of processes. (2) Experiments that measure only
relative cross sections of different processes. For experiments

of the first type, a comprehensive review article1 tabulates gas
phase data for a few atoms and diatomic molecules. In these experi-
ments, an electron beam of calibrated kinetic energy is allowed to
interact with a dilute gas of the target atoms or molecules. The
ion current generated from ionizations is measured and the absolute
ionization cross section deduced from knowledge of gas pressure and
geometrical parameters of the interaction chamber. Thus any errors
in the measurement of the absolute gas pressure, the absolute ion
current and the absolute kinetic energy of the ionizing electrons
could cause substantial errors in the determination of the absolute
cross section. Indeed the two most recent measurements of ionization
cross section (those of the Lockheed groupz’3 and of the Amsterdam
group4) have absolute values for the total ionization cross section
differing by asvmuch as 207 for the rare gas atoms and by abéut 15%
for the diatomic molecules HZ’ N2 and 02, for incident electrons
with T between 500 and 1000 eV. The Lockheed group's data is takgn
at small values of kinetic energy (T < 1000 eV); also data for
fragments of molecules formed with kinetic energy (usually greater
than 0.25 eV) is reported. This latter data can be interpreted as

the DI cross section for the generation of a fragment (with a finite

kinetic energy) from a particular molecule and [reported in ref. 2]
is estimated to have an accuracy of only + 30%. The Amsterdam

group has obtained data for total ionization only and for large

4,2
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values of T (i.e., from 600 eV - 20 KeV). Thus we will use these

experimental results with the knowledge that the absolute magni~

.tudes may not be very reliable; however the relative cross sections

between different species and between different T are expected to
be more accurate.

The second type of experiments are usually performed in a mass
spectrometers, where relative intensities for tﬁe production of
fragment ions from a molecule are measured. The 'fragmentation
pattern' or the collection of relative intensities of different
ions produced from a particular molecule is reported to be nearly
independent of the incident electron energies greater than 100 eV,
However fragmentation patterns depend critically on instrumental
parameters and thus large variations in observed patterns for a
particular molecule are reported6. For a particular instrument
and experimental condition, the variation in the f;agmentation
patterns for a homologous series of molecules is probably quite
reliable. Keeping these facts in mind we will compare our theo-
retically calculated cross sections with the appropriate experi-

mental data in the following section.

4.2 Calculations.

~ A computer program, in Fortran, has been written to
calculate ionization cross sections of atoms and molecules. First
it is necessary to identify each of the ionized states of the
target as one that has involved either a direct or a rearrangement
lonization transition of a bound electron. The cross sections for

these events are given by Qs q [Eqn. (3-60)] and Q§ q [Eqn. (3-71)]
’ b
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respectively. Next the relevant parameters for either case have
to be obtained (usually from experiment). With this as the input
data, the computer program gives for the particular

atom or molecule, at each value of the incident electron energy T,

the following output: (a) the ionization cross section to each

(a

individual state, (b) sums and ratios of these cross sections and

the total ionization cross section, and (c) the ejected electron

L)

distribution for Te between 0 and 200 eV, which corresponds to the
total ionization of the atom or molecule. The result of an inde-
pendent numerical integration over this truncated distribution is
usually within a few percent of the total ionization cross section
obtained as a sum of the cross sections over the individual states.
All calculated cross sections obtained using Qs,q and Qg,q are

accurate to within 0.5%.

a. Ionization of atoms.

Consider at first the cross sections for ionizations of atoms.
This will serve not only to illustrate our method but also to
possibly reveal what type of results one can expect from our simple
model for complex systems.

The ionization cross sections of a hydrogen atom calculated

in the BE and the Born Approximations are shown in Fig. 1. The

"ﬁ%

experimental data is taken from Fig. 3 of Reference 1. As expected

®

the Born approximation is in excellent agreement with experiment
for T > 300 eV. 1In this region, the BE approximation underestimates
the ionization cross section significantly. For T < 100 eV, the

situation is somewhat reversed; the BE theory cross sections are

b.4
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in better agreement with experimental data than the Born theory
cross sections. Both approximations give a maximum in the cross
section at lower value of T than experiment. For this 'exact'

one-electron system, the difference betweeﬁ the theoretical and

experimental ionizations can only be attributed to the incorrect-

ia

ness in the approximations of the scattering dynamics. Thus the

trends seen here may be expected in general.

(v

Next we consider the ionization cross sections of many-
electron atoms. For the rare gas atoms, in particular, the experi-
mental data ‘are obtained easily owing to the inertness of the species.
However a filled outer shell in these atoms gives rise to strong
electron-electron correlation - a quantity not accurately account-
able in our (or any that we know) model. In the modelling of the
probability Pr of exciting an un-ionized electron [Eqn. (2-65)],
we introduced a parameter At' This is physically the effective
area of the electron cloud (or orbital) involved in the rearrange-
ment process. For atoms we choose At to be equal to Anri where
r is that radius at which the radial probability density [i.e.
Pnz(r) = arz(r)] is a maximum. The values for r can bg obtained
from modern numerical Hartree-Fock calculations of Mann7; we will
use these exclusively. For the case of helium and neon atoms,
Table 1 shows the states, orbital configurations and energetics
involved in the processes of ionization as compiled from the tables 2
of spectroscopic data of Moorea. These data (without any other

parameters) have been used to calculate total ienization cross

sections for helium and neon. Note that between the lowest re-

arrangement state (?'Pi/2 for helium, 4P for neon) and the lowest

5/2
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Table 1: States and Energies of Helium and Neon Ions

(a) Helium atom

State

Orbital

(1s2), A = 1.295 7

Configuration

2
o)

First Ionization

Rearrangement Ionization

Second Ionization

2
S1/2

2.0
P1/2,3/2

1s

2p

2s

First Ionization

Rearrangement Ionization

Second Ionization

(b) Neon atom (ls2 232 2p6), At = 1.61 ﬂa§

2.0 2,5
P3/2 2s72p

2 0 2,5
P1/2 287 2p

2 1,6
81/2 28" 2p

4P 2522p438
5/2..

4Po 2322p43p

3P2 2822p4

4.7

Threshold
Energy (eV)

24,59

65.40

~79.0

21.56
21.66

48.76

48.73

52.08

62.63




state representing a second ionization of the atom, there are only
states that exclusively involve rearrangement ionization (Moore's

Tabless). These are not shown in Table 1; their presence is indi-
cated by dots. Thus the total cross section for rearrangement

ionization (i.e., one that is summed over all the rearrangement

{s

states) has the upper limit in Eqn. (3-65) obtained from the second

ionization potential I+2 (i.e., Eu = I+2 -I).

(e

Results of our calculations in the BE and the Born approxi-
mations are compared with the experimental data of the Lockheed
group for T < 1000 eV [in Fig. 2a] and of the Amsterdam group for
1000 < T < 20,000 eV [in Fig. 2b]. The latter group's data are
consistently smaller than the former's by about 20% for both helium
and neon in the small region where their measurements overlap (i.e.,
600 - 1000 eV); this discrepency is not shown in Figs. 2 but
ought to be borne in mind; In the case of ionization of a helium
atom, the behavior is much like in the case of a hydrogen atom
ionization. In Fig. 2a the BE theory provides a reasonable, but
not as accurate a description aé the Born theory for T > 200 eV.
This is especially true at high energies (in Fig. 2b: Note Fano
plot) where the discrepancy between the BE theory cross section
and experimental data is more than a factor of two. The difference
between the slopes of the theoretical and experimental curves in
the Fano plot will be discussed below. Two points to be noted in z
this comparison (and in all others in the chapter) are: (1) Calcu~
lations using the Born approximation are not performed for T < 200

eV, because of its conceptual inapplicability. They have essentially

4.8
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the same form as the BE theory cross sections but are substantially
larger. (2) Experimental data for total ionization includes contri-
bution from the multiply ionized species (e.g., He++, Né+++ ete.).
The contribution from the doubly ionized species is usually at
least an order of magnitude smaller than the singly ionized species
(Figs. 32-41 in ref. 1). Thus our calculations of singly ionized
species should be compared with experimental data with this in mind.

Consider next the ionization of a neon atom; here our one-
electron model does not approximate the experimentally observed
cross sections as well as it did for helium. 1In Fig. 2a, the BE
approximation provides a better estimate of the total ionization
cross section than the Born approximation, which at T = 1000 eV
over-estimates by 37 to 71% (depending on the source of the experi-
mental data). The dashed curve in Fig. 2a shows the contribution
to the total ionization from purely direct ionization processes; the
contributions of rearrangement ionizations to the total ionization
at T = 1000 eV, is 10% for neon and only 1% for helium (independent
of the two approximations). The rather large discrepancy for T < 200
eV between the BE theory and the experimental cross sections (unlike
in the case of H or He) might be due to the inapplicability of the
one-electron concept to the strongly many-electron system like
neon. Clearly this error is magnified in the calculation of re-
arrangement ionization which involves essentially a product of
two cross sections as we have defined it in Sec. 3.2.b.

At high incident electron energies, the Born theory cross

sections may be considered to be in better agreement with the

4.10
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Amsterdam group's data than the BE theory cross sections. Recall
that the straight line behavior of the cross section in the Fano
plot (Fig. 2b) provides one with the square of the dipole moment
matrix element M2 and a quantity g of no known physical significance.

I

For helium and neon the calculated Mi are about 35% and 337% smaller
than the experimentally measured value of 0.489 and 1.87 respec-

tively. However the calculated c, are considerably greater than

i
those deduced from experiment so that our calculated cross sections
agree reasonably well with experiment.

Rough estimates of ionization cross sections for other rare
gas atoms (Ar, Kr and Xe) reveal that our simple model would under-
estimate cross sections with increasing Z. This.could be due both
to the one-electron nature of our approximatioﬁ as well as to our
use of hydrogenic 1ls wave functions. For xenon, the spin-orbit
coupling is strong enough to split the lowest term (ZP) by 1.3 eV.
Clearly the one-electron model is inapplicable here. Thus for
atomé (or molecules) that have electrons occupying (or originating

from) only the K and L atomic shells our one-electron hydrogenic

1ls approximation should be quite adequate.

b. Ionization of diatomic molecules.
Consider first ionization and DI of the five diatomic molecules,

H2, co, N2, NO and 0,, for which experimental data are available

2’
The ionization cross sections of these molecules may seem to be of
little interest to the electron microscopist; it is hoped however

that, sincé C, N and O are the building block atoms for large

molecules, the trends and dependences shown here will prove to be

4,12
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useful for the study of polyatomic molecules.

(1) Molecular Hydrogen: This simple system should serve as
definitive test for our model of rearrangement ionizations. |
Ionization involves removal of one of the two electrons from the
(log) orbital. If the ion is formed in a sufficiently high vibra-
tional state then dissociation of the ion can occur. However the
fragments are formed9 with very little kinetic energy. Formation
2

of HZ in the

from the (1og) orbital to an antibonding (lou) orbital - a clear

+
Zu state entails the excitation of a bound electron

case of rearrangement ionization. Here the fragments are formed
with kinetic energy of at least 5 eV, so that the experimental data
of the Lockheed group2 (cross sections for the production of ions
from Hz, with kinetic energy greater than 2.5 eV) can be directly
related to our calculated rearrangement ionization cross section.
The threshold energies for rearrangement and second ionization
(Table 2) are taken from experimental data; they give Er = 12.4 eV
and Eu = 30.4 eV. The effective area of the electron cloud in
molecular hydrogen is estimated as follows. The 'radius' [or

the maximum of Plo(r)] of atomic hydrogen is 1 bohr [i.e., ao]

so that the At for an H2 molecule can be considered to be the
surface area of two spheres of radius ays i.e., 8ﬂag. However

the observe& inter-nuclear distance (1.436 ao) is smaller than the
sum of two atomic H radii, so that the electron Eloud of H2 can be

pictured like two soap bubbles in contact. Then At is given by

A = 4na2

2
. ot 4mag - 24 + 24 (1)

d

4.13



Table 2: States and Energies of Diatomic Molecular Ions

Process(l) State(s)(z) Orbital Conf;gpration(3) Threshold(a) Nés) Source ()
Energy (eV)
: 2 2
(a) Molecular Hydrogen - (103) H At = 7.84 ma
1-I 25t (10 )t 15.6 1 |10
g g
R-I zz: (lou)l [28.0] -1 | 2,10
2-1 - - 46.0 - {10
(b) Carbon quoxide - K2K2(20)2(20*)2(10)4(30)2; At = 9,12 ﬂag
1-1 2;+ o208 2(m 430yt 14.1 5
2 oo+ 20%) 2 (1m) 3 (30) 2 16.5 5 | 10
2+ e emtan 4 (30)? 19.6 7
R-I a v 2om2an o) °w?! | [24.59 3 |2
b e (209 2(1m 2(30) 2 (a) 3
e e 2o%2am 3oy Ly ! 3
2-1 1+ e e 20%) 2 (1m) 4(30)° 36.0 4 |10
2.2 2 2 4, .2 2
(c) Molecular Nitrogen - KK (ch) (2au) (lnu) (303? H Ac 8.64 na
2.+ 2 4 1
1-1 I, SRR CERN LR 15.6 5
2 2 3 2
m (20)* (1330 ) 16.7 5 |12
2.+ 1. 4 2
I SRCRRCLRNELN 18.8 7
R-I a --»(zou)2(1nu)"(3os)°(A)1 [26.0] 3 {2
o 2 2 2, .1
b (2cru) (lnu) (308) (A) 3
2 3 1, .1
¢ 2o %aar ) Go 3
2-1 1+ ees 2 4 o
I, (20, Un) *(30 ) 42.0 4 |12




Y

where Ac is the surface area of the cap 'lost' by each H atom on
the formation of H2 and Ad is the area of the disc that exists
between the two protons in our soap bubble-like model. Simple
arithmetic gives At = 7.841 nag for H2 - an almost insignificant
difference (2%) from our first estimate.

Calculated and observed ionization cross sections are compared
in Figs. 3. As in the case of H and He atoms, the total ionization
cross sections in the Born theory are in quite good agreement with
experiment; the BE cross sections are considerably smaller. At
high incident electron energies, the situation is even more pro-
nounced [Fig. 3d]. The rearrangement ionization cross sections
are compared with the corresponding experimental cross sections
in Fig. 3b. The rather large over-estimate (even in the case of
the BE approximation) for T < 200 eV may be due to incorrectness
in the formulation of rearrangement ionization for small T, which
essentially magnifies any error in the one-electron scattering
approximation. For T > 200 eV, the agreement with experimental
data is uncannily good. The ratio of the DI cross section to total
cross section is shown in Fig. 3c; the gradual decrease with T
in the ratios of experimental cross sections (which are reported
to be accurate to only 30%) is duplicated quite well by both the
scattering approximations. The low T 'hump' is over—estimated in
our theoretical calculations, as expected. The very good overall
agreement of our simple model with experiment (except for T < 200
eV) is quite heartening.

(ii) Carbon Monoxide: The molecular-orbital electronic con-

figurations of this 14 electron molecule and some of its ions are

4.17
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shown in Table 2. Since (1) and (30) are bonding orbitals,
removal of an electron from these orbitals reduces the number of
bonding electrons to 5, while removal of an electron from the anti-
bonding orbital increases the binding of the ion. Thus we hypothe~
size that a process of rearrangement ionization that excites an
electron f;om the (17) or the (3aq) orbitals into an anti-bonding
orbital leads to the dissociation of the molecular ion. The anti-
bonding orbital could be the (1ﬂ*) orbital; for generality, it is
denoted by (A) in Table 2. As shown in Table 2, the three possible
final configurations can arise from an ionization and an excita-~
tion of two bound electrons from (1) the same orbital (states a

and b in Table 2) or (2) different orbitals (states ¢ in Table 2).
Thus the experimentally observed fhreshold energy (34.5 eV) for

the production of fragments from CO is related to the threshold
energy for state a. Using (3-63), we have the excitation energy

Er to cause a rearrangement of an electron from the orbital (3¢)
equal to (24.5-14.1) = 10.4 eV. Similarly the energy Er for the
excitation of a (lm) electron into an anti-bonding (A) orbital

can be obtained if the experimental threshold energies were
available. Lacking this we approximate E for the. (17)

orbital to be the same as that for the (3g) orbital. Intuitively,
one expects this number to be a lower bound, since an electron

in the (1w) orbital, being more tightly bound than one in the (30)
orbital, will have a larger Er than that for the (30) orbital.

Also note that since, state c¢ is obtained by an excitation of an
electron from an orbital adjacent to the one from which an electron

was ionized, it gives the t # q contribution to Qg q in Eqn. (3-64).
3
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Table 3: Effective area of diatomic molecules

Molecule r(l) R r(l) 2(2) A(3)
a b b t
(a-b)
co 1.216, 0.833 2.1354 9.120
N, 0.988, 0.988 2.0787 8.642 -
NO 0.988, 0.833 2.1732 9.446 ,
o, 0.833, 0.833 2.2866 10.457
Notes:

(1) Theoretical atomic radius (in a,) at maximum radial probability
density for the outer-most electrons in the atoms a and b that
form molecule a-b. Data is from Ref. 7. '

(2) Experimentally measured bond lengths (in ao) from Ref. 11.

(3) Effective area of the electron orbital (in wag).

[

4.22
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Calculated values in the Born approximation are denoted by a symbol
(V) , while solid curve is obtained using the BE approximation. Ex-
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The effective surface area of the orbitals At is estimated
from the experimentally measured bond lengths zb. When the sum
of the theoretical atomic radii r, + ry (see Table 3) for the
constituent atoms is smaller than zb, we assume that At is the
surface area of two spheres of radius zb/z i.e.,

L, 2 L, 2
~ b by o 92
At 4w [( 2) + ( 2) ] = anb . (2)
If the unequal radii of constituent atoms is considered in the
model, than At increases slightly [for CO, 3.4% from that given

by (2)]. Thus for the four molecules (CO, N,, NO and 02) we

2°
obtain At exclusively from (2) using experimental values for 2b
as given in Table 3.

Figures.4 show the calculated cross sections for CO which
were obtained using the data presented in Table 2, In Fig. 4a
(as well as in Figs. 5a, 6a, 7a, 9a and 10a), the cross sections
are not plotted for T < 200 eV, where as one expects, both the
approximations are 2-4 times larger than experiment. With in-
creasing T, the Born theory total ionization and DI cross sections
are in better agreement with experimental data than the corres-
ponding BE theory cross sections. The ratios of the two cross
sections are reproduced for T > 300 eV quite well in magnitude
and behavior by both the approximations.

(1ii) Molecular Nitrogen: Since CO and N2 are isoelectronic,
they have many similar properties. Table 2 shows identical molecular-

orbital electron configurations for the two molecules (except that

in the case of N2 an additional symmetry is displayed). The

4.24
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threshold energies for ionization are obtained from the compila-
tion of Gilmorelz. Using exactly the same algorithm as for CO,
we obtain results shown in Figs. 5. The calculated total ioniza-
tion and DI cross sections have approximately the same trends and
magnitudes as the experimental cross sections, in much the same
manner as they did for CO. For N2, the Amsterdam group's experi-
mental data4 for large T are compared with our calculated cross
sections. The superiority of the Born théory over the BE theory
is clearly evident.

(iv) Nitric Oxide: Here the outermost electron occupies an
anti-bonding orbital - (ln*); its removal increases the binding
between N and 0. Thus a naive conclusion might be that the relative
DI cross section of NO might be smaller thaﬁ for, say CO or N2.
However experimental data éhow just the opposite behavior; our
calculations reproducé this trend.

Ionization from the bonding (1n) or (30) orbitals can leave
the ion in one of several possible states [i.e., 32+, 3A, 32-
etc., for the =« (30)2 (l'rr)3 (lﬂ*)l electronic configuration].v

|

Cross sections to each of these states are obtained from Qs,
[Eqn. (3-60)]. As can be seen from the compilation of spectro-
scopic data by Gilmorelz, the threshold energies of some of the
higher lying states have not yet been reliably identified. For-
tunately our formulation of Ys,q makes Qs,q quite insensitive to
this error, especially if only the sum over the direct ionization
cross sections ( I Qs

s
data (states, configurations and energies) used in our direct

q) is of interest. Thus Table 2, shows the

’

ionization calculations. As for CO and Nz, it is assumed here

4.27
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Table 2: (contd.)
Ptocess(l) State(s)(z) Orbital Configuration(3) Threshold(4) N§5) Source(6)
Ener, (eV
(d) Nitric Oxide - K K(2o)2(20*)2(30)2(1w)4(1n*)1; At = 9,45 na:
1-1 1+ ... (30)2(1m) % (17%)° 9.25 6
3+ 14.2 4
3 ) 16.6 4
3" cee e B0y 2(am (1% ! 18.3 4
1 -
T 18.8 + 1. 4 |12
1p 19.5+1. | 4
l£+ ? 4
3 L. 4 1 17.0 4
*+++(30) " (1u) (1n*)
4 18.3 4
R-I a ceee G 2amZam Lyt | [22.5] 2 |2
b e (30)°2m * (e Leay L 2
" s Boytam3aan Lyt 2
2-1 vee e 30) 2(amy 3 (%) © 40.0 5 |12
- - w22 2 2 2 4 2, 2
(e) Molecular Oxygen - K°K (Zészu(Zou) (3§5? (1m) (%js? 3 A = 10.46 a,
2 2 4 1
1-1 sess .
4“8 (308) (lnu) (lws) 12.05 5
n, 16.1 3
2 2 3 2
n, (30 “(1n) (in) 16.8 3
2
e, ? 3
? ? 3 |12
4_~
£ .
2 . 1 4 18.2 3
+ 2 \
oZg (3og) (lnu) (lng) ? 3
“a . .
s 20,0 + 1 3
-
o 20.3 3
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Table 2: (contd.)

4.16

Process(l) State(s)(z) Orbital Configprations(a) Threshold(A) N(S) Source(s)
B T —————
Energy (eV)
(e) Molecular Oxygen (contd.)
R-1 a. ----(3og)2(11ru)2(1ng)2(a)1 [20.5] 1 2
4 2,,.1
b ceee(30.)%n ) (r )%(a 1
( g)l( u)3( i;>2( )1
c *ee (3 1 1w A
. .( 08)2( ﬂu)l,( 8) (a) 1
2-1 ceee(36 ) (1n )Y (an )° 6. 6 12
(30" (1r) *(am ) 36.0
Notes:
¢)) ?l—I" denotes first ionization: "R-I" denotes rearrangement
ionization: "2-I" denotes second ionization.
(2) Symmetry of unknown states denoted by "?". The "a", "b" and "c"
denote symmetry of all possible rearrangement ionization states
with electron configurations as shown.
(3), An unspecified anti-bonding orbital is denoted by "(A)", in the
case of rearrangement ionization events. '
(4) Threshold energies in square brackets are for production of
positive ions with kinetic energies 0.25 eV (2.5 eV, in the case
. of Hz). . .
(5) N is the net number of bonding electrons in the ion.
(6) Sources of data are given in terms of reference numbers.
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that rearrangement ionization involves the excitation of electroms
from the (1m) or (30) bonding orbitals to an anti-bonding orbital
(A), with an excitation energy of (22.5-14.2) = 8.3 eV. Note
that here the net number of bonding electrons is reduced from 5

in NO to only 2, so that dissociation is highly ptobabie. As in
the case of CO and NZ’ three possible arrangements (a; b, and ¢)
are possible. Results of our calculations are presented in

Figs. 6. The trends are essentially similar to those for CO and
N2; however the calculated ratio of the DI to the total ionization
cross sections are somewhat larger than the corresponding experi-
mental values.

(v) Molecular Oxygen: This 16 electron molecule has two
electrons in its outermost (lng) anti-bonding orbital (Table 2).
Removal of one of these increases the bond strength of tﬁe system,
However removal of an electron from either the (lnu) or the (30g)
anti-bonding orbitals reduces the number of bonding electrons to
three. An ion with the configuration {..-- (3og)2(lnu)3(1ﬂg)2}
is known to have two stable states 4Hu and ZHu; other states,
with total multiplicity of 12 have not been identified and could
be unstable states of the ion. Ions with the configuration
{"'~(3Gg)2(lnu)4(1ng)2} are known to have four possible states.
While 22; may be repulsive, zAg and 22; are known to give stable
ions, with threshold energies above the lowest dissociation limit
of 02 (~ 18.5 eV). Hence these states can, at least energetically, '
lead to dissociation. The rearrangement ionization states of 0;

(a, b, and c in Table 2) have NB’ the net number of binding electrons,

equal to one, so that it seems they will lead to dissociation with
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certainty. Thus for O2 one does not have a clearcut specification
of the type (and the energetics) of state that will lead to
dissociation.

Calculations performed with the hypothesis that direct
ionization of electrons from the (1nu) and (303) orbitals causes
dissociation (with a threshold energy of 20.5 eV) give DI cross
sections at T = 1000 eV that are 40% smaller than experimental
cross sections. While if rearrangement ionization of the (lnu)
and (30g) electrons (with a threshold energy Er = 20,5-16.1 =
4.4 eV) is assumed, one obtains DI cross sections at T = 1000 eV
that are 316% larger than the experimental value! This behavior
may be expected, since the former case has three binding electrons
in the final state of the ion, while the latter case has only one.

Also the comparison of the Er for DI of O, with those for CO, N

2
and NO shows that the value of 4.4 eV for 02 is usually small.

2

If Er = 7.9 eV is used, quite good agreement with both the DI and
the total ionization cross sections is obtained (Figs. 7). The
total ionization cross section for large T (Fig. 7c) has eséentially
the same type ofvbehavior as that for H2 and N2'
In Fig. 8, the calculated total and DI cross sections (in the
Born approximation) at T = 1000 eV for the five diatomic molecules

(HZ, C0, N, NO, and 02) are compared. One sees the inherent

2’
'correctness' in the predictability of our simple modél, in spite

of the need to choose an empirical Er for 0 In going from CO to

2.
NZ’ the bond strength of the diatomic molecules decrease monotomi-
cally and our calculated DI cross sections increase. Intuitively

this is expected. Our calculated DI cross sections depend, on the
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rearrangement excitation emergy E.. The monotonic decrease of
this quantity as defined in our model (if somewhat precipitously
for 02) is probably the primary factor that governs the trends of
the calculated DI cross sections.

One last point to note is that the dissociation probability
of the activated state Pd seems to be close to unity, at least

for isolated diatomic molecules. Thus we approach the investiga-

tion of more complex molecules with confidence.

c. ILonization of polyatomic molecules.

Here we will calculate, for a few polyatomic molecules (coz,

CH, and .CH,X; where X = Halide), the total ionization cross sections.

4 3
Also we will venture to estimate the cross sections for the
production of fragments.

(i) Carbon Dioxide: This linear molecule has an electron
configuration as shown in Table 4. The (408), (30u) and (lnu) are
ascribed by Herzbergl3 to be the bonding orbitals between the C
and the two O atoms, while the remaining orbitals are non-bonding.
As for the.diatomic molecules, we assume here that rearrangement
ionization of an electron from these bonding orbitals will lead to

dissociation of CO,. These states are represented by "a" - "e" in

2
Table 4. The excitation energy Er for the (l"u)’ (30u) and (4og)
orbitals is, as for the diatomic molecules, taken to be (24.0-17.23)
= 6,77 eV. The effective surface area of the electron cloud At is
obtained from the surface area of three spheres with rédii equal

to 2b/2 (where %, , the experimentally measured bond length in COZ’

b’

is 2.192 ao). Note that the separate cross sections for the forma-
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Table 4: States and Energies of the 002 Ion

L 222 2 2 2 2 4 4
Carbon Dioxi@e. K KcKc(3°g) (Zcu) (éigz|(30u) (1nu) (1“52_

[¢]

_ 2
(At = 14.42 nao)

Process(l) State(s)(z) Orbital Configuration(B) Threshold(4) Nés) §gggggfil‘
Energy (eV)
| 2 2, 2, 4, .3

1-1 T, retho ) o tan b an )’ | 13,85 4 14
2| ...(40g)2(3cu)2(1nu)3(1ng)4 17.23 |5 /5| 14
2 --.(4ag)2(3ou)l(1nu)4(1ng)4 18.08 |3 1/2| 15
2.+ 1. 2 4, 4
y (ho) o anytan)® | 19.25 |3 12| 14

R-I g ---(4og)z(sou)2(lqn)z(lng)4(A)l- [24.0] 21/2| 2
"t e oo ) ) an )t ) 212
e e tho ) o) an ) )t 2 1/2
ngn ...(40_8)2(30u)l(lﬂu)3(lﬂg)4(A)l 2 1/2
not ..-(4og)l(3ou)2(lnu)4(lng)4(A)l 2 1/2

2-1 ---(403)2(30u)2(1wu)4(1ﬂg)2 36.4 16

Notes:

(1) See Note (1) of Table
(2) See Note (2) of Table
(3) See Note (3) of Table
(4) Np is the average net
(5) See Note (5) of Table
(6) See Note (6) of Table

umber of bonding electrons per bond.

SN B OO
L ] * o
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tion of the fragments (CO + 0+) and (CO+ + 0), cannot be obtained
from our theory. The results of our calculation (using the data
shown in Table 4) are shown in Figs. 9. The total cross sections
have essentially the same type of behavior as for the diatomic
molecules. The experimental data2 for dissociative ionizations

is restricted to measurement of those ions with kinetic energy

< 0.25 eV. It is quite possible that CO+ ions, which receive only
36% of the net energy released during dissociation, are not de-
tected. Thus our calculated rearrangement ionization cross sec-
tions (and the ratios in Fig. 9b) may be expected to be consistently
larger than those experimentally measured; ipdeed they are.

(i1) Methane: This ten electron molecule, with tetrahedral
symmetry (Td), has six electrons in the [1t2] orbital. Removal of
an electron from this orbital can not only ionize the molecule but
as will be seen, form a variety of fragments. Table 5 lists the
electronic configurations of the ion and the fragments (CH;,'CH;,
CHT H+ and C+) in their lowest electronic states. The orbitals
are denoted by standard spectroscopic, group theoretical notation21.
For example, the wave function of an electron in the [lt2] orbital,

transforms according to the T, irreducible representation of the

2
Td symmetry group. This information is necessary here because we
need to identify the type of transition (i.e., direct or rearrange-
ment) that leads to the formation of a particular fragment. Thus
if the state (or equivalently, the irreducible representation) of

the fragments correlates with the state of the parent ion, then one

can assume a direct ionization event may have caused the fragmenta-
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Table 5: Fragmentation of Methane

Electron Configuration of the Fragments

CHZ{(lal)z(Zal)z[ltZ]S} +e

CHZ{(lal)2(2a1)1[1t2]6} +e

CH;{(lai)z(zai)z(le')“} + H{(1s)} + e~

CH;{(log)z(zog)z(lou)z(lnu)l} + H2{(lcg)2}

+ e

cit{ (1s0) % (280) 2 (2p0) 2} + Hz{(log)z}

+ H{(ls)l} + e

g+ cn3{(1ai)2(zai)2(1e')4(1a;)1} + e

ctias)2c2s) 2 (2p) Yy + 2H2{(1cg)2} + e

Threshold Ref.

Energy (eV) No.
13.1 17
19.5 17
14.3 18
15.6 19
22.4 20
24,0 2
26.2 20

4.38
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22 of CH+ production from CH4 sup-

tion. The analysis by McDowell 3

ports our view.
As shown in Table 5, the ionization of methane can occur via

removal of an electron from either the [ltz] or the (Zal) orbitals.

+

The threshold energies for the production of CH, and CH+ are only

3 2

1.2 and 2.5 electron volts above the first ionization potential.
Also the E' representation of the symmetry group of CH; (D3h) corre-

lates (via the intermediate C, symmetry group) with the T, repre-

3v 2
sentation of the symmetry group of CH4 (Td); thus one can assume

that CH; is formed via a direct ionization event. By a similar

type of correlation, one can conclude that CH; is also formed via

a direct ionization transition. The fragments CH+, H+ and C+ are
formed at substantially higher threshold energies. Intuitively we
expect that ejection of three or all four of the hydrogen atoms

from CH&’ must be a violent process involving excitation (and re-
arrangement?) of the bound electrons in CH4. The minimum energy
transfer necessary to eject a proton from methane also requires

that a methyl (CH3) radical be formed. The outermost electron in

CH, occupies a non-bonding (lag) orbital. One can therefore hypothe-

3

size that a bound electron from the orbital of CH4 must have been

sufficiently excited (by the incident electron) to resist the strong
electron affinity of the proton but to yield to the non-bonding

(lag) orbital of CH,. Thus we assume that CH+, H+ and C+ are pro-

3

duced via rearrangement ionization transitions of electrons from

the [1t2] orbital of CH4

energies in Table 5. Also the effective area of the electron cloud

with Er given by the respective threshold
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At is assumed to be equal to the surface area of a sphere of
radius ¥, the calculated radii of the 2p electrons in carbon.
Thus At = 5,915 ﬂag.

Calculations, using the threshold energies listed in Table 5,
are compared with experimental ionization cross sections in Figs.
10. The total ionization cross sections have essentially the same
trend as for the other molecules investigated. The Lockheed
group2 has obtained data for production of energetic ions (assumed
to be H+) from CH4. Our calculated estimates for H+ production,
compare quite well in magnitude as well as behavior. The large
incident electron energy behavior (Fig. 10c) of the total ioni-
zation cross section in the Born theory compares reasonably with
the sparse experimental data from the Amsterdam group4b.

Next we will attempt to compare our calculated cross sections
to the observed relative cross sections for fragment production.
Note that our calculated Qs,q and Qg,q give the cross section to
form a molecule in a particular activated state. 1In the case of

diatomic molecules, the probability to dissociate P,, gives the

a’
probability (l—Pd) that no dissociation can occur. However in the
case of polyatomic molecules, the higher lying activated states
(that can lead to a particular fragmentation of the molecule) can
decay into lower lying activated states (that can lead to a dif-
ferent fragmentation of thé molecule). This complication forbids,
in general, a direct comparison of fhe activated state cross

section with measured dissociation cross sections. It requires

that our calculated activated state cross sections satisfy a set

4.40
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of general conditions that ensure internal self consistency between
our calculations and our model. We derive these next.
Consider the simple case of a closed three level system
(Fig. 11). The calculated activated state cross section GA(3),
for example, is related to the observed dissociation éross section

OD(B) via

GD(3) = oA(S) [1L-4d,,-4d (3a)

32 31]

where d32 and d31 are the probability for decay of the activated
state 3 into the states 2 and 1 respectively. Consequently the

oD(Z) and GD(l) can be written as

oD(Z) oA(Z) [1 - d21] + cA(B)d32 - (3b)

and

OD(l) cA(l) + oA(Z)d21 + cA(3)d31. (3¢)

Here the contribution of the decay of the upper states into the
lower states is apparent. Since the decay probabilities (dij) are

positive definite quantities it is clear that
oD(3)/oA(3) <1 (4a)

and

op(1) /o, (1) > 1. : (4b)

Further if one defines aD(i) = GD(i)loA(i), then one obtains using

Eqns. (3),

4.43



6, (3)

—
65 (2)

aa(1)

GROUND STATE

Fig. 11. Schematic three level system displaying the decay
of activated states into lower states.
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20 o) =3 =450l - 0,(/0,@] = dy[1 - 6,(3) /0, (D]
i=1 ()
= dy 1 =0,(2) /0, (D].

It is easy to convince oneself that Eqns. (4) agree with one's
intuition. They with Eqn. (5), when used with experimentally
measured UD(i) and calculated oA(i), provide an independent con-
sistency check between our calculations and model. The dij are
rarely available; thus if oA(S) g_oA(Z) ﬁ_cA(l), one has at
least g aD(i) < 3. Note that here we have ignored two-step

i=1

decay probability products (i.e., d d21); inclusion leaves Eqns.

32
(4) unchanged but Eqn. (5) would be modified.somewhat. Generali-
zation to an n-level system is straightforward and therefore not
presented here.

The fragmentation pattern of methane is obtained at incident
electron kinetic energies of 50-75 eV. At those energies our
calculations are highly inaccurate. However the mass spectro-
scopists claim that the fragmentation pattern is virtually un-
chaﬁged at higher T. Since our calculated relative cross sections
depend weakly on T for T > 200 eV, we will compare our results at
T = 200 eV with the available mass-spectral data. In Table 6 we
use the reported20 fragmentation pattern for methane (ratio of
intensities of CH;/CHZ = 0.764; of CH;/CHZ = 0.158; of cn*/cnz =
0.06; of C+/CHZ = 0.02) and the Lockheed group data [0(H+)/o (total
ionization) = 0.09] in a comparison with our calculated GA(i) (in
the Born approximation). Both the measured total ionization cross

sections and the calculated total activated state cross sections
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Table 6: Calculated and Observed Fragmentation of Methane

FRAGMENT EXPERIMENTAL CALCﬁLATED

() op (1) 0, (1) ap (1)
+

CH4 0.458 0.265 1.724
+

CH3 0.349 0.136 2.566
+

CH2 0.072 0.112 0.643
+

CH 0.027 0.165 0.163
+

H 0.085 0.126 0.675
+

C 0.009 0.194 0.046
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are normalized to unity. Use of the BE theory gives cA(i) and

aD(i) within 1% of those given in Table 6. For CHZ

calculated cA(i) are smaller than the measured oD(i) by a factor

and CH;, the

of 2-3. Thus, as expected, the decay of the higher lying acti-

vated states (for CH+, CH+, H+ and C+ production) gives o > 1

D
for CHZ and CH; and ap < 1 for CH;, CH+, H+ and C+. The results

for CH: and C' are consistent with the generalized version of (4).

Finally it is interesting to note that g aD(i) is equal to 5.82.
While a generalization of the expressioi_in (5) for a six~-level
system gives g aD(i) = 6 - q, where q is probably a small number
that depends i;lthe 15 unknown dij in this six-level system.

Thus it seems that for methane while our one-electron model
was adequate to predict with reasonable accuracy the total ioni-
zation and proton production cross sections, the cross sections
for CH;, CH+ and C+ production was rather largely overeatimated
So far one does not know whether this is due to inaccuracies in

the model and the methods of calculation or due to the inherently

large decay probabilities of the activated state of CH+, CH+ and
C+ .

(iii) Methyl Halides: The observed fragmentation patterns
of these molecules show a dependence on the specific halide atom
that is attached to the methyl radical. In order to see whether

our model can also show these trends, we calculate here the acti-

vated state cross sections for the formation of CH;, X+, CH2X+
and CH; (wvhere X represents a Halide atom) from CH3X. Only three

halogens, chlorine, bromine and iodine are considered; since the

available experimental data for flourine are sparse and somewhat
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contradictory. The molecular-orbital electron configuration for
the methyl halides has been obtained by Mulliken23. Seven valence
electrons from the halide atom (nsz, np2) combine with nine electrons

from the CH3 radical to give a 16 (valence) electron configuration

of:
(lsc)z(nsxal)z[sallz[ne]aloallz(npxne)4. (6)

The molecular orbitals are localized on various parts of the molecule.
The (nsxal) and the(npxﬂe) are localized orbitals on the halogen,
formed from the ns and np electrons‘of the free atom. The [call
is the primary carbon-halogen bonding orbital, while [ne] is a
doubly degenerate orbital localized primarily on the methyl radical.
The [sal] is believed to be dalocalized over the methyl group as
well as the halogen atom. Using this information, one can associate
with the observed threshold energies for the ionized fragment produc-
tion, the removal of an electron from an appropriate localized
orbital. As in the case of Cﬂg and CH; formation from CH&’ we
assume here that direct ionization is sufficient to cause dis-
ruption of the weak bonds in the methyl halides. The experimental
data for the threshold energies for CH3X+, CH3+, X+, CH2X+ and CH;
formation have been obtained by Hamill's groupza. Table 7 lists
the particular orbitals and the threshold energies involved in
specific fragmentations.

Before our calculated results can be compared with mass
spectral fragmentation patterns, we have to consider an additional

process that occurs at the low incident electron energies in a

mass spectrometer: polar dissociation. This process is especially
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Table 7: Energies in the Fragmentation of Methyl Halides

Electronic Configuration of

+
(CH,X)

[sallzlwe]4[oa1]2(ﬂxe)3

[sa,1%[7e]*[0a; 1 (n o)

[sallz[we]3[oa1]2(wxe)4

[sallllve]l'[oal]z(rrxe)4

Fragment Threshold
Produced Energies for X =
CcL Br 1
+
CH3X 11.3 { 10.5 | 9.5
+
X 16.6 | 14.7 }12.9
+
CH3X 11.9 | 11.5 |11.2
+
CH3 13.6 | 13.0 |12.2
X 16.6 | 14.7 [12.9
ci} 14.6 | 14.9 [14.6
+
CH3X 13.2 { 12,9 |13.1
+
CH3 13.6 13.0 |13.1
+
CHZX 13.6 13.6 |13.7
+
CH2 14.6 14.9 | 14.6
+
CH3X 18.7 | 19.1 |19.8
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likely when the high electron-affinity halogen atoms are present.
While our calculations can provide the cross section for the DI

process

e + CHX CH'; + X + 2 (7

the analogous polar dissociation process,

e + CHX CH'; +X +e (8)

cannot be incorporated in our scattering calculations. Fortunately
there exist estimations26 of the experimentally obtained relative
cross sections for CH; ~ X and CH; - X processes from CHSX.
Using these we determine that our calculated cross section for

the process given in (7) has to be multiplied by a factor n, so
that both the processes are taken into account. The factor n is
13/4, 13/5 and 38/30 for Cl, Br and I halogen atoms in CH3X re-
spectively.

In Fig. 12 our calculated activated state cross sections
[with the approximate inclusion of the process in (8)] are plotted
againét available experimental data6’26. The experimental data
by Cox (denoted by triangles in Fig. 12)are obtained on one in-
strument for all the methyl halides and probably represent: éhe
trends accurately. It is clear that our calculated Tp reproduce
the observed trends. Note that the increase in K+ production with
increasing Z of the halogen atom can be related to the decreasing
C-X bond strength. However the opposite trend for CHZ

can be only attributed to the process of polar dissociation.

production
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xt and (c) CH2X+ from CH3X are obtained from Ref. 6 (o) and
Ref. 26 (A). Calculated activated state cross sections are
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The virtual independence of CH2X+ production on the Z of the haloggn
atom is also predicted by our theory. The calculated cross sections
for CH; production (not shown in Fig. 12!) are about a factor of

2-3 greater than the corresponding measured cross sections; how-
ever both are essentially independent of the halogen atom. Thus,

it is important to note that the inclusion of the processes for
CHX+, HX+ etc. production (which have small probability of occur-
rence) could alter the aﬁsolute magnitude of our calculated cross
sections for the formation of CH;, X% etc., but would not alter

the trends in Fig. 12 on the halide atom.

In summary, our calculations provide a reasonable first
estimate for total ionization cross sections, at least for the
molecules investigated. For diatomic molecules, the calculated
cross section for dissociation agree quite well with the correspond-
ing measured quantities. Note especially that the gradual de-
crease with T of the ratios of the experimentally observed cross
sections are duplicated quite well by our model calculations for
all the molecules investigated (see Figs. 3c, 4b, 5b, 6b, 7b, 9b,
and 10b). For polyatomic molecules, it seems that the most prob-
able fragments are best estimated by our model. Errors in our model
stem from two main areas: (1) Approximation of the many-electron
scattering interaction via the factor Ys,q in the case of direct
ionization events and via the phenomenological modelling of re-
arrangement ionization events. (2) Approximation in the two-
particle scattering dynamics. Use of more accurate one-electron

wave functions could improve the large T behavior of the cross
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sections. This would also probably complicate the calculation,

especially if the matrix elements (¢a|e

able in an analytical form.
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CHAPTER 5
FATE OF THE ACTIVATED STATE

In this chapter, we consider the dissociation probability
(Pd) of the activated state. The Pd is formulated to depend on
two competing processes: the separation of the fragments and the
decay of the activated state. Dependences of Pd on molecular para-
meters are obtained. Next we examine the lifetime of the activated
state of an isolated molecule and of one in the condensed phase.
Finally we discuss a formulation and possible calculation of secon-

dary dissociation caused by ejected electronms.

5.1. Dissociation probability of the activated state.

a. Formulation

The formulation of the dissociation probability Pd of the
activated state, which we will develop here, is conceptually moti-
vated by the rigorous derivation of an analogous quantity in the
theoryl of dissociative attachment (DA) of slow electrons in a gas
of molecular hydrogen. Recall (Sec. 2.2.b) that Pd is defined to
be the probability that an activated state i (for the formation of
a particular type of fragments i) will not decay into any state
that cannot lead to the generation of the fragments i. Alternatively,
Pd is the probability that the activated state i will remain 'active'
and thereby lead to the dissociation of the molecule.

We model Pd to depend on two competing processes. The acti-

vated molecule, once formed, can do one of two possible things. 1)

It can decay into an energetically lower, vibrational or electronic,
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state (j) that cannot lead to the formation of the fragments i.

Or 2) it can remain in the activated state i. The molecular nuclei,
of the activated molecule, feel a repulsive potential. This leads
to separation of the nuclel from their equilibrium positions.

If the activated state does not decay into a stable, non-fragmenting
state before the nuclel separate to some critical distance, then
one can assume that fragmentation of the molecule has occured.

The decrease in the probability de in the existence of the acti-

vated state due to decay (with characteristic lifetime T3 ) into

3

state j can be written,

dPp. = - P Z_ii.l:____ (1)
d d 3 de(t)

Note that the lifetime of the decay of the activated state depends
both on the characteristics of the final state j as well as on the
relative location of the nuclei at the time t. For convenience,

we define

1/'rd(t) = 32 l/rdj (t). (2)

The Td(t) is the total decay lifetime of the activated state.
Integrating (1), one obtains the probability Pd(rs), for the exis-
tence of the activated state at the time Tg after the formation of

the activated state by the incident electron action, to be
Ts
= - . 3
Pd('rs) exp| I dt/‘rd(t)] (3)
0

We have assumed of course that Pd(O) = 1. This equation shows
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explicitly the very sensitive dependence of the probability of

fragmentation on the decay lifetime T In the next section we

ds’

will discuss mechanisms and magnitudes of the individual T here

di’
we concentrate on elucidating Eqn. (3) and determining its depen-
dences on the parameters of the molecule.

Next an alternative expression to (3) for Pd(TS) is obtained.

For a diatomic molecule, the relative average velocity of the

fragments during separation is given by

2T .(R)
(v(R) ) =d—§=\/—ﬁ-—, (4)

where R is the interfragment separation distance and Tu(R) is the
total kinetic energy of the fragments. The p in (4) is the reduced
mass [p = m1m2/(m1 + m2)] of the tﬁo frégments of mass o, and m, .
For polyatomic molecules R can be considered to be an interfragment
distance in a hypothetical plane in the p&tential energy surface
of the molecule. Thus the dependences (on molecular parameters)
that we will obtain below will be less applicable to polyatomic
molecules than to diatomic molecules. The kinetic energy Tu(R) of
the fragments is determined by the repulsive potential as 'seen'
by the nuclei and therefore depends on the potential energy surface
of the molecule. Next, we discuss and parameterize 3 and Tu.

The decay lifetime T4 can be equivalently written in terms

of the enérgy width T' of the resonant unbound state, i.e.,

1/1d =T/. | (5)

The energy width T provides an explicit indication of the decaying
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nature of the unbound activated state, whose total energy is
complex, i.e., E - 1/2 il', where E and T are real. Calculation of

an explicit dependence of I' on R has been obtained2 for DA in H

2
We model T'(R) to be given by
F(R) = I1 - (R/R)"],
where (6)
— n .
Ym = PO/[l - (RO/Rc) 1.

Here ro = P(RO) is the energy width at the equilibrium positions

RO of the nuclei. RC is the critical distance at which the molecule

can be considered to be dissociated; thus Rc corresponds to the inter-

fragment separation at time Tge The exponent n provides a 'shape'
parameter. Figure 1 shows shapes of our modelled I'(R) compared
with a typical calculated shape from a theoretical studyla of DA in
H2°
The kinetic energy Tu(R) can be similarly modelled by a simple
analytical expression. Conservation of energy gives E(RO) = EO =
Tu(R) + V(R), where V(R) is the interaction (potential) energy of
the fragments. Here the zero of energy is chosen such that as
R + » and V(R) » 0, the maximum possible total kinetic energy of

the fragments becomes equal to EO. Modelling V(R) = S/Rm, where

m is the shape parameter of the potential energy curve, we obtain

m
T (R) = Ej - S/R

or )

m
Tp(R) Eo[l - (RO/R) 1.
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Fig. 1. Normalized emergy width TI'(R)/Ty of the activated state
versus the normalized interfragment separation a = R/Ry. Modelled
I'(R), as given by Eqn. (6), is shown by solid lines with the
parameter m as indicated. A typical calculated T'(R) from Ref.

la is shown by the dashed curve.
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The expression for P can now be rewritten as

Py(R) = exp ff ”R’dR : (8)
{ YT (R)

This form displays the explicit dependence on the reduced mass and
the energies involved in the fragmentation process. Substitution

of (6) and (7) in (8) yields,

r
Py(R) = exp {- \ /-2-;—0 . h_o ‘R, - S(RC/RO)} 9)

where S(R /R ) is a 'shape' factor that depends primarily on the
exponents (n and m) chosen for the shapes of TU(R) and T(R). The

S(Rc/Ro) is obtained from:

' a
n
a(l - 1/a) Vl -l/ym

We consider now the magnitude of S(a) and its dependence on
n, m and a. The integral in (10) can be evaluated analytically
for only a few integral values of n and m. As it stands in (10),
the integrand has a singularity at y = 1 and therefore is not
amenable to numerical integration. Defining gz = ym-l, we can
rewrite the integral in (10) in a form amenable to numerical inte-

gration, i.e.,

&o o n/m
j 2+ m-ra+eh g, (1)
0

where k = 1/an and o = (2-m)/2m. Figure 2 shows the numerically
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Fig. 2. Shape parameter S(a) versus a = R /R, for various values of
n and m. The values of the parameters in gac’:g case can be obtained
by noting the symbols (X: n =1, ® n =3, A: n = 5) and by noting
if the curve is a solid line (m = 1), dashed line (m = 2) or a dotted
line (m = 3).
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computed S(a) for different values of m and n. The magnitude of

§(a) lies between ~ Q.5 and 1.Q for all likely values of n and m

(or likely shapes of V(R) and I'(R)). The dependence of S(a) on a

becomes progressively weaker with increasing a; the dependence on

n and m is relatively stronger. Increasing m (or the concavity in

the shape of the potential in a potential energy diagram), for

fixed value of n, decreases S(a). However increasing n (Fig. 1),

at a fixed value of m, increases S(a), as expected intuitively.
Consider next the dependence and the magnitude of Pd [Eqn.

(9)] on the four parameters (u, EO’ I' and Rc). Figure 3 shows Pd

versus the lifetime of the activated state T4 The critical distance

Rc is assumed to be 4 A and S(a) is chosen to be 0.6, corresponding

to typical shapes of V(R) and I'(R). Also we choose three values of

the reduced mass u as parameters: (a) u = 1, corresponding to the

ejection of an H atom/ion from a large molecule. (b) u = 8, cor-

responding to the fragmentation of 02. And (¢) v = 13.4, correspond-

ing to the fragmentation of CHSI into CH3 and I. For the case

where the fragments are formed with small kinetic energies (Eo =

0.1 eV), the probability P, is greater than 0.1 for all T3 10”13

d
sec, even for u = 13.4. In the case where the fragments are formed
with greater kinetic energy (E0 = 1,0 eV), as in the case of diatomic
molecules, the Pd is greater than 0.5 at T4 = 10"13 sec for all three
cases of u. For T4 < ld-ISSec, the probability decreases pre-

cipitously. Thus the importance of estimations of T3 is now evident.

b. Lifetime of the activated state

In this section, we will briefly survey some intra-molecular
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Fig. 3. The probability to dissociate P, versus the lifetime
of the activated state 14, for values of the reduced mass ()
as shown. The solid curves are for Eg = 1.0 eV, while the
dotted curves are for Eg = 0.1 ev.
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and inter-molecular energy transfer processes that cause the activated
state to decay. A comprehensive study is beyond the scope of this
work; our primary interest is in understanding the types of mechanisms
involved in the decay process and in their magnitudes.

Consider first an isolated molecule. The activated state of a
(neutral or ionized) molecule can decay3 into a lower stable state

by (a) giving up its excess energy via an emission of a photon or

»

(b) by partitioning the excess energy amongst other vibrational
modes. The former process (a) involves a luminescence transition.
Depending on whether this radiative transition is between states

of the same multiplicity or not, it is by convention called
fluorescence or phosphoresence respectively. Fluorescence usually
occurs in a transition from the first excited singlet to the lowest
singlet state; it has a typical lifetime of 10—9 - 10"6 sec,
Phosphorescence is considerably slower (with typical lifetimes
greater than 10-'3 sec) since it involves a spin-forbidden transition.
The second process (b): vibrational energy redistribution within the
molecule usually occurs only in large molecules. This is because
vibrational energy can be transferred efficiently between the many
vibrational modes of a large molecule. Thus a molecule formed in

a given vibrational state of a particular vibrational mode can

N

spontaneously make a transition to a vibrational state of a different

mode. In addition to vibrational redistribution, radiationless

i

transitions can occur between isoenergetic vibrational levels of
different electronic states. Such transitions are described as
internal conversions. In general, vibrational transitions (if

allowed by symmetry) occur very rapidly with typical rates of the
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order of 1013 - 1012 sec-l.

Unlike polyatomic molecules, isolated diatomic molecules
cannot redistribute vibrational energy (since they have only one
vibrational mode) and are known to have a small probability for
internal conversion or fluorescence. Thus an activated state of

3

an isoiated diatomic molecules has a decay lifetime t, of 10-l sec

d
or greater. This gives Pd of the order of 1.0 and thereby provides -
further credability to the agreement (Sec. 4.2.b) of our calculated

Op and the measured ¢ In the case of isolated polyatomic molecules,

D*
vibrational redistribution and internal conversion probably cause
the decay of a 'higher' activated state (e.g., the state for CH+
production from CH4) into a 'lower' state (e.g., the state for CH;
production), thereby making the prediction of a fragmentation pattern
difficult. The quasi-equilibrium theory4 of mass spectra attempts
to predict fragmentation patterns of large molecules by developing
a statistical describtion of the activated state and vibrational
energy equipartition in the molecule. Consideration of such a theory
is beyond the scope of this work.

The activated state of a molecule in a condensed phase (solid
or liquid) can decay by the energy transfer processes considered
above (i.e., those for the isolated molecule) as well as by those
processes that are due to inter-molecular interactions. These
latter process are considerably more difficult to analyse. They
can be classed in three general categories: (a) interactions that

involve a transfer of electronic energy, (b) interactions that in-

volve a transfer of vibrational energy and (c) charge transfer. As
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can be expected from considerations of oscillation times of electrons
and nuclei, the first mechanism (a) involves times of the order of
lO—lS sec or longer, while the process (b) is slower, with time
constants of the order of 10._13 sec. The third mechanism can involve
a transfer of an electron or an fon (usually a proton); consequently

transfer times range from 10“15

to 10713 sec. Below, we provide a
brief description of these three mechanisms.

The electronic energy transfer in molecular solids is the
subject of an extensive study in physical and radiation chemistry.
A detailed study5 has been made of the excitation propogation along
an idealized chain of coupled diatomic molecules that are in the
process of dissociating; its application to experimental systems
has yet to be demonstrated. More modern treatments6 of electronic
energy transfer in aromatic materials have been developed via the
concept of molecular excitons. However they do not, as yet, provide
an understanding of the role of excitation transfer amongst electroni-
cally coupled aromatic molecules that are in the process of dissocia-
tion (due to the action of an incident electron beam). Such a study
would be of interest to the microscopist; unfortunately it is beyond
our scope. The role of vibrational energy transfer in solid specimens
is even more difficult to ascertain than the uncertain role of elec-
tronic energy transfer. Vibrational relaxation is a common occurence
in liquid systems; in solid systems, they are expected to be as
likely, even though they may be difficult to isolate and identify.

Charge transfer processes can cause deactivation of excited
molecules. Excited neutral molecules can spontaneously eject

electrons (i.e., auto-ionize) and thereby reach a lower state.
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Neutral molecules with large electron affinities can capture low
energy electrons and either hecome stable traps for these electrons
or spontaneously dissociate (i.e., dissoclative attachment).
Ionized molecules can, via an electron capture, be neutralized and
subsequently deactivated. Attachment or capture of slow electrons
by molecules is being studied7, however extension of this extensive
gas phase experimental data to the solid or liquid phase is quite
unreliable. Charge transfer in ion-molecule reactions in the gas
phase has yielded extensive data8, which also cannot be reliably
extended into the condensed phase. Radiation chemistry of solids
and liquids has provided macroscopic quantities like the 'g factor',
but it cannot give information on the mechanisms on the microscopic
scale.

In summary, our calculation of Pd when coupled with the esti-
mation of ¥ lead to the conclusion that gas phase diatomic molecules
in the activated state will have a large probability to dissociate.
Isolated polyatomic molecules due to energy redistribution, internal
conversion etc., may not dissociate a8 readily. The fate of the

activated state in the condensed phase is, at present, open to

speculation as well as to further investigation.

5.2. Comments on secondary dissociation.

Finally a brief comment on the possibility of secondary dissocia-
tions. In distinction to the discussion in the previous section on
the decay of the activated state due to inter-molecular effects,
we consider here the activation and subsequent dissociation of a

molecule due to the action of a different molecule that has been
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excited or ionized by an incident electron. Recall in Sec. 2.l.c.,
we conasidered the relationship between the exposure and the direct
dissociation and the secondary dissociation cross sections. Here
we will formulate the secondary dissociation cross section 9gp*
Phenomenologically, the Ogp can be understood to be made up
of two parts: (1) The generation of the excitation energy by the
incident electron and (2) the probability that this excitation
energy will cause dissociation of a (neighboring) molecule. Consider
the case where the excitation energy is in the form of an ejected
electron of kinetic energy Te' Also consider (Fig. 4), a thin
molecular film (thickness L, molecular density nO) of the type
investigated in modern EMs. The ejected electron has a probability
of interacting with one or more molecules in the film; these inter-
actions may lead to dissociation of a molecule. An electron 'formed'
(from an ionizing event by the incident electron) close to the
surface of the film can escape with few or no interactions. Hence
we formulate o_ . as:

SD

oD(T ) dzo

2m
9p =T f 3’;—(71'-_) ¢ [1 - exp(- nOGT(Te)f')] . @ (Te’T)
(¢

dTe sin 6dedx (12)

The second differential cross section dzo/dTede for the ejection of
an electron with kinetic energy Te and in the direction 0, represents
the generation of the excitation energy. Here it is assumed that

;n incident electron ionizes a molecule at most once in the film

and the site of ionization can be anywhere along x. The term in the
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Fig. 4. Geometry in the
molecular film of thick-
ness L.

Fig. 5. Maximum value of
the dissociative attachment
cross section °(Emax) as a
function of the energy Epax
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square hracket represents the probability that the ejected electron
will interact with a molecule in the film, with a total interaction
cross section given by cT(Te). The probability that this interaction
will lead to dissociation is assumed to be given by oD(Te)/oT(Te),
where oD(Te) is the cross section for molecular dissociation,
initiated by an ejected electron.

Even though this formulation involves many simplifications
of a very complex problem, the problem remains computationally
intractable., This is because of the absence of a reliable expression
(or estimate) for dzo/dTedG and GT(Te). The former factor requires
an accurate calculation of dzc/dEdK for small values of E and K;
as seen in Ch. 3, this is quite difficult to obtain at the present
time. The latter factor is even more difficult to obtain, because
of the lack of a fundamental understanding of all the processes
(and their magnitudes) that occur in the total interaction of a
slow electron with a molecule. Simplification of (12) arises in

the case of an infinite medium, so that:

(T-1)
ogp = f oy (T,) /o (T,)" %-g-— (T,,T)dT_ . (13)
e

Here too, the presence of cT(Te) makes the equation insolvable.

At this stage, we reconéile ourselves to a brief summary of
some of the possible contributions9 to oT(Te). The slow electron,
depending on its energy, interacts with both the electrons and

the ions in the molecular solid. It can loose energy via attach-

ment to an ion, excitation or ilonization of an electron configuration,
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production of low energy phonons, etc.; eventually it becomes
'thermalized' or is captured by an electron trap. In general,

interaction cross sections of slow electrons in molecular solids
~17

are quite large (~ 1016 - 10 cm2); consequently mean free
paths are short and the infinite medium approximation of (12) may
be adequate even for 100 R thick films.

The dissociation cross sections aD(Te) can be estimated from
the measured data7 for dissociative ionization (DI) and dissociative
attachment processes (DA) in dilute gases. The DA cross sections,
in particular, are large for molecules with large electron affinities.
The threshold for DA is usually below 10'eV. The trend in the
measured data (Fig. 5) shows that the larger maxima in the DA cross
sections occur at smaller thresholds (and energies at the peak of
the threshold). This is significant since do/dTe has a maximum at
Te = 0 (Figs. 3-9), so that contribution from processes with the
smaller thresholds and larger cross section maxima will give large

contribution to ¢ Halogenated hydrocarbons fall into this category.

sD’

The influence of DI on OSD will be small since molecular ionization

thregholds are usually above 10 eV, where ch/dTe is small., The
process of dissociative excitation (DE) may be more important than
DI, since DE has lower thresholds. However magnitude of DE cross
sectionsare unavailable due to the absence of experimental data.
Thus we realize that, even though the magnitude for o_. cannot be

SD

obtained at present, the contribution of DA to ¢ " could be greater

SD
than that of DE or DI, especially in halogenated compounds.
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Appendix 1: Approximate solutions to coupled equations (2-9),

Here solutions to the coupled equations (2-9) are obtained
for selected values of coupling constants and cross sections for
the case of (1) one-species model and (2) two-species model. It
is hoped that, in spite of the simplistic approximations that will
have to be made, at least the trends of survival concentrations
and inter-molecular coupling parameters will approximate reality.

The one-species model: Here there is only one equation to

solve,
2
dn/dEc = - gn - An (1)

where n is the concentration of the molecules, Ec is the exposure,
o is the dissociation cross section and A is the inter-molecular
coupling parameter. For an initial concentration of n,, the
concentration of the surviving molecules is

no o exp(- oEc)
[0 + Xn (1 - exp(- 0E )T

n(E) = (2)
It is clear that in the limit of A » 0, the n(Ec) > n, exp (- oEc)
as one expects. However for a non-zero coupling constant, the
simple exponential behavior is modified. The solution given in
Eqn. (2) does not scale linearly with n, (or n(Ec)/n0 is not in-
dependent of no); thus the initial concentration of molecules
plays a signifigant role. Even at large values of oEc, one has
-0

n(Ec)/nQ + ge c/(a + Any); for small values of oEc, the behavior

of n(Ec) is not exponential. For the case where ¢ -+ 0 Eqn. (1)



can be integrated to yield the solution

no
n(E)) = nAE_ + 1 (3)
(o4

Both the dependence of n(EC)/no on n, és well as the non-exponential
behavior are evident here and can clearly be attributed to the
presence of the inter-molecular coupling constant. A plot of
fractional survival, n(Ec)/no, on the log scale versus exposure,
Ec’ (Figure 1) for different values of o and A, shows the above
mentioned behaviors. Note that the deviation from a straight line
represents a non-exponential behavior; also all the quantities
used in the figure and hereafter are chosen suitably to be dimension-
less, as the primary interest is in determining trends and behaviors
on relative magnitudes of ¢ and A.

With these preliminaries in mind, consider next, the behavior
of molecular concentrations in a two-molecular species model. Here

there are only two coupled equations to solve:

2
da/dEc - 0,2~ Aaaa - Aabab s

(4)

- 6.b - A.b% - A

db/dEc b bb b

ba .
a

The molecular concentrations are denoted by a and b; the o, and
o, are molecular cross sections, while inter-molecular coupling
constant arising from excitation of a molecule of speciesvi and
dissociation of a molecule of species j, is denoted by Aji' Note

that, as seen through Eqn. (5) below, in general Aij # Aji for

j # 1. Since these coupled equations are to be solved for a given

A.2
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set of initial conditions, a(0). = a and b(Q) = bo’ one has in all

] 1
eight 'parameters (ao, bo’ 0.5 Ops A Aaa and Abb) that

ab” Aba’
determine the a(Ec) and b(Ec). In order to observe trends in the
behavior of a and b for different values of these parameters, the

following approximation is made. Recall (Sec. 2.1l.c) that the

inter-molecular coupling constants are written as

i~

h|
M ch(E)o]i)(E) g% (E,T)dE. (5)

If the incident electron-initiated energy transfer cross section
for molecule j is assumed to be proportional to dissociation cross

section of molecule j, due to the incident electron, then we can

write:
o4
‘3% C1s 9y
(6)
o4
Aj1 = Cgs 94-

where Cgs and C%S are the similar-species, and inter-species

interaction constants respectively. If the dependence of these

constants on molecular species is neglected then:

Aaa = CSS Oa° Abb = Css Op §

(7)

‘pa = C1s %’ Aab = C1s %

o

Thus, it is assumed that the inter-molecular coupling constant
depends primarily on the molecule generating the excitation (and

hence, somewhat proportional to the dissociation cross section of

A.4



that molecule), rather than on the molecule receiving the dissocia-
tion. Admittedly, this assumption is crude and inaccurate, yet in
the context of determining magnitudes and trends of the two species
concentrations it is quite useful in that it reduces the number

of parameters to six. The two coupled equations can then be re-

written:
da/dE = - g a - C. 0o a2 - C._.0, ab
c a SS a IS’ 7 ?
(8)
_ 2
db/dEc = - oab Cssobb CISaaba.

Numerical solutions to the coupled quations can be obtained easily
on a computer using standard differential equation solving programs.
Solutions are obtained for different values of cross sections and
coupling comstants for a particular choice of initial concentration
of the molecules. As in the one species case, the solutions depend

on the initial concentrations chosen. We choose in the two cases:

(1) Equal initial concentration, a bo = 0.5 and (2) unequal
initial concentration with a = 0.9 and b0 = 0.1,

Consider first the case of equal initial concentration of

molecules, the choice of the dissociation cross section falls
into two classes:

(i) Equal dissociation cross section (we choose O, =0y =
0.1), and

(ii) dissociation cross section of either one of the two

species greater than the other (we choose Ga = 1.0 and Oy = 0.1).

Table 1 shows the results obtained from numerical solutions to

A'S



Table 1

Molecular survival concentrations after an exposure Ec =1

Initial concentration: a, = b, = 0.5

0 0

(i) o, =0 = 0.1 (i) o, = 1.0, oy = 0.1
CSS CIS a(l) b(1) a(l) b(1l)
0. 0.1 .450 .450 .183 .438
0. 0.5 442 <442 .180 .386
0. 1.0 432 .432 177 .332.
1. 0.1 .430 .430 .139 .420
1. 0.5 .422 .422 .137 .378
1. 1.0 .413 413 .135 .332

A.6




Eqns. (8) for the choices of parameters indicated in the Table.
The magnitudes of CSS and CIS are chosen arbitrarily; though

they are expected to approximate actual values within at least

an ofder of magnitude. The trends that are most evident from the
data in Table 1 are: (1) For case (i) with equal magnitudes of
the cross section, the survival concentrations at Ec = 1 for both
molecular species are the same i.e., a(l) = b(1l). They decrease
by about 4% for an order of magnitude change in either one of

CSS or CIS and a fixed value of the other. (2) For the unequal
magnitude cross sections of case (ii), the a-species molecules
survive considerably less than in case (i), due primarily to an
increase in a factor of 10 in the dissociation cross section O,
Note however that the b-species molecules also have lower concen-
trations than in case (1), even though their cross sections are
left unchanged. The effect is clearly due to coupling between
molecules of the two species, since b(l) changes by about 24% for
an order of magnitude change in the inter-species constant, CIS’
(with CSS constant) but by less than 4% for a similar change in
similar-species constant, CSS (fixed CIS). Similarily the a-
species molecules are less resistant by about 24% for an order of
magnitude increase in coupling between molecules of similar species,

i.e., C (fixed CIS).

SS

Next consider molecular survival in a mixture containing

unequal initial concentration of two molecular species. Table 2

shows the results obtained for a variety of arbitrarily chosen

magnitudes of cross sections. The choice of cross sections falls

A.7
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into one of the following three categories:
(1) The majority specles have a cross section greater than that of
the minority [cases (i) and (ii) in the Table].
(2) The majority and the minority species have exactly the same
cross sections [case (iii) in the Table] and
(3) The majority species have a cross section smaller than that
of the minority [cases (iv) and (v) in the Table]. Now the be-
havior of the survival concentrations for changes in the cross
sections and coupling constants can be elucidated.

The general trend that is noticed, from a glance at cases
(i) - (iv) in the Table, is that for fixed oy = 0.1 and increasing
O, from 0.1 to 2.0, the majority species' concentration decreases
considerably faster than the concentration of the minority species,
just as one expects. This trend is, of course, reversed on
keeping 9, fixed and increasing 9 [cases (iii) and (v)]. However
there are significant effects on the concentrations due to the

similar-species and inter-species coupling constants (C.. and CI

SS s?
respectively). Consider cases (i) through (iv), where o = 0.1
and o, lies between 0 and 2. For a fixed value of the similar-
species constant CSS’ the variation of the inter-species constant
CIS’ causes virtually no change (less than 1%) in the survival

of the majority species (a). However under the same conditions,
the minority species molecules (b) are quite sensitive and their
survival decreases drastically (up to 50%) especially for large
values of O, This behavior indicates that, as one expects, the

inter-species coupling is quite important for minority species,

especially when the majority species have large dissociation cross

A9



sections (and consequently, within our earlier assumption, large
energy transfer do/dE).
Now, consider changes in molecular survival for a change in

the similar-species constant C from 0 to 1, while the inter-

Ss

species constant C__. is kept fixed. The majority species (a)

IS

survival is almost independent of the change in C

for o o
a

SS b’

but decreases quite rapidly (as much as 44% for o, = 2, oy =
0.1) with an increasing ratio of S, to O The minority species
(b) is also almost independent of the change in CSS (fixed CIS)
for O, = 0y however increasing %, increases the survival of the

b species at a faster rate when C__ = 1 than when C 0. The

ss Ss
consequence of this behavior is that, for large values of oa/ob,
the minority species have greater survival for a large similar-
species constant,

= 1, than for C g = 0 [In case (i) of Table

CSS S
2, for a change in CSS from 0 to 1, there is 21.6% increase in
survival for CIS = 1 and 9.7% increase for CIS = 0.5.]. Note,
however, that this increased minority survival is still smaller
than the survival of these molecules were they by themselves under
the beams (essentially as in Case (iv), Table 2).

The results of the calculations in Table 2 are for an
idealized set of parameters, nevertheless it may be that the trends
observed above may be true in general. In summary, one sees that
in the above model, neither the inter-species constant CIS’ nor
the similar-species constant CSS’ strongly influence either the

majority or the minority species when both species have comparable

direct dissociation cross sections. However at large values of

A.10
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ca/ab, increasing C._, decreases the survival of the minority species

18
(b); but increasing CSS’ not only decreases the survival of majority
species (a), but also increases minority species (b) survival! It
is hoped that more detailed and accurate analysis of this type

will give results to substantiate this trend and provide useful,
accurate data to the microscopist so that he can, via appropriate
specimen preparation, use the éoupling constants to his advantage

in reducing damage.

Finally, Figure 2 shows the behavior of molecular concentra-
tions for some of the parameters considered above [Cases (i), (ii),
(iii) and (v) in Table 2]. An approximate straight line for Ec >
4.5, implies an independent molecular type of an exponential be-
havior, with an appropriate "effective dissociation cross section"

eff

O'D .
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