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## INTRODUCTION

In the classical theory of communication, nearly all of the results pertaining to the rate of transmission of information have depended upon accurate characterizations of the channel operator and the statistics of the noise. Recently however, W. L. Root and P. P. Varaiya have investigated the problem of determining the channel capacity in situations where accurate characterizations are not possible. In [1], Root studied the problem of estimating the maximum rate of transmission for the case where the channel operator was known to a large extent, but where it was not possible to characterize the distortions and perturbations of the signal probabilistically in a more than rudimentary manner. Other investigators [2], [6], considered only the limiting behavior, where the perturbations and distortions became vanishingly small.

The case where the noise was known to be Gaussian but where the channel operator was assumed only to lie in some conditionally compact class of linear operators was investigated jointly by Root and Varaiya in [3], [4].

In this paper, we shall consider a combination of both these cases. We will assume that the channel operator is known only to belong to a conditionally compact class of linear operators and that the probability that the noise has average power greater than some number $\epsilon$ is vanishingly small. The number $\epsilon$ may be arbitraily large and no

It is convenient to denote sequences of $x^{\prime}$ s by $u=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and sequences of $y^{\prime}$ s by $w=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$. We can then characterize the $n$-extension of a channel A by

$$
w=A_{Y}^{n} u
$$

where $A_{\gamma}^{n}$ is the $n p \times n p$ matrix defined as follows:

In most physical problems we are not interested in transmitting all of $R^{n p}$. We will the refore only consider transmitted sequences $u$ which satisfy an average power constraint i.e., $u \in U_{M}^{p}=\left\{u \mid\|u\|^{2} \leq n M\right.$, $M>0\}$ where $\|u\|^{2}=\sum_{j=1}^{n} \sum_{i=1}^{p}\left(x_{j}^{i}\right)^{2}$ and $x_{j}^{i}$ is the ith component of $x_{j}$. It is also convenient to assume that the class is bounded i.e., there exists a real number $a, 0<a<\infty$ such that the operator norm $\left\|A_{\gamma}\right\|$ of any matrix $A_{\gamma} \in \boldsymbol{\ell}$ satisfies $\left\|A_{Y}\right\|<a$.

In order to define our problem it is necessary to introduce the concept of the distance between the "total images" of any two input sequences. Given any two input (transmitted) sequences $u_{i}, u_{j} \in U_{M}^{P}$, we define the number $d_{i, j}$ as follows

$$
d_{i, j}=\inf \|z-w\|
$$


Using this notation we first define what we mean by an attainable $\epsilon$ - rate of transmission and then define the $\epsilon$-capacity as the supremum of such rates.

We say that $R$ is an attainable $\epsilon$-rate of transmission for C if there exists a sequence $n_{k}$ with $\lim _{k \rightarrow \infty} n_{k}=\infty$ and $G\left(n_{k}\right)$ trans mitted signals $u_{j} \in U_{M}^{p}$ of length $n_{k}$ such that $\hat{d}=\inf _{i \neq j} d_{i, j} \geq \epsilon \sqrt{n_{k}}$ and $\lim _{k \rightarrow \infty} \frac{1}{n_{k}} \log _{e} G\left(n_{k}\right)=R$.

The $\epsilon$-capacity for $\mathscr{C}$, denoted by $C_{\epsilon}$ is the supremum of all attainable $\epsilon$-rates of transmission for $\mathcal{C}$.

In Sections II and III, we determine numbers $\overline{\mathrm{C}}_{\epsilon}$ and $\underline{\mathrm{C}}_{\boldsymbol{\epsilon}}$ such that $\bar{C}_{\epsilon} \geq C_{\epsilon} \geq \underline{C}_{\epsilon}$. Although these estimates are not as tight as one would like, nevertheless they are in many cases better than those obtained in [1] even when $\mathscr{C}^{6}$ is a single point. This will be discussed in more detail in Section IV.

## B. Discrete Infinite Dimensional Model

The infinite dimensional model is related to the finite dimensional model in the sense that the transmitted signals $\mathbf{x}$ and the received signals y are related by the matrix transformation

$$
y=A_{\gamma} x
$$

In this case however, $x$ and $y$ are infinite dimensional column vectors and $A_{Y}$ is an infinite dimensional matrix which belongs to a class of such matrices. The $n$-extension of $A_{\gamma}, A_{\gamma}^{n}$ is defined as before so that it carries an $n-$ sequence of transmitted vectors $u=\left(x_{1}, x_{2}\right.$, $\left.\ldots, x_{n}\right)$ into an $n-$ sequence of received vectors $w=\left(y_{1}, y_{2}, \ldots, y\right.$ with

$$
y_{i}=A_{\gamma} x_{i}, \quad i=1,2, \ldots, n
$$

We will also assume the following:
(i) Each matrix $A_{\gamma} \in \zeta$, is Hilbert-Schmidt, i.e., if $A_{\gamma}=\left\{a_{i j}\right\}$ then $\Sigma_{i j} a_{i j}^{2}<\infty$.
(ii) For any two Hilbert-Schmidt matrices $A=\left\{a_{i j}\right\}$, $B=\left\{b_{i j}\right\}$ we define $\|A-B\|^{2}=\Sigma_{i, j}\left|a_{i j}-b_{i j}\right|^{2}$. Then, $\|\|$ defines a metric (in fact, a norm). We further assume that $l_{l}$ is a totally bounded subset of the metric space of all Hilbert-Schmidt matrices.

As before, we impose the average input power constraint $M$, i.e., we only select transmitted sequences $u$ which satisfy

$$
u \in U_{M}^{\infty}=\left\{u \mid\|u\|^{2}=\Sigma_{i, j}\left(x_{j}^{i}\right)^{2}<M n\right\}
$$

For any two transmitted sequences $u_{i}, u_{j}$, we again define the distance between the total images of $u_{i}$ and $u_{j}, d_{i, j}$ as follows

$$
d_{i, j}=\inf \|z-w\|
$$

where the infimum is taken over all $z \in \underset{\gamma}{A_{\gamma} \in b^{A}} A_{\gamma}^{n} u_{i}, w \in A_{\gamma} \in b^{A} A_{\gamma}^{n} u_{j}$ $\left(\bigcup_{A_{\gamma} \in b^{\prime}} A_{\gamma}^{n} u=\left\{z \mid z=\left(A_{\gamma} x_{1}, A_{\gamma} x_{2}, \ldots, A_{\gamma} x_{n}\right), A_{\gamma} \in b\right\}\right)$. With this notation, the definitions of attainable $\epsilon$ - rate of transmission, and $\epsilon-$ capacity are identical to those in Section I.A.

## C. Continuous Time Model

We also consider classes of channels that can be described as follows. By a transmitted signal over the time interval [ -T, T] we mean a real valued function $\mathbf{x}$ which is square integrable with respect to Lebesgue measure on [-T, T]. If $x$ is the input signal over [ $-\mathrm{T}, \mathrm{T}$ ] the received signal y over an interval [ $\mathrm{T}, \mathrm{T}$ ] is to be given by an expression of the form

$$
y(t)=\int_{-T}^{T} h_{\gamma}(t-T) x(T) d T,-T \leq t \leq T
$$

The function $h_{\gamma}$ belongs to a class of channel operators which has the following properties:
(i) If $h_{\gamma} \in b_{0}$, then $h_{\gamma} \in L_{2}(-\infty, \infty)$ and there exists a finite positive number a such that $\left\|h_{\gamma}\right\|_{2}<a$, for all $h_{\gamma} \in \mathscr{C}$.
(ii) $\mathcal{C}$ is a conditionally compact subset of $L_{2}(-\infty, \infty)$ i.e., the closure of $\ell$ is compact in $L_{2}(-\infty, \infty)$.

It should be noted that in [1], Root makes the assumption that the convolution operator determined by a function $h$ have finite memory, i.e., there exists a $\delta>0$ such that $h(t)=0$ for all $|t|>\delta$. We do not require that $C_{0}$ be composed only of finite memory operators. Root's results however can be extended to include the case where the operators do not have finite memory.

In Section II we approximate the class by a class of finite memory operators. The assumptions imposed on $\ell$ give this approximating class some useful properties. Let $\tau_{\delta}$ denote a "truncation" operator defined as follows;

$$
\begin{aligned}
\left(\tau_{\delta} h\right)(t) & =h(t), & & |t| \leq \delta \\
& =0, \quad & & |t|>\delta
\end{aligned}
$$

Notice that $\tau_{\delta}$ is a linear, continuous operator which maps $L_{2}(-\infty, \infty)$ into $L_{2}(-\infty, \infty)$. Thus, $C_{\delta}$ defined as

$$
\mathscr{C}_{\delta}=\left\{h_{\gamma, \delta} \mid h_{\gamma, \delta}=T_{\delta} h_{\gamma}, h_{\gamma} \in \mathscr{C}\right\}
$$

is also a conditionally compact subset of $L_{2}(-\infty, \infty)$ and $\left\|h_{\gamma, \delta}\right\|_{2}<a$ for all $h_{\gamma, \delta} \in \ell_{\delta}$.

We can let $H_{\gamma}$ denote the integral operator with kernel $h_{\gamma}(t-\tau)$ and write the relation between $x$ and $y$ as follows

$$
y=H_{\gamma} x
$$

We again impose an average power constraint on the transmitted signals by requiring that $\mathrm{x} \in \mathcal{U}_{\mathrm{M}}^{\mathrm{T}}$ where

$$
Z \ell_{M}^{T}=\left\{x \mid \int_{-T}^{T} x^{2}(t) d t \leq 2 M T\right\}
$$

For any two transmitted signals $\mathrm{x}_{\mathrm{i}}, \mathrm{x}_{\mathrm{j}}$, we define the distance between the "total images" of $x_{i}, x_{j}$ as follows

$$
d_{i, j}=\inf \|z-w\|_{2}
$$


We say that $R$ is an attainable $\epsilon$-rate of transmission for $\operatorname{lon}^{\cos }$ there exists a sequence $T_{k}, \lim _{k \rightarrow \infty} T_{k}=\infty$ and $G\left(T_{k}\right)$ transmitted signals $u_{j} \in \mathcal{U}_{M}^{T_{k}}$ over $\left[-T_{k}, T_{k}\right]$ such that $d=\lim _{i \neq j} d_{i, j} \geq \epsilon \sqrt{T_{k}}$ and $\lim _{k \rightarrow \infty} \frac{1}{T_{k}} \log _{e} G\left(T_{k}\right)=R$.

The $\epsilon$-capacity for $C_{\epsilon}$, denoted by $C_{\epsilon}$ is the supremum of all attainable $\epsilon$-rates of transmission for $\ell$.

Having defined the three types of models of interest, we will show in the next section that the lower bounds for $C_{\epsilon}$ obtainable for model A can be used to obtain similar results for models B and C.

## II. LOWER BOUNDS ON $\mathrm{C}_{\epsilon}$

In this section we derive lower bounds on $C_{\epsilon},{\underset{C}{G}}$, for each of
the models given in Section I. The best results to date for such bounds were derived by Root in [1] for the case where the class consisted of a single point or a ball. His bounds were obtained by using variations of packing arguments. It appears however that such methods cannot be satisfactorily generalized to include cases where the structure of is complex; the total images may, for example, be disconnected and their shapes may depend on the choice of transmitted sequences.

Our approach is fundamentally quite different. Our lower bound for the $C_{\epsilon}$ of the model $A$ (see Theorem lA) is obtained in three steps:
(1) We imbed our problem in a stochastic problem by artificially adding Gaussian noise. A rate of transmission is chosen so that the maximum probability of error for this rate is less than some judiciously chosen exponential. This is done in Theorem 2A.
(2) We then show that certain exponential bounds on the maximum probability of error imply that the total images of the transmitted sequences yielding these bounds are separated from each other by the required distance. This result is stated as Theorem 3A.
(3) Theorems 2 A and 3 A are combined to give the bound. The results for models B and C as given in Theorems 1B and IC are obtained by approximating these models by model A and applying Theorem 1A.
A. The Finite Dimensional Case

Theorem 1A
If the class $\ell$ of channels satisfies the assumptions
of model $A$ then
$C_{\epsilon} \geq \underline{C}_{\epsilon}=\sup _{\beta>0}\left\{\sup _{S \in \mathcal{O}}^{p_{M}} \inf _{\gamma} b_{\infty} \log _{e}\left|I+A_{\gamma} S A_{\gamma}^{\prime} / 2 \beta\right|^{1 / 2}-\epsilon^{2 / 2 \beta}\right\}$
where $\not \underset{M}{p}=\{S \mid$ trace $S \leq M, S$ is a $p \times p$ covariance matrix $\},| |$ denotes the determinant of a $p \times p$ matrix and $I$ is the $p \times p$ identity matrix.

We defer the proof of Theorem 1A until the end of this section. It is a logical consequence of Theorems 2 A and 3 A which follow. Before we proceed any further, note that we may always assume that $\underline{C}_{\epsilon}>0$ If $\underline{C}_{\epsilon} \leq 0$, there is nothing to prove since $C_{\epsilon} \geq 0$.

It is necessary at this point to "imbed" model A in a stochastic model. That is, to the received signal $y$ of model $A$ we now add a Gaussian random vector $z$ and call the new received vector $\hat{y}$. To be precise, $\hat{y}, x$, and $z$ are related by

$$
\hat{y}=A_{\gamma} x+z, \quad A_{\gamma} \in \zeta
$$

where $z$ is a zero mean Gaussian random (column) vector of dimension $p$ and with covariance matrix $\beta I, \beta$ a positive scalar, $I$ is the $p \times p$ identity matrix, and where $x, A_{\gamma}$, $\zeta$ are defined as before.

The n-extension channel $A_{\gamma}^{n}$ of this new model is defined according to the rule

$$
\hat{y}_{i}=A_{\gamma} x_{i}+z_{i}, \quad i=1,2, \ldots, n
$$

where the $z_{i}$ are mutually independent Gaussian random vectors each with covariance matrix $\beta I$ and zero mean. We denote sequences of $x^{\prime} s$ again by $u=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and sequences of $\hat{y}^{\prime} s$ by $v=\left(\hat{y}_{1}, \hat{y}_{2}\right.$, $\ldots, \hat{y}_{n}$ ).

In order to take advantage of random coding arguments we also define a probability distribution for the transmitted (or input) signals $x_{i}$. For convenience we assume that the $X_{i}$ 's are zero mean, independent Gaussian random vectors each with covariance matrix $S$ belonging to the set $\mathscr{M} \underset{M}{p}=\{S \mid$ trace $S \leq M, S$ is a $p \times p$ covariance matrix\}. We let $q(u)$ denote the $n p$-variate probability density function for the transmitted sequences $u$ which are assumed to be statistically independent of the noise $z$. The conditional probability of a set of received signals $B$, given a transmitted sequence $u$ depends upon the channel $A_{\gamma}^{n}$. We denote this probability by $P_{\gamma}(B \mid u)$ and define $P_{\gamma}(v \mid u)$ to be the $n p$-variate Gaussian density function determined by $P_{\gamma}(B \mid u)$. Then,

$$
p_{\gamma}(v)=\int p_{\gamma}(v \mid u) q(u) d u
$$

defines a probability density for the received (or output) vectors $v$. The mutual information $J_{\gamma}(u, v)$ for the density $q(u)$ and the channel $A_{\gamma}^{n}$ is defined to be

$$
J_{\gamma}(u, v)=\log _{e}\left[p_{\gamma}(v \mid u) / p_{\gamma}(v)\right]
$$

To prove Theorem 2A we need a number of facts which involve slight modifications of known results. We state these facts in the series of lemmas which follow.

Lemma 1
Let $b^{\prime}=\left\{A_{1}, A_{2}, \ldots, A_{\gamma^{\prime}}, \ldots, A_{L}\right\}$ be a finite class of channels and $q(u)$ be an input (transmitted sequence) probability density function determining $p_{\gamma}(u, v)$ and $J_{\gamma}(u, v)$. Let $E \subset R^{p n}$ be a fixed constraint set. For any $\alpha>0, \delta>0, G \geq 1$, if

$$
\Delta=L G e^{-\alpha}+L^{2} e^{-\delta}+\Delta L P\left\{E^{c}\right\}+\sum_{\gamma^{\prime}=1}^{L} P_{\gamma^{\prime}}\left\{J_{\gamma^{\prime}}(u, v) \leq \alpha+\delta\right\}
$$

and $0<\Delta<1$, then there exists $G$ distinct input sequences $u_{1}, \ldots, u_{G}$ all belonging to $E$, and $G$ disjoint sets $B_{1}, \ldots, B_{G}$ of received sequences $\bigcup_{i=1}^{G} B_{i}=R^{p n}$, such that

$$
P_{\gamma}\left\{B_{i}^{c} \mid u_{i}\right\} \leq \Delta \quad \text { for all } \quad i=1,2, \ldots, G \quad \text { and } \quad \gamma^{\prime}=1,2, \ldots, L
$$

The proof is a trivial modification of Lemma 3 in [5].

## Lemma 2

For any channel $A_{\gamma}^{n}$,
Expectation of $J_{\gamma}(u, v)=E J_{\gamma}(u, v)=n \log _{e}\left|I+\frac{1}{\beta} A_{Y} S_{\gamma} A_{\gamma}^{\prime}\right|^{1 / 2}$

## Proof:

This lemma is a special case Lemma 3 of [3]. We reprove this lemma to familiarize ourselves with the notation. It is easily seen that $\mathbf{v}$ is a Gaussian random vector with mean zero and $\mathrm{pn} \times \mathrm{pn}$ covariance matrix

$$
E v v^{\prime}=\left[\begin{array}{cccccc}
\Gamma & 0 & 0 & \cdots & \cdots & 0 \\
0 & \Gamma & 0 & 0 & \cdots & 0 \\
\vdots & & \Gamma & & & \\
\vdots & & & \Gamma & & \\
\vdots & & & & \ddots & \\
0 & 0 & 0 & 0 & \cdots & \Gamma
\end{array}\right]
$$

where $\Gamma=A_{\gamma} \mathrm{SA}_{\gamma}^{\prime}+\beta I$. Hence,

$$
p_{\gamma}(v)=\prod_{i=1}^{n}\left[1 /(2 \pi)^{p / 2}|\Gamma|^{1 / 2}\right] \exp \left[-\frac{1}{2} \hat{y}_{i}^{\prime} \Gamma^{-1} \hat{y}_{i}\right]
$$

The Gaussian random vector $\left(z_{1}, z_{2}, \ldots, z_{n}\right)=v-A_{\gamma}^{n} u$ has covariance
matrix $\beta I$, I the $n p \times n p$ identity matrix and mean zero, hence

$$
p_{\gamma}(v \mid u)=\prod_{i=1}^{n}(2 \pi)^{-p / 2} \beta^{-p / 2} \exp \left[-\frac{1}{2 \beta}\left(\hat{y}_{i}-A_{\gamma} x_{i}\right)^{\prime}\left(\hat{y}_{i}-A_{\gamma} x_{i}\right)\right]
$$

Thus $J_{\gamma}(u, v)$ is given by

$$
\begin{aligned}
J_{\gamma}(u, v)= & \sum_{i=1}^{n} \log _{e}|\Gamma|^{1 / 2} / \beta^{p / 2}+\sum_{i=1}^{n}\left(\hat{y}_{i}^{\prime} \Gamma^{-1} \hat{y}_{i}\right. \\
& \left.-\frac{1}{2 \beta}\left(\hat{y}_{i}-A_{\gamma} x_{i}\right)^{\prime}\left(\hat{y}_{i}-A_{\gamma} x_{i}\right)\right\}
\end{aligned}
$$

The first term on the right is a constant and in fact equals $n \log _{e}\left|I+\frac{1}{\beta} A_{Y} S A_{Y}^{\prime}\right|^{1 / 2} ;$ the expectation of the second term is

$$
\sum_{i=1}^{n} E\left[\hat{y}_{i}^{\prime} \Gamma^{-1} \hat{y}_{i}-\frac{1}{\beta} z_{i}^{\prime} z_{i}\right]=\sum_{i=1}^{n} \frac{1}{2}(p-p)=0
$$

Lemma 3
Let $A_{Y}^{n}$ be a fixed channel, $q(u)$ be the Gaussian distribution for $u$ with covariance matrix $S$ and let $J_{\gamma}(u, v)$ be defined as above. Then for any $\Theta>0$, and any $t$ satisfying $1 \geq t>0$,

$$
\begin{aligned}
& P_{\gamma}\left\{J_{\gamma}(u, v) \leq E J_{\gamma}(u, v)-n \Theta\right\} \\
& \quad \leq \exp \left\{-n t \Theta-n \log _{e}\left[\left|I+\left(1-t^{2}\right) A_{\gamma} S A_{\gamma}^{\prime} / \beta\right|^{1 / 2} /\left|I+A_{\gamma} S A_{\gamma}^{\prime} / \beta\right|^{1 / 2}\right]\right\}
\end{aligned}
$$

Proof:

The proof of this lemma involves an exact duplication of part of the proof of Lemma 4 in [3].

## Lemma 4

Let $x_{i}, i=1,2, \ldots, n$ be independent identically distributed p-dimensional Gaussian random vectors with mean zero and covariance matrix S. Let the trace of $S$ be equal to $M-\xi, 0<\xi<M$. Then,

$$
\begin{gathered}
P\left\{\|u\|^{2}=\sum_{i=1}^{n}\left\|x_{i}\right\|^{2} \geq n M\right\} \leq \exp \{-(M /(M-\xi)-1 \\
\left.\left.-\log _{e}[M /(M-\xi)]\right) \frac{n}{2}\right\}
\end{gathered}
$$

Proof:

This lemma is just an application of Lemma 5 in [3].

## Lemma 5

Let $A_{\gamma}^{n}, A_{\hat{\gamma}}^{n}$ be the $n$-extension of two channels and let $u$ be a transmitted sequence of vectors $x_{i}$. Let $p_{\gamma}(v \mid u)$ be the np-variate probability density for the received sequence $v$, given $u$, for $A_{\gamma}^{n}$, and $p_{\gamma}(v \mid u)$ be the corresponding density for $A \hat{\gamma}^{n}$. Then, for those $v$ satisfying $\|v\|^{2} \leq n C, C>0$,

$$
p_{\gamma}(v \mid u) / p_{\hat{\gamma}}(v \mid u) \leq \exp \left\{n[\sqrt{M C}+a M]\left\|A_{\gamma}-A_{\hat{\gamma}}\right\| / \beta\right\}
$$

Here, $M$ and a are the numbers introduced in Section I. A, i.e., $\|u\|^{2}=\sum_{i=1}^{n}\left\|x_{i}\right\|^{2} \leq n M,\left\|A_{\gamma}\right\|$ and $\left\|A_{\hat{\gamma}}\right\| \leq a$.

Proof:

This lemma is just a special case of Lemma 7 in [3].

## Lemma 6

Let $A_{\gamma}^{n}$ be any channel satisfying the conditions for model $A$. Let $u$ be any transmitted $n$-sequence satisfying $\|u\|^{2} \leq n M$. Then, the received sequence $v$ satisfies

$$
\begin{aligned}
P_{\gamma}\left\{\|v\|^{2}\right. & \left.\geq n\left[2 a^{2} M+2 \beta p+2 k\right] \mid u\right\} \\
& \leq\left[\left(1+k / \beta^{p}\right) \exp \left\{-k / \beta^{p}\right\}\right]^{n / 2}
\end{aligned}
$$

for every scalar $k>0$.

Proof:

The proof of this lemma involves only a slight modification of the proof of Lemma 8 in [3].

We can now state and prove Theorem 2A.

## Theorem 2A

Suppose that the class satisfies the conditions for model A. If $R$ is any positive number satisfying $R<\underline{C}_{\epsilon}$, and $G=\left[e^{R n}\right]=$ the greatest integer less than $e^{R n}$ then for the additive Gaussian noise
channel, there exists $G$ disjoint (decoding) sets $B_{i}, i=1,2, \ldots, G$ with $\bigcup_{i=1}^{G} B_{i}=R^{n p}$, $G$ transmitted sequences (code words) $u_{i}$ satisfying $\left\|u_{i}\right\|^{2} \leq M n$, and finite positive numbers $\tilde{\beta}, N, \theta$ such that

$$
P_{\gamma}\left\{B_{i}^{c} \mid u_{i}\right\} \leq \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+\theta\right) n\right\} \text { for all } A_{\gamma} \in \rho, i=1, \ldots, G
$$

Proof:

Since $R<\underline{C}_{\epsilon}$, then by the definition in Theorem 1A, we can find positve numbers $\tilde{\beta}, \theta$ such that
$R+21 \theta<\sup _{S \in X}{\underset{M}{P}}^{\inf _{\gamma} \in b} \log _{e}\left|I+A_{\gamma} S_{\gamma}^{\prime} / 2 \tilde{\beta}\right|^{1 / 2}-\epsilon^{2} / 2 \tilde{\beta}$

Let $\hat{R}$ denote the first term on the right hand side of this inequality. We will first consider the case where consists of only a finite number $L_{\eta}$ of elements and denote such a class by $\ell^{\prime}$ '. With the conditions imposed on $\ell^{\prime}$ and $\int_{\mathrm{M}}^{\mathrm{p}}$, the product set ( $S, A_{\gamma^{\prime}}$ ) of all $S \in \mathcal{X}_{M}^{p}$ and $A_{\gamma^{\prime}} \epsilon^{\prime} b^{\prime}$ is a conditionally compact set with respect to the usual metric for $R^{p^{2}} \times R^{p^{2}}$. Because of this fact and the continuity of the determinant and $\log _{e}$ functions it follows that there exists a scalar $\xi, \quad 0<\xi<M$ and $\hat{S} \in \int_{M}^{p}$ with trace of $\hat{S}=M-\xi$ such that

$$
\log _{e}\left|I+\frac{1}{2 \tilde{\beta}} A_{Y} \hat{S} A_{\gamma}^{\prime}\right|^{1 / 2} \geq \hat{R}-\theta \quad \text { for all } A_{\gamma} \in \mathscr{C}^{\prime}
$$

We let S be the covariance matrix for the transmitted vectors $x_{i}$ and $\tilde{\beta} I$ be the covariance matrix of the noise vectors $z_{i}$ in the stochastic model described earlier in this section. Apply Lemma $l$ to this stochastic model by choosing $G=\left[e^{R n}\right], E=U_{M}^{p}=\left\{u \mid\|u\|^{2} \leq M n\right\}$, $\alpha=\left(R+\epsilon^{2} / 8 \tilde{\beta}+5 \theta\right) n, \delta=\left(\epsilon^{2} / 8 \tilde{\beta}+5 \theta\right) \mathrm{n}$. As a consequence of this lemma we know that there exists $G$ transmitted sequences $u_{i}$ in $U_{M}^{P}$ and $G$ disjoint sets $B_{i}, \bigcup_{i=1}^{G} B_{i}=R^{n p}$ such that

$$
P_{\gamma}\left\{B_{i}^{c} \mid u_{i}\right\} \leq \Delta \quad \text { for all } i=1, \ldots, G \text { and all } \gamma=1,2, \ldots, L_{\eta} \text {, }
$$

where

$$
\begin{aligned}
\Delta\left[1-L_{\eta} P\left\{\|u\|^{2} \geq M n\right\}\right] & \leq L_{\eta} e^{R n}\left[\exp \left\{-\left(R+\epsilon^{2} / 8 \tilde{\beta}+5 \theta\right) n\right\}\right] \\
& +\sum_{\gamma=1}^{L_{\eta}} P_{\gamma}\left\{J_{\gamma}(u, v) \leq\left(R+2 \epsilon^{2} / 8 \tilde{\beta}+10 \theta\right) n\right\} \\
& +L_{\eta}^{2}\left[\exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+5 \theta\right) n\right\}\right]
\end{aligned}
$$

We now proceed to show that $\Delta \leq \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+3 \theta\right) \mathrm{n}\right\}$ for n greater than some finite number $\mathrm{N}_{0}$.

Notice that there exists a number $\mathrm{N}_{1}<\infty$ such that

$$
\begin{aligned}
\mathrm{L}_{\eta}[\exp & \left.-\left(\epsilon^{2} / 8 \tilde{\beta}+5 \theta\right) \mathrm{n}\right]=\frac{1}{3} \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+5 \theta\right) \mathrm{n}+\log _{\mathrm{e}}\left(3 \mathrm{~L}_{\eta}\right)\right\} \\
\leq & \frac{1}{3} \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+4 \theta\right) \mathrm{n}\right\} \text { for } \mathrm{n} \geq \mathrm{N}_{1}
\end{aligned}
$$

Likewise, there exists a number $N_{2}<\infty$ such that

$$
L_{\eta}^{2} \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+5 \theta\right) n\right\} \leq \frac{1}{3} \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+4 \theta\right) n\right\} \text { for } n \geq N_{2}
$$

Using Lemma 3 we see that there exists an $\mathrm{N}_{3}<\infty$ such that for $\mathrm{n} \geq \mathrm{N}_{3}$, the following string of inequalities is valid.

$$
\begin{aligned}
& \text { L } \\
& \sum_{\gamma=1}^{\eta} P_{\gamma}\left\{J_{\gamma}(u, v) \leq\left(R+2 \epsilon^{2} / 8 \tilde{\beta}+10 \theta\right) n\right\} \\
& \leq \sum_{\gamma=1}^{L_{\eta}} P_{\gamma}\left\{J_{\gamma}(u, v) \leq\left(\hat{R}-\epsilon^{2} / 2 \tilde{\beta}-21 \theta+\epsilon^{2} / 4 \tilde{\beta}+10 \theta\right) n\right\} \\
& \leq \sum_{\gamma=1}^{L_{\eta}} P_{\gamma}\left\{J_{\gamma}(u, v) \leq\left(\log _{e}\left|I+A_{\gamma} \hat{S}_{\gamma} A_{\gamma}^{\prime / 2} \tilde{\beta}\right|^{1 / 2}-10 \theta-\epsilon^{2} / 4 \tilde{\beta}\right) n\right\} \\
& =\sum_{\gamma=1}^{L_{\eta}} P_{\gamma}\left\{J_{\gamma}(u, v) \leq\left. n \log _{e}\left|I+A_{\gamma} \hat{S} A_{\gamma}^{\prime}\right| \tilde{\beta}\right|^{1 / 2}\right. \\
& -\mathrm{n}\left(\frac{1}{2} \log _{e}\left[\left|I+A_{\gamma} \hat{\mathrm{S}}_{\gamma}^{\prime} / \tilde{\beta}\right| /\left|I+\mathrm{A}_{\gamma} \hat{\mathrm{S}}^{\prime} \mathrm{A}_{\gamma}^{\prime} / 2 \tilde{\beta}\right|\right]\right. \\
& \left.\left.+10 \theta+\epsilon^{2} / 4 \tilde{\beta}\right)\right\} \\
& \leq L_{\eta} \exp \left\{-n\left[\frac{t}{2} \log _{e}\left(\left|I+A_{\gamma} \hat{S} A_{\gamma}^{\prime} / \tilde{\beta}\right| \quad /\left|I+A_{\gamma} \hat{S} A_{\gamma}^{\prime} / 2 \tilde{\beta}\right|\right)\right.\right. \\
& +\frac{1}{2} \log _{e}\left(\left|I+\left(1-t^{2}\right) A_{Y} \hat{S}_{Y} A_{\gamma}^{\prime} / \tilde{\beta}\right| /\left|I+A_{\gamma} \hat{S}_{\gamma}^{\prime} / \tilde{\beta}\right|\right) \\
& \left.\left.+10 t \theta+t \epsilon^{2} / 4 \tilde{\beta}\right]\right\} \quad \text { for all } 0<t \leq 1 \\
& \leq L_{\eta} \exp \left\{-n\left[\frac{1}{4} \log _{e}\left(\left|I+A_{Y} \hat{S}_{Y} A_{\gamma}^{\prime} / \tilde{\beta}\right| /\left|I+A_{Y} \hat{S}_{\gamma}^{\prime} / 2 \tilde{\beta}\right|\right)\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{2} \log _{e}\left(\left|I+\frac{3}{4} A_{\gamma} \hat{S} A_{\gamma}^{\prime} / \tilde{\beta}\right| /\left|I+A_{\gamma} \hat{S}_{\gamma}^{\prime} / \tilde{\beta}\right|\right. \\
& \left.\left.+5 \theta+\epsilon^{2} / 8 \tilde{\beta}\right]\right\} \\
& \Rightarrow_{1} L_{\eta} \exp \left\{-n\left[\frac{1}{4} \log _{e}\left(\left|I+\frac{3}{4} A_{\gamma}^{\prime} \hat{\mathrm{S}} \mathrm{~A}^{\prime}{ }_{\gamma} / \tilde{\beta}\right|^{2} /\left|I+\frac{1}{2} \mathrm{~A}_{\gamma} \hat{\mathrm{S}}^{\prime} \mathrm{A}_{\gamma} / \tilde{\beta}\right|\left|I+\mathrm{A}_{\gamma} \hat{\mathrm{S}} \mathrm{~A}_{\gamma}^{\prime} / \tilde{\beta}\right|\right)\right.\right. \\
& \left.\left.+5 \theta+\varepsilon^{2} / 8 \tilde{\beta}\right]\right\} \\
& \leq L_{\eta} \exp \left\{-n\left(\varepsilon^{2} / 8 \tilde{\beta}+5 \theta\right\} \leq \frac{1}{3} \exp \left\{-n\left(\varepsilon^{2} / 8 \tilde{\beta}+4 \theta\right)\right\}\right.
\end{aligned}
$$

Thus, for $n \geq \max \left(N_{1}, N_{2}, N_{3}\right)=N_{4}$,

$$
\Delta\left[1-L_{\eta} P\left\{\|u\|^{2} \geq M n\right\}\right]<\exp \left\{-n\left(\varepsilon^{2} / 8 \tilde{\beta}+4 \theta\right)\right\}
$$

Applying Lemma 4 we can bound the bracketed term on the left as follows:

$$
\begin{aligned}
1-L_{\eta} P\left\{\|u\|^{2} \geqslant M n\right\} \geqslant 1-L_{q} \exp \{- & {[M /(M-\xi)-1} \\
& \left.\left.-\log _{e} M /(M-\xi)\right] \frac{n}{2}\right\}
\end{aligned}
$$

Since $\log _{e} x<x-1$ for $x \neq 1$, there exists a constant $\infty>\omega>0$ such that

$$
1-L_{q} P\left\{\|u\|^{2} \geqslant \operatorname{Mn}\right\} \geqslant 1-L_{n} \exp \left\{-\omega_{n}\right\}
$$

Hence, there exists a constant $\mathrm{N}_{5}<\infty$ such that for $\mathrm{n} \geqslant \mathrm{N}_{5}$,

$$
1-L P\left\{\|u\|^{2} \geqslant M n\right\} \geqslant 1-\exp \left\{-\frac{1}{2} \omega n\right\}>0
$$

$$
\text { We now have that for } n \geqslant \max \left(N_{4}, N_{5}\right)=N_{6} \text {, }
$$

$$
\begin{aligned}
\Delta & <\exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+4 \theta\right) n\right\} /\left[1-\exp \left\{-\frac{1}{2} \omega_{n}\right\}\right] \\
& =\exp \left\{-\left(\epsilon^{2} / 8 \vec{\beta}+4 \theta\right) n+\log _{e}\left[1 /\left(1-\exp \left\{-\frac{1}{2} \omega_{n}\right\}\right)\right]\right\}
\end{aligned}
$$

$$
\leqslant \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+4 \theta\right) n+\exp \left\{-\frac{1}{2} \omega_{n}\right\} /\left(1-\exp \left\{-\frac{1}{2} \omega_{n}\right\}\right)\right\}
$$

Thus, there exists a finite number $N_{7} \geqslant \mathrm{~N}_{6}$ such that for $\mathrm{n} \geqslant \mathrm{N}_{7}$,

$$
\Delta<\exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+3 \theta\right) n\right\}
$$

and hence Theorem 1B is proved for the case where $C$ is a finite set.

If $C$ is not finite, we can pick a finite subset $C^{\prime}$ of $C$ such that given any number $\eta>0$, for every $A_{\gamma} \in C$ there is an $A_{\gamma^{\prime}} \in C^{\prime}$ with the property that $\left\|A_{\gamma}-A_{\gamma}\right\| \leqslant \eta$. This follows from the observation that a bounded subset of $\mathbb{R}^{p^{2}}$ is totally bounded. We now proceed to show that if

$$
\begin{aligned}
P_{\gamma^{\prime}}\left\{B_{i}^{c} \mid u_{1}\right\}<\exp \{- & \left.n\left(\epsilon^{2} / 8 \widetilde{\beta}+3 \theta\right)\right\} \text { for all } n \geqslant N_{7}, \\
& \text { all } 1=1, \ldots, G \text { and all } A_{\gamma^{\prime}} \in C^{\prime},
\end{aligned}
$$

then there exists a finite number $N, N \geqslant N_{7}$ such that

$$
\begin{array}{r}
P_{\gamma}\left\{B_{1}^{c} \mid u_{1}\right\}<\exp \left\{-n\left(\epsilon^{2} / 8 \tilde{\beta}+\theta\right)\right\} \text { for all } n \geqslant N, \\
\text { all } 1=1, \ldots, G \text { and all } A_{\gamma} \in C .
\end{array}
$$

Define the set $F$ by $F=\left\{v \mid\|v\|^{2} \leqslant n c\right\}, C=2 a^{2} M+$ $2 \tilde{\beta} p+2 k$, where $k$ is a number that will be selected later. We see that for all $k>0$,

$$
\begin{aligned}
& P_{\gamma}\left\{B_{1}^{c} \mid u_{1}\right\}=P_{\gamma}\left\{\left(B_{i}^{c} \cap F\right) \cup\left(B_{i}^{c} \cap F^{c}\right) \mid u_{1}\right\} \\
& \leqslant P_{\gamma}\left\{B_{i}^{c} \cap F \mid u_{i}\right\}+P_{\gamma}\left\{F^{c} \mid u_{1}\right\} \quad \text { for all } 1=1, \ldots, G \\
& \text { and all } A_{\gamma} \in C
\end{aligned}
$$

Using Lemmas 5 and 6 we se that

$$
\begin{aligned}
P_{\gamma}\left\{B_{i}^{c} \mid u_{i}\right\} \leqslant P_{\gamma}\{ & \left.B_{i}^{c} \cap F \mid u_{i}\right\} \exp \left\{n(\sqrt{M C}+a M) \| A_{\gamma}-A_{\gamma} \mid V \widetilde{\boldsymbol{\beta}}\right\} \\
& +\left[\left(1+k / \tilde{\beta}^{P}\right) \exp \left\{-k / \tilde{\boldsymbol{\beta}}^{P}\right\}\right]^{n / 2}
\end{aligned}
$$



$$
+\left[\left(1+k / \tilde{\beta}^{p}\right) \exp \left\{-k / \tilde{\beta}^{p}\right\}\right]^{n / 2}
$$

Notice that $\left(1+k / \tilde{\beta}^{p}\right) \exp \left\{-k / \tilde{\beta}^{\rho}\right\}$ can be made rbitrarily small by choosing $k$ large enough. Choose $k$ so that this term is less than $\frac{7}{2} \exp \left\{-\epsilon^{2} / 8 \tilde{\beta}+\theta\right\}$ and choose $\quad \eta \geqslant\left\|A_{\gamma}-A_{\gamma}\right\|$ to satisfy $(\sqrt{M C}+a M) \eta / \tilde{\beta}<\theta$. Hence there exists an finite number $N$, such that $N>N_{7}$ and

$$
P\left\{B_{1}^{c} \mid u_{1}\right\} \leqslant \exp \left\{-n\left(\epsilon^{2} / 8 \tilde{\beta}+2 \theta\right)\right\}+\left(\frac{1}{2}\right)^{n} \exp \left\{-n\left(\epsilon^{2} / 8 \tilde{\beta}+\theta\right)\right\}
$$

$\leqslant \exp \left\{-n\left(\epsilon^{2} / 8 \tilde{\boldsymbol{\beta}}+\theta\right)\right\}$
for all $n \geqslant N, i=1, \ldots, G$, and all $A_{\gamma} \in P$.

This completes the proof of Theorem 2A. We will now relate the maximum probability of error as in Theorem 2A to the minimum distance between the total images of the transmitted sequences through Theorem 3A which follows.

## Theorem 3A

If there exists $G$ disjoint (decoding) $\operatorname{sets} B_{1}$, $\bigcup_{i=1}^{G} B_{i}=\mathbb{R}^{n p}, G$ transmitted sequences $u_{i}$ satisfying $\left\|u_{i}\right\|^{2} \leqslant M n$, constants $\alpha>0$ and $0<N<\infty$, and noise covariance matrix $\tilde{\beta} I$ such that $P_{\gamma}\left\{B_{i}^{c} \mid u_{i}\right\}<e^{-\alpha n}$ for all $n \geqslant N, 1=1,2, \ldots, G$ and for all $A_{\gamma} \in C$, then given any positive number $b$ there exists a number $N_{0}=$ $N_{0}$ (b) satisfying $N \leqslant N_{0}<\infty \quad$ such that

$$
\hat{a}=\inf _{i \neq j} a_{i j}>\sqrt{8 \alpha \tilde{\beta} n /(1+b)} \quad \text { for } n \geqslant N_{0}
$$

(Recall that $d_{i j}=\inf \|z-w\| \quad$ where the infimum is taken over all $z \in \bigcup_{A_{j} \in C}^{n}{ }_{\gamma}^{n} u_{i}, w \in \bigcup_{A_{\gamma} \in C} A_{j}^{n} u_{j}$.)

Proof:
Let $u_{k}$ be any one of the transmitted sequences in the statement of the theorem. Let $u_{c}$ be any other such sequence. Given any positive number $\delta$, we can choose points

$$
\begin{gathered}
A_{\hat{\gamma}}^{n} u_{c}, A_{\tilde{\gamma}}^{n} u_{k} \text { so that }\left\|A_{\hat{\gamma}}^{n} u_{c}-A_{\tilde{\gamma}}^{n} u_{k}\right\|<d_{k, c}+\delta \\
\text { Define the set } D_{c, k} \text { as follows: } \\
D_{c, k}=\left\{v\left\|v-A_{\hat{\gamma}}^{n} u_{c}\right\| \leqslant\left\|v-A_{\hat{\gamma}}^{n} u_{k}\right\|\right\}
\end{gathered}
$$

See figure 1 for a symbolic sketch of $D_{c, k}$. Notice that

$$
\begin{aligned}
& \text { if } v \in D_{c, k}, p_{\hat{\gamma}}\left(v \mid u_{c}\right) \geqslant p_{\tilde{\gamma}}\left(v \mid u_{k}\right) \text { since } \\
& \begin{aligned}
p_{\gamma}(v \mid u) & =\exp \left\{-\frac{1}{2 \widetilde{\beta}}\left(v-A_{\gamma}^{n} u\right)^{\prime}\left(v-A_{\gamma}^{n} u\right)\right\} /(2 \pi \tilde{\beta})^{P / 2} \\
& =\exp \left\{-\frac{1}{2 \widetilde{\beta}}\left\|v-A_{\gamma}^{n} u\right\|^{2}\right\} /(2 \pi \tilde{\beta})^{P / 2}
\end{aligned}
\end{aligned}
$$

Therefore $P_{\hat{\gamma}}\left\{F \mid u_{c}\right\} \geqslant P_{\hat{\gamma}}\left\{F \mid u_{k}\right\}$ if $F C D_{c, k}$. Thus we have that

$$
\begin{aligned}
& P_{\tilde{\gamma}}\left\{D_{c, k} \mid u_{k}\right\}=P_{\dot{\gamma}}\left\{D_{c, k} \cap B_{k} \mid u_{k}\right\}+P_{\tilde{\gamma}}\left\{D_{c, k} \cap B_{k}^{c} \mid u_{k}\right\} \\
& \leqslant P_{\hat{\gamma}}\left\{D_{c, k} \cap B_{k} \mid u_{c}\right\}+P_{\tilde{\gamma}}\left\{D_{c, k} \cap B_{k}^{c} \mid u_{k}\right\} \\
& \leqslant \quad P_{\hat{\gamma}}\left\{B_{k} \mid u_{c}\right\}+P_{\tilde{\gamma}}\left\{B_{k}^{c} \mid u_{k}\right\} \\
& \leqslant P_{\hat{\gamma}}\left\{B_{c}^{c} \mid u_{c}\right\} \\
& \leqslant 2 e^{-\alpha n}
\end{aligned}
$$



Figure 1 : A symbolic sketch of $D_{c, k}$.

Since the noise is spherically symmetric. by the definition of $D_{c, k}$ we have that

$$
\begin{aligned}
P_{\tilde{\gamma}}\left\{D_{c, k} \mid u_{k}\right\} & =\int_{w>\left(d_{w, ~}+\delta\right) / 2} \exp \left\{-w^{2} / 2 \tilde{\beta}\right\} /(2 \pi \tilde{\beta})^{\frac{1}{2}} d w \\
& =\int_{w>} \exp \left\{-w^{2} / 2\right\} /(2 \pi)^{\frac{1}{2}} d w, w \text { is a scala ar } \\
& \text { variable. }
\end{aligned}
$$

So, we have that

$$
\begin{aligned}
& \int \exp \left\{-\frac{1}{2} w^{2}\right\} /(2 \pi)^{\frac{1}{2}} d w \leqslant 2 \exp \{-\alpha n\} \\
& w>\left(d_{k, c}+\delta\right) / 2 \sqrt{\tilde{\beta}}
\end{aligned}
$$

From this expression we can see that as $n$ increases, $d_{k, c}$ must become unbounded. Now, since $\lim _{w \rightarrow \infty} w e^{-b w}=0$, for any scalar $b>0$, we can find a finite positive number $N_{0}=$ $N_{0}(b), N_{0} \geqslant N$ such that for $n \geqslant N_{0}$,

$$
\begin{aligned}
& \quad \int_{w>\left(d_{k, c}+\delta\right) / 2 \sqrt{\tilde{\beta}}} \exp \left\{-\frac{1}{\frac{1}{2}} w^{2}\right\} /(2 \pi)^{\frac{1}{2}} d w \geqslant \int_{w>\left(d_{k, c}+\delta\right) / 2 \sqrt{\beta}} 2 w(1+b) \exp \left\{-\frac{1}{4}(1+b) w^{2}\right\} d w \\
& =2 \exp \left\{-(1+b)\left(d_{k, c}+\delta\right)^{2} / 8 \tilde{\beta}\right\}
\end{aligned}
$$

Hence,

$$
(1+b)\left(d_{k, c}+\delta\right)^{2} / 8 \tilde{\beta}>\alpha n \text { for } n \geqslant N_{0}
$$

and

$$
d_{k, c}>\sqrt{8 \alpha \tilde{\beta} n /(1+b)}-\delta
$$

Since $N_{0}$ does not depend on $\delta, k, c$ and these numbers are arbitrarily chosen,

$$
a_{k, c}>\sqrt{8 \propto \tilde{\beta} n /(1+b)} \quad \text { for all } k \neq c
$$

and hence, $\quad \hat{d}>\sqrt{8 \alpha \tilde{\boldsymbol{F}} n /(1+b)}$
This completes the proof of Theorem 3A.
Proof of Theorem 1A
We now combine theorems 2 A and 3 A to prove Theorem 1 A . That is, given any number $R$ satisfying $0<R<\underline{C}_{\epsilon}$, we show that $R$ is an attainable $\epsilon$-rate of transmission for $C$. If $0<R<\underline{C}_{\epsilon}$, by Theorem $2 A$ there exist $G=\left[e^{R n}\right]$ transwitted sequences $u_{1} \in U_{M}^{p}$ of length $n, G$ disjoint (decoding) sets $B_{i}, \bigcup_{i=1}^{G} B_{1}=\mathbb{R}^{n p}$ and finite numbers $\tilde{\beta}, N, \theta$ such that $P_{\gamma}\left\{B_{i}^{c} \mid u_{1}\right\} \leqslant \exp \left\{-\left(\epsilon^{2} / 8 \tilde{\beta}+\theta\right) n\right\}$ for all $i=1, \ldots, G$, $n \geqslant N$ and all $A_{\gamma} \in \mathcal{C}$.

Using Theorem $3 A$ with these $B_{i}^{\prime} s, u_{i}^{\prime} s$, and $\tilde{\beta}$, and choosing $\alpha=\epsilon^{2} / 8 \tilde{\beta}+\theta, b=8 \tilde{\beta} \theta / \epsilon^{2}$ we have that there exists a finite number $N_{0}, N_{0} \geqslant N$, such that

$$
\begin{aligned}
\hat{d} & =\inf _{i \neq j} d_{i, j}>\sqrt{8 \alpha \tilde{\beta} n /(1+b)} \\
& =\sqrt{8\left(\epsilon^{2} / 8 \tilde{\beta}+\theta\right) \tilde{\beta} n /\left(1+8 \tilde{\beta} \theta / \epsilon^{2}\right)} \\
& =\sqrt{\epsilon^{2} n}=\epsilon \sqrt{n}
\end{aligned}
$$

Hence, $R$ is an attainable $\epsilon$ - rate of transmission for $C$, and Theorem 1A is proven.

## B. The Discrete Infinite Dimensional Case

The results of this section depend critically on Theorem 1A. In fact, we will show that the infinite dimensional model can be approximated arbitrarily closely by the finite dimensional model because of the assumptions imposed on the class $C$ and the form of the model.

In order to state the results precisely, some further notation must be introduced. Let $S$ denote an infinite dimensional covariance matrix and define the set $\mathcal{S}_{m}^{\infty}$ by $f_{m}^{\infty}=\{S$ |trace $S \leqslant M, S$ an infinite dimensional covefiance matrix $\}$. Since $S \in \mathcal{S}_{M}^{\infty}, A_{\gamma} S A_{\gamma}^{\prime}$ is a symmetric positive semi-definite matrix and we will let $\lambda_{1}^{\gamma} \geqslant \lambda_{2}^{\gamma} \geqslant$ $\ldots \geqslant 0$ denote the eigenvalues of $A_{\gamma} S A_{\gamma}^{\prime}$.

For any matrix $B=\left\{b_{i j}\right\}$ and positive integer $k$, let $k_{B}=\left\{k^{b_{i j}}\right\}$ be the matrix given by $k_{i j}=b_{i j}$ if $i \leqslant k, j \leqslant k$ and $k_{i j}=0$ otherwise. For $S \in \mathcal{S}_{M}^{\infty}$ and $A_{\gamma} \in C$ we denote the eigenvalues of ${ }^{k_{A}}{ }_{\gamma}{ }_{S}{ }^{k_{A}} A_{\gamma}$ by $\lambda_{1}^{\gamma, k} \geqslant \lambda_{2}^{\gamma, k} \geqslant \ldots \geqslant 0$. Note that ${ }_{S}^{k} \in \gamma_{M}^{\infty}$. To show that the infinite dimensional model can be approximated orbitracily closely by a finite dimensional model we need the following lemma.

## Lemma 7

Let $S \in \mathcal{X}_{M}^{\infty}$ be a fixed diagonal matrix i.e. if $s=\left\{s_{i j}\right\}$ then $s_{i j}=0$ for $1 \neq j$. Then for each
$\theta>0, \sigma^{2}>0$, there exists $k_{0}=k_{0}\left(\theta, \sigma^{2}\right)<\infty$ such that for all $k \geqslant k_{0}$ and for all $A_{y} \in C$

$$
\left|\frac{1}{2} \sum_{i=1}^{\infty} \log _{e}\left(1+\lambda_{i}^{\gamma} / \sigma^{2}\right)-\frac{1}{2} \sum_{i=1}^{\infty} \log _{e}\left(1+\lambda_{i}^{\infty x} / \sigma^{2}\right)\right| \leqslant \theta
$$

Proof: This is just a restatement of Lemma 11 of [3].

We are now prepared to state and prove the main resuit of this section, Theorem 1B.

## Theorem 1B

For the class $C$ of channels satisfying the conditions of model $B$,

$$
\begin{aligned}
& c_{\epsilon} \geqslant \underline{C}_{\epsilon}=\sup _{\beta>0}\left\{\begin{array}{l}
\sup _{S \in \mathcal{D}_{M}^{\infty}} \inf A_{\gamma} \in e
\end{array}\right. \\
& \left.-\varepsilon^{2} / 2 \beta\right\}
\end{aligned}
$$

## Proof:

If $\underline{C}_{\in}$ is less than zero, there is nothing to prove since $C_{\epsilon} \geqslant 0$. Hence, assume ${\underset{G}{\epsilon}}>0$ in what follows.

Choose any number $R$ satisfying $0<R<{\underset{C}{C}}$. By the definition of $\underline{C}_{\epsilon}$, there exist $\theta>0$ and $\tilde{\beta}>0$ such that
$\sup _{S \in \int_{M}^{\infty}} \inf A_{\gamma} \in C$ 亲 $\sum_{i=1}^{\infty} \log _{e}\left(1+\lambda_{i}^{y} / 2 \tilde{\beta}\right)-\epsilon^{2} / 2 \tilde{\beta}$

$$
>R+3 \theta
$$

From the definition of sup we see that there exists S $\in \mathscr{S}_{M}^{\infty}$ such that if $\lambda_{1}^{\gamma} \geqslant \lambda_{2}^{\gamma} \geqslant \ldots \geqslant 0$ are the eigenvalues of $A_{\gamma} \underline{S} A_{\gamma}^{\prime}$ then

$$
\frac{1}{2} \sum_{i=1}^{\infty} \log _{e}\left[\left(1+\lambda_{i}^{\gamma} / 2 \tilde{\beta}\right)-\varepsilon^{2} / 2 \tilde{\beta}>\mathrm{R}+2 \theta\right.
$$

for all $A_{\gamma} \in C$.

We can choose an appropriate basis for the transmitted and received spaces so that $\underline{S}$ is diagonal. We note that the matrix representation of a channel relative to this new basis may be different, but this does not change the value of the eigenvalues of $A_{\gamma}$ SA $_{\gamma}^{\prime}$. Using Lemma 7 we see that there exists a $k_{0}$ such that for $k \geqslant k_{0}$, the following inequalities are valid.
$\frac{1}{2} \sum_{i=1} \log _{e}\left(1+\underline{\lambda}_{i}^{\gamma, \alpha} / 2 \tilde{\beta}\right)-\varepsilon^{2} / 2 \tilde{\beta}>R+\theta \quad$ for all $\quad A_{\gamma} \in \ell_{0}$
and hence
$\sup _{S \in \mathcal{S}_{M}^{\infty} \inf _{A_{d} \in C}}^{\frac{1}{2}} \sum_{i=1}^{K} \log _{e}\left(1+\lambda_{i}^{L K} / 2 \tilde{\beta}\right)>R+\theta$

The $\lambda_{i}^{\gamma, k}$ are the eigenvalues of the matrix ${ }^{k} A_{\gamma}^{k} S^{k} A_{\gamma}^{\prime}$ which is effectively a k - dimensional matrix. If we
consider the $k \times k$ submatrices of ${ }^{k_{A}}, A_{z} \in C$ formed from the first $k$ rows and columns, we see that this class of submatrices, call it $C_{k}$, is bounded. Likewise if we consider the corresponding $k \times k$ submatrices formed from the ${ }^{k}{ }_{S}$ 's $s \in \mathcal{D}_{m}^{\infty}$ we see that this class of submatrices is just $\delta_{m}^{k}$. Thus, from Theorem 1A, we can see that $R$ is an attainable $\boldsymbol{\epsilon}$ - rate of transmission for the class $C_{x}$. This means that for the class of channels $C_{k}$ there exists a sequence $n$ with $\lim _{l \rightarrow \infty} n_{l}=\infty$, and $G\left(n_{l}\right)$ transmitted sequences $u_{j}$ $\in U_{M}^{k}$ of length $n_{l}$ such that $\hat{a}=\inf _{i \neq j} a_{1, j} \geqslant \epsilon \sqrt{n_{l}}$ and $\lim _{l \rightarrow \infty} \frac{1}{n_{l}} G\left(n_{l}\right)=R$.

With this fact, let us now show that $R$ is an attainable $\epsilon$ - rate of transmission for the infinite dimensional channel C. Suppose that $u_{i}=\left(x_{11}, x_{12}, \ldots, x_{i n_{k}}\right), 1=1,2, \ldots, G\left(n_{k}\right)$ is a set of transmitted sequences which yield the $\epsilon$ - attainable rate $R$ for $e_{k}$. Choose $\hat{x}_{1 j}=\left(x_{1 j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right.$, $\left.x_{1 j}^{k}, 0,0, \ldots\right)$ as the transmitted vectors for the class of channels $C$ and let $\hat{u}_{1}=\left(\hat{x}_{11}, \hat{x}_{12}, \ldots, \hat{x}_{\text {in }}\right), i=1,2, \ldots G\left(n_{l}\right)$ be the transmitted sequences for the class of channels $C$. Notice that $\hat{u}_{1} \in U_{M}^{\infty}$ and that $A_{\gamma} \hat{x}_{i j}={ }^{k_{A_{\gamma}}} \hat{x}_{1 j}$. Thus, the distances $d_{i, j}$ for $C_{k}$ are the same as the distances $d_{i, j}$ for $C$ and hence $\hat{d}>\in \sqrt{n_{\ell}}$. It follows that $R$ is an $\epsilon$ - attainable rate for $\mathcal{C}$. Since $R$ is arbitrary except that $0<R<\underline{G}_{6}$, we see that $C_{\in} \geqslant \underline{C}_{\in}$.

## C. The Continuous Time Case

Just as we obtained results for the discrete infinite dimensional model by approximating it by a finite dimensional model, we can obtain results for the continuous time model by approximating it with a discrete infinite dimensional model. In order to do this, some further notation is necessary.

Let $L_{p}$ denote $L_{p}(-\infty, \infty)$ for $1 \leqslant p \leqslant \infty$ where $L_{p}(a, b)$ is the space ${ }_{\wedge}$ complex valued functions such that the p-th power of its magnitude is Lebesque integrable on the interval ( $a, b$ ). $L_{p}(T)$ will denote $L_{p}(-T, T)$, for $1 \leqslant p \leqslant \infty$. If $f \in I_{p}$ or $L_{p}(T)$, then $\|f\|_{p}$ denotes the norm of $f$ in that space. If $f, g \in L_{2}$ or $L_{2}(T)$, their inner product is written as $(f, g)$. An operator on a space $X$ is a continuous linear transformation of $X$ into itself. $P_{T}$ is to denote the projection operator on $L_{p}, 1 \leqslant p \leqslant \infty$ defined by

$$
\begin{aligned}
\left(P_{T} x\right)(t) & =x(t),|t| \leqslant T \\
& =0 \quad,|t|>T \quad \text { for all } x \in I_{p} .
\end{aligned}
$$

If $f \in L_{2}(T) \cap L_{1}(T)$ then for each $T<\infty$, a compact operator $F_{T}$ on $L_{2}(T)$ is given by

$$
\left(F_{T} x\right)(t)=\int_{-T}^{T} f(t-\tau) x(\tau) d \tau,-T \leqslant t \leqslant T
$$

We also have that $f$ defines an operator $F$ on $I_{2}$ given by
the convolution

$$
(F x)(t)=\int_{-\infty}^{\infty} f(t-\tau) x(\tau) d \tau \quad,-\infty<t<\infty(*)
$$

With a slight abuse of notation we identify the operators $F_{T}$ and $P_{T} F P_{T}$. If $f$ has finite memory (ice. $f(t)=0$ for $|t| \geqslant \delta$ ) then

$$
P_{T} F=P_{T} F P_{T+\delta} \quad \text { and } \quad F P_{T}=P_{T+\delta} F P_{T}
$$

If $A$ is an operator on $L_{2}(T)$ or $L_{2}$ then $A^{*}$ will denote its adjoint which is defined by

$$
(x, A y)=\left(A^{*} x, y\right) \text { for all } x, y \in L_{2}(T) \text { or } L_{2}
$$

If $A$ is a compact symmetric operator, its trace $\operatorname{Tr}(A)$, is defined if the sum of the eigenvalues of $A$ converges, and is equal to that sum.

Throughout this section, $C$ will denote the class of channel operators which satisfy the assumptions of model $C$. $C_{\delta}$ will denote the class of finite memory operators obtained from $C$ by truncating the kernels of the operators in $C$, is.

$$
\begin{gathered}
C_{\delta}=\left\{h_{\gamma, \delta} \mid h_{\gamma, \delta}(t)=h_{\gamma}(t) \text { for }|t| \leqslant \delta, h_{\gamma, \delta}(t)=0\right. \\
\text { otherwise, } \left.h_{\gamma} \in C\right\}
\end{gathered}
$$

$C_{\delta}$ also satisfies the conditions for model $C$. We will let $s$ denote the covariance function of a stationary stochastic process with the additional property that $s \in L_{1}$. By known properties of positive semi - definite functions (see e. $\mathbb{C}$. [8], Th. 9) it follows that $\tilde{s} \in L_{1} \cap L_{\infty}$ and hence there exists a number $\Delta$ such that $|\tilde{s}(\nu)|<\Delta^{1}$. $\mathcal{X}_{M}^{<}$will denote the set of such covariance functions which satisfy

$$
\int_{-\infty}^{\infty} \underset{s}{\infty}(\nu) d \nu=M
$$

For each $T<\infty, h_{\gamma, \delta} \in C_{\delta}$ and $s$ as above, let us define the operators $H_{\gamma, T}=P_{T} H_{\gamma} P_{T}, \quad S_{T}=P_{T} S P_{T}$ where $H_{\gamma}$ and $S$ are defined in terms of $h_{\gamma, \delta}$ and $s$ as in equation (*). $H_{\gamma, T}$ is then a compact operator and so the positive semidefinite operator

$$
W_{\gamma, T}=P_{T} H_{\gamma} P_{T} S P_{T} H_{\gamma}^{*} P_{T}=H_{\gamma, T} S H_{\gamma, T}^{*}
$$

is also compact. Finally we define

$$
Q_{\gamma, T}=P_{T} H_{\gamma} S H_{\gamma}^{*} P_{T}=P_{T} \frac{Q P_{T}}{}
$$

$Q_{\gamma, T}$ is compact by virtue of the fact that $Q_{\gamma}=H_{\gamma} \mathrm{SH}_{\gamma}^{*}$ is a convolution operator with kernel in $L_{2}$. Then, $q_{\gamma} \in L \cap L_{2}$ and its Fourier transform is

$$
\left.\tilde{q}_{\gamma}(\nu)=\mid \tilde{h}_{\gamma, \delta} \nu\right)\left.\right|^{2} \tilde{s}(\nu)
$$

${ }^{1}$ If $f \in L_{1}$, its Fourier transform denoted by $\tilde{f}$ is given by $\tilde{f}(\nu)=$ $\int_{-\infty}^{\infty} f(t) e^{i \pi \nu t} d t$.
which also belongs to $L_{1}$ since $\tilde{s}(\nu)$ is bounded.
We will denote the eigenvalues of $Q_{\gamma, T}, W_{\gamma, T}$ by $q_{\gamma 1}(T) \geqslant q_{\gamma_{2}}(T) \geqslant \ldots \geqslant 0$ and $w_{\gamma_{1}}(T) \geqslant w_{\gamma 2}(T) \geqslant \ldots \geqslant 0$ res pectively. For convenience we now state three facts which will be essential in proving the main result of this section, Theorem 10 .

## Lemma 8

Let $g$ be a continuous monotone-increasing real valued function on the real number which satisfies $g(0)=0, g(x) \geqslant k_{1} x$ in a neighborhood of 0 for some $0<k_{1}<\infty$, and $|g(x)-g(y)| \leqslant k|x-y|$ for all $x, y$ \& $R$ and some $0<k<\infty$. Define the functions $q_{T}: C_{\delta} \rightarrow \mathbb{R}$ and $w_{T}: e_{\delta} \rightarrow \mathbb{R} \quad$ by
and

$$
q_{T}\left(h_{\gamma, \delta}\right)=2^{\frac{1}{T}} \sum_{i=1}^{\infty} g\left(q_{\gamma 1}(T)\right)
$$

and

$$
w_{T}\left(h_{\gamma, \delta}\right)=\frac{1}{2 T} \sum_{i=1}^{\infty} g\left(w_{\delta i}(T)\right)
$$

Then,

uniformly for $h_{\gamma, \delta} \in C_{\delta}$
11) $\lim _{T \rightarrow \infty}\left(w_{T}\left(h_{\gamma, \delta}\right)-q_{T}\left(h_{r, \delta}\right)\right)=0$

$$
\text { uniformly for } h_{\gamma, \delta} \in e_{\delta}
$$

$$
\text { 111) } \begin{aligned}
\lim _{T \rightarrow \infty} w_{T}\left(h_{\gamma, \delta}\right)= & \int_{-\infty}^{\infty}{ }_{g}\left(\left|\tilde{h}_{\gamma, \delta}(\nu)\right|^{2} \tilde{s}(\nu)\right) d \nu \\
& \text { uniformly for } h_{\gamma, \delta} \in C_{\delta}
\end{aligned}
$$

Proof:
This lemma follows directly from Lemmas 4 and 5 of [4].

## Lemma 9

Let $C_{\delta}$ be defined as before and let $\beta$ be any positive number. Then,

$$
\begin{aligned}
& \lim _{T \rightarrow \infty} \quad \frac{1}{2 T} \sum_{i=1}^{\infty} \log _{e}\left(1+w_{z i 1}(T) / \beta\right) \\
&= \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma, \delta}(\nu)\right|^{2} \tilde{s}(\nu) / \beta\right) d \nu \\
& \text { uniformly over } C_{\delta} .
\end{aligned}
$$

## Proof:

Note that the function $g(x)=\log _{e}(1+x / \beta)$ satisfies the assumptions of Lemma 8.

## Lemma 10

Let $C$ satisfy the conditions for model $C$. Then given any positive number $\beta$, any $\tilde{s}(\nu) \in \mathcal{\delta}_{m}^{c}$ and any positive number $\theta$ there exists a finite number $\delta$ such that

1) $\mid \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma, \delta}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) d \nu$

$$
\begin{gathered}
-\int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) d \nu \mid<\theta \\
\text { for all } h_{\gamma} \in C
\end{gathered}
$$

ii)

$$
\left\|\tilde{h}_{\gamma}-\tilde{h}_{\gamma \delta}\right\|_{2}=\left\|h_{\gamma}-h_{\gamma}\right\|_{2}<\frac{\theta}{\sqrt{2 M}} \text { for all } h_{\gamma} \in \mathcal{C}
$$

Proof:
Since $s \in L_{\infty}$, there exists a constant $\Delta$ such that $|\tilde{s}(\nu)|<\Delta<\infty$ for all $\nu$. Recall that $\left\|h_{\gamma}\right\|_{2} \leqslant a$ for all $h_{\gamma} \in C$ and that $C$ is conditionally compact. We therefore can find a finite positive number $\delta$ such that

$$
\left\|\tilde{h}_{\gamma}-\tilde{h}_{\gamma \delta \delta}\right\|_{2}=\left\|h_{\gamma}-h_{\gamma, \delta}\right\|_{2}<\min (\theta \beta / 3 a \Delta, \theta / \sqrt{2 M})
$$

For each $\nu$ define $\underset{-\gamma}{\tilde{h}}(\nu)=\max \left(\tilde{h}_{\gamma}(\nu), \tilde{h}_{\gamma, \delta}(\nu)\right)$. Thus,

$$
\left\|\tilde{h}_{\gamma}-\tilde{h}_{\gamma}\right\|_{2} \leqslant\left\|\tilde{h}_{\gamma, \delta}-\tilde{h}_{\gamma}\right\|_{2},\left\|\tilde{h}_{\gamma}-\tilde{h}_{\gamma, \delta}\right\|_{2} \leqslant\left\|\tilde{h}_{\gamma}-\tilde{h}_{\gamma, \delta}\right\|_{2}
$$

and $\left\|\tilde{h}_{\gamma}\right\|_{2}<2 a$ for all $h_{\gamma} \in C$

$$
\begin{aligned}
& \mid \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma, \delta}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) d \nu \\
&-\int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) \mathrm{d} \nu \mid \\
& \leqslant \mid \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{\hat{h}}_{\gamma}(\nu)\right|^{2 \sim} \tilde{s}^{\prime}(\nu) / 2 \beta\right) d \nu \\
&-\int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma, \delta}(\nu)\right|^{2 \tilde{s}(\nu) / 2 \beta) d \nu \mid}\right. \\
&+\mid \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{\hat{h}}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) d \nu \\
& \quad-\int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) \mathrm{d} \gamma \mid
\end{aligned}
$$

Let us examine the last term on the right.

$$
\begin{aligned}
& \mid \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{\tilde{s}}^{\prime}(\nu) / 2 \beta\right) d \nu \\
& -\int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) d \nu \mid \\
& \leqslant\left|\int_{-\infty}^{\infty} \log _{e}\left(1+\left[\left|\tilde{h}_{\gamma}(\nu)\right|^{2}-\left|\tilde{h}_{\gamma}(\nu)\right|^{2}\right] \tilde{s}(\nu) /\left[\underline{2} \beta+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu)\right]\right) d \nu\right| \\
& \leqslant\left|\int_{-\infty}^{\infty}\left[\tilde{s}(\nu)\left[\left|\tilde{h}_{\gamma}(\nu)\right|^{2}-\left|\tilde{h}_{\gamma}(\nu)\right|^{2}\right] /\left[2 \beta+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu)\right]\right] d \nu\right| \\
& \leqslant \frac{\Delta}{2 \beta}\left[\left\|\tilde{h}_{\gamma}\right\|_{2}^{2}-\left\|\tilde{h}_{\gamma}\right\|_{2}^{2}\right]
\end{aligned}
$$

$\leqslant \frac{\Delta}{2 \beta}\left[\left\|\tilde{\underline{h}}_{8}\right\|_{2}+\left\|\tilde{h}_{8}\right\|_{2}\right]\left[\left\|\tilde{\underline{h}}_{8}\right\|_{2}-\left\|\tilde{h}_{8}\right\|_{2}\right]$
$\leqslant \quad 3 a \Delta\left[\left\|\tilde{h}_{8}\right\|_{2}-\left\|\tilde{h}_{d}\right\|_{2}\right] / 2 \beta$
$\leqslant \frac{3 a \Delta}{2 \beta}\left\|\tilde{\underline{h}}_{\gamma}-\tilde{h}_{\gamma}\right\|_{2} \leqslant \frac{3 a \Delta}{2 \beta}\left\|\tilde{h}_{\gamma, \delta}-\tilde{h}_{\gamma}\right\|_{2}<\theta / 2$
The lemma follows from duplicating such arguments in bounding the other terms.

We can now state and prove Theorem 10

Theorem 10
Let $e$ be a class of channels satisfying the condiLions for model C. Then,

$$
\begin{gathered}
c_{\epsilon} \geqslant \underline{c}_{\epsilon}=\sup _{\beta>0}\left\{\sup _{s \in \mathcal{f}_{M}^{c}} \inf _{h_{\gamma} \in C} \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(\nu)\right|^{2} \tilde{s}(\nu) / 2 \beta\right) d \nu\right. \\
\\
\left.-\epsilon^{2} / 2 \beta\right\}
\end{gathered}
$$

Proof:
As before, we need only prove Theorem 10 for $\mathrm{C}_{4}>0$, hence assume that ${\underset{-}{G}}_{C_{6}}>0$ in what follows.

For any $R, 0<R<\underline{C}_{\epsilon}$, there exists a $\tilde{\beta}>0$ and a $\theta>0$ such that
$\sup _{s \in \mathcal{S}_{M}^{c}} \inf _{h_{\gamma} \in C} \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(v)\right|^{2} \tilde{s}(v) / 2 \tilde{\beta}\right) d \nu$

$$
-(\epsilon+2 \theta)^{2} / 2 \tilde{\beta}>R+4 \theta
$$

Furthermore, we can always find an $\tilde{s}_{0} \in \mathcal{X}_{M}^{c}$ such that

$$
\int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(v)\right|^{2} \tilde{s}_{0}(v) / 2 \tilde{\beta}\right) d \nu-(\varepsilon+2 \theta)^{2} / 2 \tilde{\beta}
$$

$$
>R+3 \theta
$$

$$
\text { for all } h_{\gamma,} \in \mathscr{b}
$$

For this choice of $\tilde{\beta}, \theta$, and $\tilde{\varepsilon}_{0}$, we see from Lemma 10 , that there exists a finite number $\delta$ such that
$\left\|\tilde{h}_{\gamma, \delta}-\tilde{h}_{\gamma}\right\|_{2}=\left\|h_{\gamma, \delta}-h_{\gamma}\right\|_{2}<\theta / \sqrt{2 M}$ for all $h_{\gamma} \in e$.

$$
\int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{x, \delta}(v)\right|^{2} \tilde{s}_{0}(v) / 2 \tilde{\beta}\right) d v
$$

$$
-(\varepsilon+2 \theta)^{2} / 2 \tilde{\beta}>\mathrm{R}+2 \theta
$$

$$
\text { for all } h_{\gamma, \delta} \in \mathcal{C}_{\delta}
$$

Using Lemma 9 we can see that there exists a $\hat{T}, 0<\hat{T}<\infty$ such that

$$
\begin{aligned}
& \mid \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma, \delta}(v)\right|^{2} \tilde{\mathrm{~s}}_{0}(v) / \tilde{\beta}\right) d v \\
& \left.\quad-\frac{1}{2(\hat{T}+\delta)} \sum_{i=1}^{\infty} \log _{\theta}\left(1+w_{\gamma, i}(\hat{T}) / \vec{\beta}\right) \right\rvert\,<\theta
\end{aligned}
$$

holds for all $\quad h_{\gamma, \delta} \in C_{\delta}$.
Using both these inequalities, it is obvious that

$$
\begin{aligned}
& \frac{1}{2} \sum_{i=1}^{\infty} \log _{e}\left(1+w_{\gamma, 1}(\hat{T}) / 2 \tilde{\beta}\right] \\
& \\
& -(\hat{T}+\delta)(\epsilon+2 \theta)^{2} / 2 \tilde{\beta} \\
& >(\hat{T}+\delta) R \quad \text { for all } h_{\gamma, \delta} \in C_{\delta} \quad
\end{aligned}
$$

and therefore that

$$
\begin{align*}
\sup _{s \in \mathcal{J}_{M}^{c}} \operatorname{lnf} & \left.\frac{1}{2} \sum_{h_{y, \delta} \in e_{\delta}}^{\infty} \log _{e}\left[1+w_{y, i}(\hat{T})\right) / 2 \tilde{\beta}\right] \\
& -(\hat{T}+\delta)(\epsilon+2 \theta)^{2} / 2 \tilde{\beta}>(\hat{T}+\delta) R \tag{t}
\end{align*}
$$

We now show how we can relate the continuous time problem to the infinite dimensional discrete time problem. Let $\left\{\varphi_{i} \mid 1 \leqslant 1<\infty\right\}$ be a complete orthonormal basis in
$L_{2}(T)$. Relative to this basis, the operators $P_{\hat{T}} H_{\gamma} P_{\hat{T}}$, $P_{\hat{T}} S P_{\hat{T}}$ and $P_{\hat{T}} H_{\gamma}^{*} P_{\hat{f}}$ have a representation as infinite dimensional matrices. (Recall that $H_{\gamma} i s$ the convolution operator with kernel $h_{d, \delta}$ ). We denote these matrices by $H_{\gamma, \hat{T}}, S_{\hat{T}}$ and $H_{\gamma, \hat{T}}^{*}$ respectively.

We note that $H_{\gamma, \hat{T}}^{*}$ is the transpose of $H_{\gamma, \hat{T}}$ and the collection $C_{\hat{\boldsymbol{T}}}$ of matrices $H_{\gamma, \hat{T}}$ form a conditionally compact set in the Hilbert-Schmidt norm. Notice also that $W_{\gamma, 1}(\hat{T})$ are the eigenvalues of $H_{\gamma, \hat{T}} \hat{T}^{H_{\gamma}}{ }_{\gamma, \hat{T}}^{*}$. Furthermore, $S_{\hat{T}}$ is an infinite dimensional covariance matrix and the trace of $S \hat{T}$ is less than or equal to $2 N \hat{T}$. Hence, $S_{\hat{T}} \in \mathcal{X}_{2 \pi \hat{T}}^{\infty}$.

From inequality ( $\dagger$ ) and Theorem $1 B$ we see that $R(\hat{T}+\delta)$ is an $(\epsilon+2 \theta) \sqrt{(\hat{T}+\delta)}$ attainable rate for $C_{\hat{T}}$. Hence, there exists a sequence $n_{k}, \lim _{x \rightarrow \infty} n_{k}=\infty$, and $G\left(n_{k}\right)$ transmitted signals $u_{1} \in U_{2 M \hat{T}}^{\infty}$ of length $n_{k}$ such that $\hat{d}=\inf _{i \neq j} d_{i, j} \geqslant(\epsilon+2 \theta) \sqrt{n_{k}(T+\delta)}$ and

$$
\lim _{k \rightarrow \infty} \frac{1}{\left(\frac{1}{T}+\delta\right) n_{k}} \log _{e} G\left(n_{k}\right)=R
$$

We now proceed to show that $R$ is an attainable $(\epsilon+2 \theta)$

- rate of transmission for $C_{\delta}$. Let $u_{j}=\left(x_{j 1}, x_{j 2}, \ldots\right.$, $\left.x_{j n_{K}}\right) \in U_{2 M T}^{\infty}$ be the transmitted sequences yielding the $R(\hat{T}+\delta)$ rate for $e_{\hat{T}}$. Corresponding to each vector $x_{i j}=\left(x_{i j}^{1}, x_{i j}^{2}, \ldots, \ldots\right)$ define the function $x_{i j}(t)$,
$-\hat{T} \leqslant t \leqslant \hat{T}$ by

$$
\begin{array}{rl}
x_{i j}(t)= & \sum_{k=1}^{\infty} x_{i j}^{k} \varphi_{k}(t) \quad i=1,2, \ldots, G\left(n_{k}\right) \\
j & 1,2, \ldots, n_{k}
\end{array}
$$

For $1=1,2, \ldots G\left(n_{k}\right)$ define the function $\hat{u}_{i}(t)$, $0 \leqslant t \leqslant 2 n_{k}(\hat{T}+\delta)$ by

$$
\hat{u}_{i}(t)=x_{i j}(t-\hat{T}-2(j-1)(\hat{T}+\delta)-\delta)
$$

for $2(j-1)(\hat{T}+\delta)+\delta \leqslant t \leqslant 2 j(\hat{T}+\delta)-\delta$,

$$
j=1,2, \ldots, n_{k},
$$

and $\quad \hat{u}_{i}(t)=0$ el sewhere.

Next define the functions $\left.u_{1}(t), \ldots, u_{G\left(n_{k}\right.}\right)(t)$ on the interval $-n_{k}(\hat{T}+\delta) \leqslant t \leqslant n_{k}(\hat{T}+\delta)$ by

$$
u_{i}(t)=\hat{u}_{i}\left(t+n_{k}(\hat{T}+\delta)\right.
$$

Notice from the construction of the functions $u_{i}(t)$, that $u_{1}(t) \in U_{M}^{n_{k}(t+\delta)}$ for all $1=1,2, \ldots, G\left(n_{k}\right)$. (See figure 2) Since $C_{\delta}$ has memory $\delta$, we see that $\hat{d}>(\epsilon+2 \theta) \sqrt{n_{k}(\hat{T}+\delta)}$ Thus, $R$ is an $(\epsilon+2 \theta)$-attainable rate for $C_{\delta}$. Recall however that $\delta$ was selected so that $\left\|h_{\gamma, \delta}-h_{\gamma}\right\|_{2}<\theta / \sqrt{2 M}$. If we use the same transmitted signals $u_{i}(t)$ for $C$, $\hat{d}=\inf _{i \neq j} d_{i, j}>\in \sqrt{n_{k}(\hat{T}+\delta)}$. Hence $R$ is an $\in$-rate for $C$. Since $R$ is arbitrary subject only to $0<R<\underline{C}_{\epsilon}$, Theorem 1C is proven.

III. UPPER BOUNDS FOR $C_{\epsilon}$

Upper bounds for $C_{\epsilon}$ have also been developed by Root [1] for the case where $C$ consists of a single point. or is a ball. For these upper bounds, Root again used variations of packing arguments. The inapplicability of such arguments when $C$ has a complex structure has been discussed in Section II. We will use a much simpler technique to obtain upper bounds. We relate the usual capacity theorems for Gaussian channels to the $\epsilon$ - capacity of such channels by a judicious choice of noise statistics.

Since the bounds for each of the three cases are derived using the same techniques, we will provide the details for only the continuous time case.

## Theorem 4A

If the class $e$ of channels satisfies the conditions of model $A$, then
$C_{\epsilon} \leqslant \bar{C}_{\epsilon}=\sup _{S \in \mathcal{D}_{M}^{p} \inf _{A_{\gamma} \in C} \quad \inf _{W \in \mathscr{}} \log _{e}\left[\left|W+A_{\gamma} S A_{\gamma}^{\prime}\right|^{\frac{1}{2}} /|W|^{\frac{1}{2}}\right]}$
where of $=\{W \mid W$ is a $p \times p$ covariance matrix and trace $\left.W<\frac{1}{4} \epsilon^{2}\right\}$

## Theorem 4B

If $e$ is a class of channels satisfying the conditions of model $B$, then
$C_{\epsilon} \leqslant \bar{C}_{\epsilon}=\sup _{S \in S_{m}^{\infty}} \inf _{A_{\gamma} \in C} \sum_{i=1}^{\infty} \operatorname{lnf}_{i}^{2}<\epsilon^{2} / 4, \frac{1}{2} \sum_{i=1}^{\infty} \log _{e}\left(1+\lambda_{i}^{\gamma} / \sigma_{i}{ }^{2}\right)$
Theorem 4C

If $C$ is a class of channels satisfying the conditions of model $C$ and in addition, there exists a finite positive number $\delta$ such that $h_{\gamma}(t)=0$ if $|t|>\delta$ for all $h_{\gamma} \in \mathbb{C}$ then,
$c_{\epsilon} \leqslant \bar{C}_{\epsilon}=\sup _{\tilde{s} \in \mathcal{S}_{M}^{s}} \inf _{h_{\gamma} \in C} \inf _{N(\nu) \in \lambda} \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\gamma}(\nu)\right|^{2}{ }_{\tilde{s}}(\nu) N(\nu)\right) d \nu$
where $\eta_{\epsilon}=\{N(v) \mid N(v)$ is the spectral density of a stationary Gaussian noise with

$$
\left.\int_{-\infty}^{\infty} N(v) d v<\epsilon^{2} / 8\right\}
$$

Proof:
Assume the contrary, that $\bar{C}_{\epsilon} \leqslant C_{\epsilon}$. Then there exists real numbers $\theta>0, \Delta>0$ and an $N(v) \in \mathcal{X}_{\in}$ such that $\int_{-\infty}^{\infty} N(\nu) d \nu=\epsilon^{2} / 8-\Delta$ and
$c_{\epsilon}>2 \theta+\sup _{\tilde{S} \in \mathcal{D}_{M}^{c}} \inf _{h_{\gamma} \in e^{-\infty}}^{\log _{-\infty}^{\infty}\left(1+|\tilde{h}(\nu)|_{\gamma}^{2} \tilde{s}(\gamma) / \tilde{N}(\nu)\right) d \gamma}$

There also exists an $\hat{h}_{\hat{\gamma}} \in e$ such that
$c_{\epsilon}>\theta+\sup _{\tilde{s} \in S_{M}^{c}} \int_{-\infty}^{\infty} \log _{e}\left(1+\left|\tilde{h}_{\hat{\delta}}(v)\right|^{2} \tilde{s}(v) / \underline{N}(v)\right) d v$
Let the second term on the right be denoted by $C$, then $C+\theta$ is an attainable $\epsilon-$ rate of transmission for $C$. That is, there is a sequence $T_{k}, \lim _{k \rightarrow \infty} T_{k}=\infty$ and $G\left(T_{k}\right)$ code words $u_{i}(t), u_{2}(t), \ldots, u_{G}(t)$ over $\left(-T_{k}, T_{k}\right)$ such that

$$
\lim _{k \rightarrow \infty} \frac{1}{T_{k}} \log _{e} G\left(T_{k}\right)=C+\theta
$$

and $\quad \hat{d} \geqslant \epsilon \sqrt{T_{k}}$ (i.e. $\left\|H_{\hat{\gamma}} u_{i}-H_{\hat{\gamma}} u_{j}\right\|_{2} \geqslant \epsilon \sqrt{T_{k}}$ for all $i \neq j)$

Now consider the statistical problem gotten by adding Gaussian noise $z(t)$ to $\left(H_{\gamma} x\right)(t)$, with the spectral density of $z(t)$ being $N(\sigma)$. Thus we have the following noisy channel :

$$
y(t)=\left(H_{\hat{\gamma}} x\right)(t)+z(t)
$$

Since $\hat{d} \geqslant \epsilon \sqrt{T}{ }_{k}$, there exist $G\left(T_{k}\right)$ disjoint sets $B_{i}$ such that

$$
B_{i} \supset\left\{v(t) \left\lvert\, \quad\left\|v-H_{\hat{\gamma}} u_{i}\right\|_{2}^{2}<\frac{3}{z} \epsilon^{2} T_{k}\right.\right\}
$$


$\epsilon$ - rate of transmission $C+\theta$. Let these signals, $u_{1}$




 nel with spectral density $\underline{N}(v)$ and channel operator $h_{\gamma}$. Notice however that $C$ is the channel capacity for such a
 rate. We therefore have that $C_{G} \leqslant \bar{C}_{\epsilon}$

The most obvious application of the estimates of sections II and III is to the situation where only rudimentary knowledge of the additive noise and channel operator of a communication channel is available. Suppose for example that we have a channel model which relates transmitted signals $x(t) \in U_{M}^{\top}$ to received signals $y(t)$ in the following way

$$
y(t)=\left(H_{\gamma} x\right)(t)+z(t) \quad, \quad-T \leqslant t \leqslant T
$$

where $H_{\gamma}$ is a convolution type of operator known only to belong to a class $C$ which satisfies the conditions of model $C$ and $z(t)$ is additive noise which satisfies the following condition:

$$
\lim _{T \rightarrow \infty} P\left\{\frac{1}{2 T} \int_{-T}^{T} z^{2}(t) d t>\epsilon\right\}=0
$$

Nothing else is known about $z(t)$. Then, $C_{f}$ will be a lower bound on the channel capacity for this model.

The 6- capacity can also be used to provide lower bounds on the channel capacity for certain classes of nonlinear and time varying channels. Suppose $N$ is a nonlinear, time varying operator which maps $L_{2}(T)$ into $L_{2}(T)$ for all $T>0$. Suppose there exists a class $C$ of

Iinear convolution operators which satisfies the assumptions of model $C$, such that for each $x \in U_{M}^{\top}$ there exists an $H_{\gamma} \in C$ for which

$$
\int_{-T}^{T}\left|\left(H_{r} x\right)(t)-(N x)(t)\right|^{2} d t<\cdot \epsilon^{2} T / 4 \text { for all } T>0
$$

Then, the $2 \in$ - capacity for this class $C$ is obviously a lower bound for the $\epsilon$ - capacity of the nonlinear time varying channel $N$.

Although we have derived bounds for the $\epsilon$ - capacity of quite general classes of channels, in many situations our bounds are better than those of Root even when $C$ consists of only a single operator. We will verify this by means of an example.

Consider a continuous time channel with $\tilde{h}(v)$
defined as follows

$$
\tilde{h}(\nu)=e^{-|\nu|}
$$

We will let $M=\frac{1}{2}$ and will assume, for convenience, that $\epsilon<1$. Root's lower bound for $C_{\epsilon}$ which we denote by $\underline{C}^{R}{ }^{\text {is }}$
$\underline{C}_{\epsilon}^{R}=2 \int_{|\tilde{h}(\nu)|>\epsilon / 2} \log _{e} 2|\tilde{h}(\nu)| / \epsilon d \nu-2 \log _{e} 2 \int_{|\tilde{h}(\nu)|>\epsilon / 2} d \nu$
and his upper bound $\bar{C}_{\epsilon}^{R}$ is

$$
\bar{c}_{\epsilon}^{R}=2 \int_{|\tilde{h}(\nu)|>\epsilon / 2^{\log _{e}} 2|\tilde{h}(\nu)| / \epsilon} d \nu+5 \log _{e} 2 \int_{|\tilde{h}(\nu)|>\epsilon / 2^{d \nu}}
$$

By making the appropriate calculations we see that

$$
\begin{aligned}
& {\underset{C}{C}}_{R}^{\mathrm{R}}=2 \log _{\mathrm{e}} 2 / \epsilon\left[\log _{\mathrm{e}} 2 / \epsilon-2 \log _{\mathrm{e}} 2\right] \\
& \overline{\mathrm{C}}_{\epsilon}^{\mathrm{R}}=2 \log _{e} 2 / \epsilon\left[\log _{e} 2 / \epsilon+5 \log _{e} 2\right]
\end{aligned}
$$

By applying Theorem IC with $\tilde{s}(\nu) \beta / 2 \epsilon^{2}-\beta e^{2|\nu|}$
for $|\nu|<1 / 2 \log _{e} 1 / 2 \epsilon^{2}, \tilde{s}(\nu)=0$ otherwise and $\beta=1 / 2\left[1 / 2 \epsilon^{2} \log 1 / 2 \epsilon^{2}-1 / 2 \epsilon^{2}+1\right]$, we see that

$$
\underline{C}_{\epsilon} \geq 1 / 2 \log _{e}^{2} 1 / 2 \epsilon^{2}-\log _{e} 1 / 2 \epsilon^{2}+1-2 \epsilon^{2}
$$

For $\epsilon=1 / 2, \quad \underline{C}_{\epsilon}^{R}=0$ but $\underset{\epsilon}{C} \geq .05$. Thus our lower bound is better than Root's in some instances.

By applying Theorem 4C with $N(\nu)=\epsilon^{2} / 16 / 4\left(1-\epsilon^{2} / 16\right) \log 2 / \epsilon$ for $|\nu|<\log 2 / \epsilon, N(\nu)=e^{-2|\nu|} / 4\left(1-\epsilon^{2} / 16\right) \log 2 / \epsilon$ for $|\nu| \geq \log 2 / \epsilon \quad$ and $\tilde{s}(\nu)=\frac{1}{4\left(1-\epsilon^{2} / 16\right) \log 2 \epsilon}-e^{2|\nu|} N(\nu)$ for $|\nu|<\log 2 / \epsilon, \tilde{s}(\nu)=0$ otherwise, we see that

$$
\overline{\mathrm{C}}_{\epsilon} \leq 2 \log _{\mathrm{e}} 2 / \epsilon\left[\log _{\mathrm{e}} 2 / \epsilon+2 \log _{\mathrm{e}} 2\right]
$$

which is less than $\bar{C}_{\epsilon}^{R}$ for all $\epsilon$.
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