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1 Introduction

Portable electronic equipment demands ultra-low-power hardware to maximize
system run-time. Perhaps the most effective way to reduce power dissipation
and maintain computational throughput is to operate each sub-system at its op
timum supply voltage and compensate for the resulting decrease in performance
by exploiting parallelism and pipelining [l]. This low-power design strategy as
sumes that the supply voltage is a free variable and can be set to any arbitrarily
low level with little penalty. Because general purpose batteries come in discrete
voltage levels which may not be optimal for a given circuit, a DC-DC converter
may be required to convert the battery source voltage to a higher voltage, a
lower voltage, or a voltage of inverse polarity. Consider, for example, the multi
media InfoPad terminal [2, 3, 4]. The custom hardware in the current InfoPad
terminal, including the RF transceiver, baseband circuitry, and speech, pen, and
text/graphics I/O chipset [5], is being designed to operate at each component's
optimum supply voltage to minimize its power consumption. Thus, a number
of low voltage (from 3 V to 1.1 V), low current (as low as 5 mA) DC power
supplies must be supported by a single battery source, requiring a number of
DC-DC converter outputs.

Voltage regulation as an interface between the battery source and load can
further enhance system run-time. A circuit may be designed such that its op
timum operating voltage is the end-of-life voltage of a specific cell, apparently
minimizing its power consumption without the use of a DC-DC converter. This
not only makes the circuit design challenging (the voltageof a typical AA-type



lithimum ion cell may vary by as much as ±20% of its nominal value throughout
its discharge), but because the cell discharge charactersitic is not flat, the circuit
will consume greater than its minimumoperating power from the cell through
out the majority of its discharge. If a DC-DC converter is inserted between the
cell and the load, and the converter's output voltage is maintained down to the
end-of-life cell voltage, the circuit will consume its minimum operating power
independent of the cell voltage, substantially extending system run-time (by as
much as 50% for a digital CMOS circuit powered by a single lithium ion cell).

Because energy is a scarce resource in battery-operated systems, DC-DC
converters must dissipate minimal energy to conserve battery capacity. In most
low-power hardware, unused circuitry is powered-down and gated clocks are
employed to reduce power consumption during idle mode [6]. Such techniques
may present severe load variations (up to several orders of magnitude), and the
system may idle for a large fraction of the overall run-time. This implies the
need for a high conversion efficiency not only under full load, but over a large
load variation. Furthermore, in the ultra-low-power applications common to
portable systems, the quiescent operating power (control power) of the regula
tor must be kept to an even lower level to ensure that it does not contribute
significantly to the overall dissipation. For example, a multimedia chipset has
been demonstrated in [5] which supports speech I/O, pen input and full motion
video, and consumesless than 5 mW at 1.1V. The control circuit for a converter
supplying this chipset must have substantially lower quiescent power.

The portability requirement places severe constraints on physical size and
mass. While high-efficiency DC-DC conversion can substantially improve sys
tem run-time in virtually any battery-operated application, this same enhance
ment ofrun-time may also be achieved by simply increasing the capacity ofthe
battery source. However, ifvoltage conversion is performed by highly-integrated
CMOS converters custom-designed to their individual loads, their volume will
typically be much smaller than the volume of the additional battery capacity
required to achieve the equivalent extension of run-time.

This document, which describes thedesign ofhighly-integrated custom CMOS
DC-DC converters, is organized as follows: Section 2 illustrates the enhance
ments to overall system run-time that can be achieved through DC-DC conver
sion. In Section 3, highly-integrated CMOS implementations of the three basic
non-isolated switching regulator topologies—buck, boost, and buck-boost—are
introduced. Since existing integrated circuit (IC) technology cannot provide
inductors or capacitors ofsuitable value and quality for power conversion, such
designs often require several off-chip reactive elements for energy storage and
filtering. These components will dominate the overall volume of the converter.
Thus, inSection 5, design techniques toreduce thephysical sizes ofthese compo
nents are shown. To compensate for the increase in dissipation associated with
converter miniaturization, several circuit design techniques which can improve
the efficiency of the converter aredescribed in Section 6. In Section 9, ultra-low
quiescent operating power pulse-width modulators areaddressed. Section 8 pro-
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Figure 1: Typical low-rate discharge characteristics for AA-type Nickel Cad
mium (NiCd), Nickel Metal Hydride (NiMH), and Lithium Ion (Li Ion) cells.
Data is approximated from [7].

vides an overview of issues related to physical design, including IC layout, issues
in magnetic component design, a brief survey of capacitor technologies, and an
overview of board-level assembly. Finally, in Section 10, alternative DC-DC
converters are introduced which may be useful in ultra-low-power applications
where voltage conversion or regulation is required, but magnetics design be
comes unmanagable.

2 Voltage Regulation Enhances System Run
time

Figure 1 shows typical low-rate battery discharge curves for three commer
cially available AA-type secondary battery sources: Nickel Cadmium (NiCd),
Nickel Metal Hydride (NiMH), and Lithium Ion (Li Ion). Consider a block of
throughput-constrained logic run directly from a NiMH cell and designed to
operate down to the end-of-life cell voltage. If the power consumption of the
logic is dominated by the dynamic component, and the circuitry is clocked at
a frequency /0.9 to meet throughput constrainsts at the minimum cell voltage
t;(g) = 0.9 V, then the circuitry will consume a minimum power at the end of
the usable cell life:

Pl-min = /0.9 •Ce// •0.9^. (1)
Here, Ce// is the effective switching capacitance (commonly expressed as the
product of a lumped physical capacitance and an activity factor [8]). However,
at other points q in the cell discharge characteristic v{q), the power consumption



of the circuitry is given by:

= /0.9 •c,„ •V^q) = (2)

At initial cell voltage, this is a factor of 2.78 times PL-min, and at nominal
cell voltage, a factor of 1.78 times PL-min- Thus, the load is seen to consume
greater than minimum power throughout the cell discharge without increased
throughput.

If a DC-DC converter with efficiency:

" =^ (3)
^tn

and zero dropout voltage is inserted between the battery and the load, and
the output of the converter is regulated to the end-of-life cell voltage, the logic
consumes PL-min independent of the cell voltage, and the power drawn from
the cell at any point q in its discharge characteristic is constant and equal to:

P(,) = ft:™". (4)
T) ^ '

In this section, a mathematical model is developed to estimate the impactof
DC-DC conversion onsystem run-time. This analysis considers analog circuitry
with supply-independent biasing and throughput-constrained digital CMOS cir
cuitry, and compares system run-time when these loads are run directly from
the battery source, and from the battery source at a minimum voltage through
a linear regulator or a switching regulator.

2.1 A Piecewise Linear Model to a Low-Rate Battery Dis
charge Curve

A piecewise linear model which approximates a typical low-rate cell discharge
curve is constructed in Figure 2. The battery discharge characteristic is de
scribed by its cell voltage «(?) after a charge, 9, has been delivered to the
load. At full capacity {q = 0), the cell has an initial voltage t;(0) = Vi. The
nominal cell voltage lies in the range V2 < v(q) < V3 from a delivered charge
Qi < g < Q2- At the end of its usable life (9 = the cell voltage drops
to v{Qa) = V4. The energy available in the cell at full capacity, Ea, is the
areaunder the entire discharge curve. Themean cell voltage (averaged over the
delivered charge, q) is v(g) = Ea/Qa- The system run-time, Ia, is found by
solving the following differential equation which governs the cell discharge at
any point q in the discharge characteristic:

9 = *(9). (5)
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Figure 2: A piecewise linear model of a typical low-rate cell discharge charac
teristic.

with the initial condition:

yielding:

5 = 0, < = 0,

rQA
r

tA =
Jo

2.2 Models for Battery Loading Conditions

Figure 3 shows the three loads considered in this analysis, (a) a constant current
load I, (b) a resistive load J?, and (c) a constant power load P, each attached
across the terminals of a cell whose discharge charactersitic ^(5) is described by
Figure 2.

In Figure 3a, the current drawn from the battery is constant and equal to
1. Thus, (7) yields:

tA = %. (8)
For the resistive load of Figure 3b:

i{q) =

dq

Kq)

f(g)
R '

(6)

(7)

(9)

and although integration of (7) provides a closed-form expression for , it proves
ungainly and provides little insight. However, if the simplifying assumption that
the mean load current, averaged over the system run-time (< € [0,<>i]) is equal
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Figure 3: Battery loading conditions: (a) a constant current load I, (b) a
resistive load R, (c) a constant power load P.

to the mean load current, averaged over the delivered charge {q GlO,Qyi]):

i{t) = ^ (10)
_ %)

R

is made, the expression for Ia is considerably more workable:

Qa ' R
tA =

v{q) (11)

Since the cell voltage t;(9) is relatively flat during the majority of the cell dis
charge, the approximation of (10) is valid for any ofthe discharge characteristics
of Figure 1, introducing an error of less than 0.5%.

In Figure3c, the load draws a constant power P from the cell, such that:

and:

«(9) = -frv{q)

_ __ Qa •v{q)
tA =

(12)

(13)

2.3 Case Study: An Analog Load with Supply-independent
Biasing

Analog circuitry with ideal supply-independent biasing draws a quiescent cur
rent /, independent of the voltage across its terminals.



Run directly from cell; (8) gives the baseline system run-time tAo-

tAc = (14)

Run through a linear regulator: In the idealized case, the linear regulator
has a dropout voltage of zero and a quiescent operatingcurrent which is negli
gible with respect to I (see Section 10.1). Thus, the supply may be regulated
to the minimum voltage, Vmin < which the load can operate, minimiz
ing its power consumption, and the quiescent current of the regulator may be
ignored. However, because the same current I drawn by the load flows through
the regulator, the power which is conserved by running the load at Vmin is dis
sipated in the regulator. (The dissipation in the regulator is I • [t>(g) —V^nin]-)
The battery still sources the current 7, and:

t/k

t
System run-time is neither enhanced nor diminished.

Run through a switching regulator: If the output is regulated to any Vmin
through a switching regulator with efficiency rj, the load consumes a constant
and minimum power. The power drawn from the cell is constant and equal to:

P = ^ —min 7•Vmin
~ rj ~ rj '

Substituting (16) into (13), and normalizing with respect to gives:

rj •Ea V• v(g)
^Ao Vmin ' Qa v„

(17)

2.4 Case Study: A Throughput-constrained Digital CMOS
Load

A throughput-constrained digital CMOS circuit whose power consumption is
dominated by its dynamic component, that is clocked at a frequency to
meet throughput constraints at the minimum voltage Vmin, and that has an ef
fective switching capacitance Cej/, may be modelled by an equivalent resistance
of value:

Run directly from cell: Substitution of (18) into (11) gives the baseline
system run-time:

u, = 24^, (19)
v{q)



Run through a linear regulator: If the load is run from the minimum
voltage Vmin at which throughput constraints are met, it consumes a constant
current:

/mm — ^min/ReJf (20)

which is sourced through the regulator from the battery source. This current
represents the minimum operating current of the load. Substitution of Imin in
(20) for I in (8), and normalization of the result to Iao yields:

— = = iSI (ou
iAo Vmin ' Qa Knin

Run through a switching regulator: At the minimum voltage Vmin, the
load consumes a constant power:

P — Pl-min = Knin//^e// (22)

which represents the minimum operating power of the load. The average power
drawn from the cell through the switching regulator is:

p _ PL-min __ Knm /t}0\

and:

Ia rjEl V-viqf
^Ao (Knin 'Qa)^ V^,-

2.5 Results

mtn

(24)

A factor that appears frequently in the above comparisons of system run-time
is the ratio of the mean cell voltage (averaged over the delivered charge, q) to
the minimum voltage required by the load. For convenience in summarizing the
results, the symbol /? is used for this ratio:

0 = (25)
*mtn

In terms of /?, Table 1 gives the run-time enhancement factor, K, for a linear
(constant-current) or digital CMOS (resistive) load, where K is the run-time
relative to the baseline run-time when the load is run directly from the battery
source,

(26)

Figure 4 shows the system run-timeenhancement for NiCd, NiMH, and Li Ion
cells loaded with analog and digital circuitry achieved by a linear regulator, and



Table 1: System Run-Time Enhancement.

Regulator type Constant-current (e.g. analog) load Resistive (e.g. digital) load

Linear K = 1 K^I3

Switching, K = v0 K =
efficiency tj

8 = 1.33 P>1.33

NiCd NiMH

P=1.26 n Analog Load
Linear Reg

LI Ion

Q Analog Load
DC-DC (ti=0.9)

Analog Load
DC-DC (n=i.O)

S3 Digital Load
Linear Reg

• Digital Load
DC-DC (n=0.9)

• Digital Load
DC-DC (n=1.0)

Figure 4: System run-times for analog and digital loads run from a linear regu
lator, and a 90% and 100% efficient DC-DC converter.

a 90% and 100% efficient DC-DC converter. Here, the output voltage of each
converter is maintained at the end-of-life cell voltage.

The results shown in Table 1 can be used to predict the benefits of different
regulation schemes for a variety of loads. A linear regulator produces no advan
tage in system run-time for a constant-current load (e.g. many analog circuits).
It should only be used if a stabilized voltage improves the performance of the
load circuitry. With a digital load, the linear regulator provides an improvement
by the factor Regeirdless of the load type, a switching regulator results in
a value of K which is that for a linear regulator, multiplied by an additional
factor r]0. As long as the efficiency of the regulator is high enough that 77/? > 1,
the switching regulator will give a longer run-time than a linear regulator.

The benefits of a switching regulator are greatest where 0 is large; that
is, where the minimum required load voltage is small compared to the average
battery voltage. This makes intuitive sense, since an unnecessarily high voltage
is wasteful of energy. With a load that is designed to run down to the end-of-life
cell voltage, the factor /? is only a function of the battery characteristic, and,
for the discharge characteristics of Figure 1, is 1.33 for NiMH or NiCd cells, and
1.26 for Li Ion. Note, however, that for a load with a minimum operating voltage



below the end-of-Iife voltage of its battery source, /? can be much higher. For
example, consider the low-power multimedia chipset introduced in [5]. If this
chipset, which can operate at a 1.1V minimum supplyvoltage, were run from a
Li Ion cell, /? would be 3.27. In this system, even a very low efficiency switching
regulator would be desirable—even with 31% efficiency, it would out-perform
an ideal linear regulator. Efficiency is still important, however—in all cases,
the run-time with a DC-DC converter is directly proportional to the efficiency
of the converter. In this example, with 90% efficiency, as is readily achieved
using the design techniques presented in Section 6, the system run-time would
be 9.64 times longer than if the chipset were run directly from the Li Ionbattery
source.

2.6 Converter Size vs. Extra Battery Size

While DC-DC conversion can significantly improve system run-time, this same
enhancement ofrun-time may also beachieved by simply increcising thecapacity
of the battery source. Thus, from a system design standpoint, it is important
to compare the volume required for the converter to the volume that would be
required for this additional battery capacity.

Suppose the run-time is enhanced by a factor K by the use of a DC-DC
converter. The volume of the converter needed to achieve this enhancement,
^Sdc-dc, may be estimated from thepower it supplies, PL-min, and itspower
density, Dpf^oc-Dcy-

ASdC-DC = PL-min/Dp(^dC-DC)' (27)

To improve system run-time by thesame factor K without using a converter,
the battery capacity would need tobe increased by the factor K. The resulting
incre£ise in battery volume is then

ASb = Sbo{K - I), (28)

where ASb is the volume of the additional battery capacity, and Sbo is the
initialbattery volume. The initial battery volume may be calculated from the
energy it stores at full capacity, Ea, and its volumetric energy density, DE(bat)'

Sbo = ^AlDE(bat)- (29)

The volume of the DC-DC converter is related to the load power, as illus
trated by (27), whereas the volume oftheadditional battery capacity is related
to the integral of the load power—the total energy consumed by the load over
the system run-time. These two quantities can only be compared by specifying
theenhanced run-time, fx- In thecase that a DC-DC converter isused, the load
on the battery is a constant power, Pi-min/V' Thus, Ea = PL-mintA/v- Sub
stituting this expression into (29), and the result into (28), gives the additional
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battery volume in terms of tA and PL-min-

ASb = .(£zi). (30)
^E(bat) V

Comparing the additional volume needed in each case,

^Sb _ Dp[DC-DC) • {K - 1)
^SdC-DC Dsihat) V

Conceptually, (31) compares the energy density ofthe battery (JDf;(jat)) to the
effective energy density of the converter—the factor Dp^dc-dc)^a gives the
energy handled by the converter per volume, and the factor {K —\)fr} corrects
this for the amount ofenergy savings the converter effects, relative to the amount
of energy it handles. Although the position of rj in (31) is at first counter
intuitive, recall that K is directly proportional to r}-, we may write K = Kqtj.
In terms of A'o then,

ASb _Dp{dc-dc) . (j. .
-Tq —n tA (Ko-l/r}). (32)ISbDC-DC i->E{hat)

Since A'o is equal to or (see Table 1), the ratio, (32), is seen to increase
with increasing efficiency, as expected.

Small Li Ion cells have an energy density up to 0.3 W-h/cm® [7]. Primarily
because of packaging volume, smaller converters have somewhat lower power
densities than standard commercial converters of 50-200W, but ultra-low-power
converters with power densities above 1 W/cm® can be achieved through the
use of the techniques discussed in Section 5. Using these power and energy
densities in conjuntion with (31), it is possible to evaluate the relative converter
or additional battery volume required for an equal extension of system run-time.

For example, again consider the system introduced in the previous subsec
tion. There, it was shown that a 90%efficient DC-DC converter with a regulated
1.1 V output can be used to enhance system run-time from a Li Ion source by
a factor of K = 9.64. For an 8 h target run-time, the volume required by 8.64
times more Li Ion capacity is roughly 256 times greater than that required by
the converter. If a shorter run-time is targeted, the additional battery volume
needed to achieve the same percentage of enhancement is smaller, but, because
its power handling requirements are unchanged, the volume of the DC-DC con
verter remains the same. Thus, for short run-times, adding battery capacity
requires less volume than adding a DC-DC converter. However, based on the
same factors of this example, for any run-time longer than two minutes, the
additional battery volume is still greater than the volume of the converter.

It may be concluded that, with the exception of systems designed for very
short run-times, enhancing system run-time by adding a DC-DC converter will
typically involve only a small increase in volume, much smaller than the increase
in battery volume that would be needed for the same increase in run-time.

11
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Figure 5: Block diagram of a pulse-width modulated (PWM) switching regula
tor.

3 Pulse-width Modulated DC-DC Converter Topolo
gies

The switching regulator shown in Figure 5 converts an unregulated battery
source voltage Vi„ to the desired regulated DC output voltage A single-
throw, double-pole switch chops Kn producing a rectangular wave having an
average voltage equal to the desired output voltage. A low-pass filter passes
this DC voltage to the outputwhile attenuating the AC ripple to an acceptable
value. Theoutput is regulated by comparing Vo to a supply- and temperature-
independent reference voltage, Vrej, and adjusting the fraction of the cycle for
which the switch is shorted to K„- This pulse-width modulation (PWM) con
trols the average value ofthe chopped waveform, and thus stabilizes theoutput
voltage against input, load, and temperature variations. Unlike a switched-
capacitor converter (see Section 10), a switching regulator has an efficiency
which approaches 100% as the components are made more ideal. In practice,
efficiencies above 75% are typical, and efficiencies above 90% are attainable.

There are several simple alternative arrangements oftheswitching and filter
components that can be used to produce an output voltage larger or smaller
than the input voltage, with the same or opposite polarity. Some of these will
be discussed below. However, many ofthe design issues are similar, sofirst one
topology, the step-down (buck) converter, will be discussed in more detail.

3.1 Buck Converter

The power train ofthe low-output-voltage buck circuit, which can produce any
arbitrary output voltage 0 < V® < Vin, isgiven in Figure 6. The basic operation
is as follows: The power transistors (pass device Mp and rectifier A/„) chop the
battery inputvoltage Vin to reduce the average voltage. Thisproduces a square
wave of duty cycle D and period T, = at the inverter output node, v®. A
typical periodic steady-state Vx(f) waveform isshown in Figure 7. Thischopped

12



Vin

Figure 6: Low-output-voltage buck circuit.
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Figure 7: Nominal periodic steady-state buck circuit waveform.

signal is filtered by the second-order low-pass output filter, Lj and Cj. In the
ideal case, the DC output voltage is given by the product of the input voltage
and the duty cycle:

K, = K n • D (33)

The switching pattern of Mn and Mp is pulse-width modulated, adjusting the
duty cycle of the rectangular wave at v®, and ultimately, the DC output voltage,
to compensate for input and load variations. The pulse-width modulation is
controlled by a negative feedback loop, shown in the block diagram of Figure 5,
but omitted from Figure 6 for simplicity. Some detail on PWM design is included
in Section 9.

3.1.1 Output Filter Design

In Figure 8, the rectangular wave of the inverter output node is applied to
the second order low-pass output filter of the buck circuit {Lj and C/), which
passes the desired DC component of Vx while attenuating the AC component to
an acceptable ripple value. Load Rl draws a DC current /<> from the output of
the filter. Figure 9 shows the nominal steady-state iLy(t) and Vo(/) waveforms
for a rectangular input Vir(/).

In order to achieve the large attenuation needed in a practical power circuit,
LfCf where w, = 27r/,, and /, is the switching frequency of the
converter. In this case, the filter components may be sized independently, using

13
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Figure 9: Nominal steady-state waveforms of the buck circuit output filter.

time domain analysis, rather than frequency domain analysis. Neglecting the
effects ofoutput voltage ripple {vo-ac -C Vx-Ac)i for a rectangular input with
period T,, the AC inductor current waveform is triangular with period T, and
peak-to-peak ripple A/ symmetric about theaverage load current lo. Thepeak-
to-peak current ripple may be found by integrating the AC component of the
v«(<) waveform over a fraction, D, ofone cycle, yielding:

A7 =

DT, Vx(t)

iLf(t)

Vo(t)

D {l-D) _
Ljh

Vo {l- D)
Ljfs

(34)

The output filter capacitor is selected to ensure that its impedance at the
switching frequency, including itsequivalent series resistance (ESR), issmall rel
ative to the load impedance. Thus, the AC component of the inductor current
flows into the filter capacitor, rather than the load. For many capacitor tech-

14



nologiesat frequencies above several hundred kilohertz, the resistive impedance
dominatesover the capacitive impedance. In high-current-ripple designs, a pri
mary design goal is to minimize ESR to reduce both output voltage ripple and
conduction loss (see below). For this reason, a high-Q capacitor technology,
such as multilayer ceramic chip capacitors, is typically used, and even at high
frequencies, ESR may be neglected in calculating output voltage ripple. Con
sidering only capacitive impedance, the peak-to-peak output voltage ripple may
be found through charge conservation. Assuming the AC inductor current flows
only into the filter capacitor:

AK =
A7 v; • (1 - D)

S'Cf'fs SLjCj-r;'

This output voltage ripple is symmetric about the desired DC output voltage
Vo, and, for the Ux(<) waveform shown in Figure 9, is piecewise quadratic with
period T,.

Equations (34) and (35) illustrate the two principle means of miniaturizing
a DC-DC converter. First, it can be readily seen that the values of filter induc
tance and capacitance decrease with /~^. Thus, a higher operating frequency
typically results in a smaller converter. Second, because the requirement of in
terest is output voltage ripple, it is the LjCj product, rather than the values
of the individual components, that is important. Through choice of a higher
current ripple, AJ, a lower filter inductance solution may be obtained, often
resulting in a smaller supply.

(35)

3.1.2 Buck Converter Efficiency

The power train of a low-output-voltage buck circuit, including parasitic capac
itance Cx, stray inductance L,, and drain-body diodes of the power transistors,
is shown in Figure 10. Listed below are the chief sources of dissipation that
cause the conversion efficiency of this circuit to be less than unity. In Section 6,
methods which reduce these losses are described.

Mn A

Vjn /q^Cin

^—I j^n 2̂ AA AA
•O

Figure 10: Low-output-voltage buck circuit.
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Conduction Loss: Current flow through non-ideal power transistors, filter
elements, and interconnections results in dissipation in each component:

Pq — irma ' P* (^6)

where iVms is the root mean squared current through the component, and R is
the resistance of the component.

Gate-Drive Loss: Raising and lowering the gate of a power transistor each
cycle dissipates an average power:

Pg — Eg ' fs> (37)

whereEg is directlyproportional to the gate energy transferred per cycle (which
can include some energy due to Miller effect), and includes dissipation in the
drive circuitry (see Section 6.5.4).

Capacitive Switching Loss: In a hard-switched converter, MOSFET Mp
charges parasiticcapacitance Cx to Vin each cycle, dissipating an average power:

Pc. = I c, •¥?„ •/„ (38)
where Cx includes reverse-biased drain-body junction diffusion capacitance Cm
and some or allof the gate-drain overlap (Miller) capacitance Cgd of the power
transistors, wiring capacitance from their interconnection, and stray capacitance
associated with Lj. In ultra-low-power monolithic converters, Cx may be domi
nated by pairasitics associated with the connection of an off-chip filter inductor,
which include a bonding pad, bond wire, pin, and board interconnect capaci
tance. In circuit topologies which do not recover the energy stored on Cx each
cycle through the inductor, the factor of 1/2 is removed from (38).

Short-Circuit Loss: A short-circuit path may exist temporarilybetween the
input rails during transitions. To avoid potentially large short-circuit losses, it
is necessary to provide dead-times in the conduction of the MOSFETs to ensure
that the two devices never conduct simultaneously.

Body Diode Reverse Recovery: If the durations of the dead-times are too
long, the body diode of the NMOS power transistor may be forced to pick up
the inductor current for a fraction of each cycle. When the PMOS device is
turned on, it must remove the excess minority carrier charge from the body
diode, dissipating an energy bounded by:

Prr — Qrr'Vfnj (39)

where Qrr is the stored charge in the body diode.
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Stray Inductive Switching Loss: Energy storage by the stray inductance
La in the loop formed by the input decoupling capacitor C,„ and the power
transistors causes dissipation.

Quiescent Operating Power: The PWM and other control circuitry con
sume power. In low-power applications, this control power may contribute sub
stantially to the total losses, even at full-load.

3.2 Other Toplogies

Two other basic configurations for PWM switching converters are the boost
converter (Figure 11), and the buck-boost converter (Figure 13). All three
basic topologies—buck, boost, and buck-boost—are similar in that they each
have two complementary switches and one inductor. Their conversion ratios
may all be adjusted by varying the duty cycle with frequency held constant.
They can all be derived from the same basic switching cell [9].

The boost converter produces output voltages K, > Vfn- A typical steady-
state Vx{t) waveform is shown in Figure 12. In one portion of the cycle, (1—D),
the NMOS device is on, and the input voltage is applied across L/, building
up current and thus storing energy in the inductor. When the NMOS switch
is turned off, the attempt to interrupt the current in the inductor causes the
voltage at node Vx to rise rapidly. The PMOS device is turned on at this point,
limiting the voltage produced by this inductive kick to the voltage on the output
capacitor. (If the PMOS device were not turned on, its drain-body diode would
short Vx to one diode drop above Vo.) During the fraction of the cycle, D,
that the PMOS device conducts, some of the energy stored in the inductor is
transferred to the output, along with additional energy flowing from the input.
The cycle then repeats.

Figure 11: Low-voltage CMOS boost circuit.

The boost converter may be considered a variation of the buck converter,
but with power flow from the lower voltage side to the higher voltage side. The
voltage at node Vx is a rectangular wave whose DC component is equal to the
input voltage. (It must be equal, as the average voltage across the inductor
must be zero for periodic steady state.) Thus, the input and output voltages
are related by
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Figure 12: Nominal steady-state Vx{t) boost circuit waveform.

Vin = Vo D, (40)

the same relation as for the buck converter, but with the input and output
terminals reversed.

Theoperation ofthe buck-boost converter (Figure 13) issimilar to that ofthe
buckconverter, in that the cycle starts with the input voltage applied across the
inductor, in this case through the PMOS device for a duration, DTg. However,
when the PMOS device is turned off, the voltage at Vx heads downward, and
the circuit produces an output voltage polarity opposite to that of the input
(Figure 14). The energy transferred to Cj during this portion, (1 - D), of
the cycle (while the NMOS device conducts) is only the energy stored in the
inductor, with none coming directly from the input. Setting the average voltage
across the inductor equal to zero allows the conversion ratio to be found:

D
~ 1 (41)

Note that this allows input voltages of smaller or larger magnitude than the
input, hence the name "buck-boost".

Figure 13: Low-voltage CMOS buck-boost circuit.

4 Power System Design Issues

In the design of a complete power system, the size and efficiency of different
converters within the system may be traded, and the relative merits of different
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Figure 14: Nominal steady-state Vx{t) buck-boost circuit waveform.

topologies may be considered in the selection of the battery source voltage.
Furthermore, resources such as oscillators and reference voltagesmay be shared
among components on the same die, and sub-system voltages may be utilized in
the design of each individual converter. When such system-level optimizations
are incorporated in the overall design, the resulting power system is likely to
be far superior to one consisting of a number of DC-DC converters designed
independently.

4.1 Converter Toplogy Selection

To minimize physical size and complexity, each converter topology may be cho
sen to minimize component count. The three basic topologies decribed above—
buck, boost, and buck-boost—each require two switches, two capacitors, and
one inductor—the minimum component count for a PWM DC-DC converter.
However, they are a small subset of the many DC-DC converter topologies that
have been proposed and that are used in practice. Other important classes
of converter topologies include transformer-coupled circuits and soft-switching
topologies, such as resonant converters. Although many of these topologies have
important advantages in some applications, transformer coupling is usually un
necessary in portable systems (see below), and soft-switching can be achieved
without the use of resonant techniques (Section 6.2). Thus the basic topologies
are appropriate, perhaps optimal, for most portable applications. The reader
is referred to [9], and the references contained therein, for more discussion of
other topologies.

In buck and boost converters, a fraction of the energy on Cj is supplied
directly from the input to the output, reducing the energy storage requirement
of the inductor, and thus, its physical size. In a buck-boost converter, because
none of the energy is transferred directly—it is transferred from the input into
the inductor, and then in a separate portion of the cycle, from the inductor
to the output, a larger inductor is typically needed in this circuit. Thus, the
buck and boost topologies are generally preferred. Because of its more severe
inductor requirements, a buck-boost topology should only be used for volt
age polarity inversion, or in applications which require both up-conversion and
down-conversion over the discharge of the battery source.
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4.1.1 IVansformer-Coupled Topologies

In discrete power conversion circuits, a transformer-coupled topology is often
desirable to accomplish conversion over a wide voltage ratio, because the turns
ratio in the transformer can produce most of the voltage ratio. This allows
switching patterns similar to those in a 1:1 converter, minimizing inductor re
quirements (and releodng the requirements for other components in a discrete
implementation). However, in a highly-integrated converter, the size of the
transformer would probably outweigh any size reductions that would result from
decreased inductor requirements. Thus, transformer-coupled circuits are likely
to be useful in portable systems only for special applications, and will not be
discussed further in this document. Special applications that could indicate
the useofa transformer-coupled circuit could include high voltage requirements
(e.g., for a display or backlight) andisolation. The reader is referred to [9], and
the references contained therein, for more details on these circuits.

4.2 Sharing Resources Between Converters

In general, as the size of a DC-DC converter is decreased through frequency
scaling (see Section 5.1), its losses increase. In a complete power system con
sistingof a number of DC-DC converters, frequency scaling may be used such
that the size and efficiency of different converters are traded, yielding the de
sired combination ofsmall overall size and total losses. For example, the power
supply with the highest-power requirement may be optimized for high efficiency
and reasonable size (with an operating frequency in the hundreds ofkHz), and
all supplies with lower-power requirements may be optimizedfor small size and
reasonable efficiency (with operating frequencies of1 MHz and above).

Furthermore, resources may be shared among different converters, particu
larly among converters which are integrated on the same die. Oscillators and
reference voltage generators are needed in the control loop ofany PWM DC-DC
converter. If these components are shared amongseveral converters, the overall
quiescent operating power and component count of the power system will be
reduced.

Finally, lower sub-system voltages can be used in the design of each indi
vidual converter. In Section 6.5, it will be shown that as the power transistor
gate-drive supply voltage, Vg is reduced, for Vg > Vj, total power transistor
losses, if optimized, decrease roughly as Thus, a low sub-system voltage
may be utilized as the gate-drive supply for each DC-DC converter in the power
system to reduce losses in each power train. A similar strategy may be used to
minimize the power consumption of the control circuitry (see Section 9).
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4.3 Effects of Conversion Ratio

The effect of conversion ratio on efficiency and component sizing can be an
important factor in selecting the battery source voltage. While predetermined
constraints may dictate the selection of battery voltage and converter output
voltage and thus determine the required conversion ratio, in the design of a
complete power system, there is often a choice of battery source voltage. In
general, a conversion ratio as close to 1:1 as possible minimizes the inductor
size. For example, in (34), it is shown that for a buck converter with a given
output voltage, the required inductor value is proportional to the complement
of the duty cycle, (1 —D). Thus, as the conversion ratio approaches 1:1, D
approaches one, and the value and physical size of the inductor approach zero.
Similarly, the inductor requirement in a boost converter approaches zero as the
conversion ratio approaches 1:1. In a buck-boost converter, a 1:1 ratio still
minimizes the inductor requirement, but the requirement does not approach
zero as the conversion ratio approaches 1:1.

Thus to minimize inductor size, the preferred battery voltage is as close as
possible to the desired output voltage, consistent with the constraint that, with a
buckconverter, the end-of-life battery voltagemust be abovethe requiredoutput
voltage. (For a boost converter, the constraint would be that the maximum
battery voltage must be below the required output voltage.)

Another important consideration for a CMOS converter implementation
which includes complementary switches is that P-channel devices are inherently
inferior to N-channel devices. On the basis of FET losses alone, it is desirable
to choose a conversion ratio which ensures that current is carried by the NMOS
device for a large fraction of the cycle. For example, consider the CMOS buck
topology drawn in Figure 6. For a given output voltage and current, the losses
in the power transistors .are minimized if the NMOS device carries the inductor
current for the majority of the cycle. This calls for a large conversion ratio, as
far from 1:1 as possible. With a 5:1 conversion ratio, for example, the PMOS
device will conduct for only 20% of the cycle, and its losses can be made small.

Thus, for conversion ratios near 1:1, it is desirable to reconfigure the buck
topology as shown in Figure 15. In this circuit, the NMOS device functions as
the pass device, and, for conversion ratios near 1:1, it will have the longer con
duction interval. Similar reconfigurations of the boost and buck-boost topologies
are possible to minimize losses at extreme duty cycles. Figure 16 plots filter in
ductance and FET losses versus conversion ratio for a buck circuit with fixed
K.

In a system requiring many unique voltages for different sub-systems, the
battery voltage should be selected as close as possible to the voltage at which
the most power is required, minimizing the size and maximizing the efficiency of
the converter supplyingthat voltage. The remainingconverter topologies would
then be chosen to accommodate that battery voltage.
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5 Converter Miniaturization

Since the portability requirement places severe constraints on physical size and
mass, the volume and mass ofa converter can be a critical design consideration.
This section introduces several design techniques that may be used to reduce
the size of a PWM DC-DC converter.

5.1 High Frequency Operation

As indicated by (34) and (35), there are inherent size and cost advantages
associated with higher frequency operation. The reactive filter components
are likely to be the major contributors to the volume of a highly-integrated
converter. For the same impedance, or l/(ju;,C), a higher switching
frequency, w,, enables the use of reactive components with smaller value and
smaller physical size. Ideally, the size of these components will decrease with
/~^. However, as will be described inSection 6.4, if the operating frequency of
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the circuit is increased, the sum of the losses in the power transistors and drive,
if optimized, will increase roughly with y/f^. Thus, the general relationship
between the size ofa DC-DC converter and its losses is asillustratedin Figure17.
Here, operating frequency is used as a free-running variable, and the sum of the
losses in the power transistors and drive is plotted against the volume of the
converter.
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Figure 17: General trends in power transistor losses vs. the size of a DC-DC
converter.

If the cost and volumeof the converter are decreased, additional space and
resources are left for a larger or better battery, compensating for lower conver
sion efficiency. The system requirements and battery characteristics will help
to determine which point on this curve is optimal for a specific application.

Higher-frequency operation is limited mainly by two factors: frequency-
dependent losses in the power train and controller, and diminishing returns
in the miniaturization of the filter components. In Section 6, circuit-level op
timizations are described which significantly reduce the frequency-dependent
losses in the power train, yielding a class of miniature yet highly efficient con
verters that are well-suited for portable applications. Frequency limitations in
inductive filter components will be addressed in Section 8.3.

5.2 High Current Ripple

Since the LjCf product determines the output voltage ripple in (35), the rela
tive size and cost of inductance versus capacitance should be considered in the
selection of these components. As the size, cost, and commercial availability
of low-voltage multilayer ceramic chip capacitors are often superior to those of
inductors, it is desirable to accomplish the majority of the filtering with the
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capacitor, allowing for the choice of a smaller-valued and smaller-sized induc
tor. This decision is restricted primarily by the increasing rms current in the
inductor, which circulates throughout the power train, increasing conduction
losses in proportion to tLj-rms'
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Figure 18: The effect of increased current rippleon the value of L/, the physical
size of I/, and

In Figure 18, the peak-to-peak inductor current ripple, A/, is varied, and
its effects on three key circuit parameters are shown. As illustrated by (34), the
value offilter inductance decreases with A/~^. However, the physical size ofLj
is roughly proportional to its peak energy storage, which in turn, is given by:

El, = + (42)

and is minimized for AJ = 2Io . If the inductor current is approximated as
a triangular AC waveform with peak-to-peak ripple AI superimposed on a DC
component, /©, then the rms current is:

^Lj—rms —\/'̂ o "k m) (43)

Although the preferred value of AI will depend slightly on the trade-off
between size and loss in a particular application, it can be concluded that a
peak-to-peak current ripple in the range /<, < A/ < 2Io is optimal for many
applications. For AI < Iq, the decrease in rms current due to ripple, and
the resulting decrease in loss, are insignificant. There is no obvious benefit for
AI > 2J«„ but this is advantageous for one mode of operation (see Section 6.2).
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5.3 High Integration

A completely monolithic supply (active and passive elements) would meet the
severe size and weight restrictions of a hand-held device. Because most portable
applications call for low-voltage power transistors, their integration in a stan
dard logic process is tractable. However, existing monolithic magnetics technol
ogy cannot provide inductors of suitable value and quality for efficient power
conversion [10]. Emerging magnetics technology may allow completely mono
lithic supplies (see Section 8), but currently, magnetics, capacitors, and silicon
circuitry are fabricated separately and assembled at the board level or in a
multi-chip module (MCM). The extent of integration is the use of a monolithic
silicon circuit, including all power transistors with their drive, and all control
circuitry.

Such a highly-integrated solution not only results in a more compact design,
it gives the designer more latitude in physical design and device sizing, allowing
application-specific optimizations which are likely to yield a more efficient con
verter. In addition, parasitics from both the active devices and interconnect may
be orders of magnitude loweron an IC than on a printed circuit board. Many of
the frequency dependent losses in a powercircuit increase in direct proportion to
the energystorage of these parasitics; thus, integration enables higherefficiency
at high operating frequencies than that obtained by a board-level solution.

6 Circuit Optimizations for High Efficiency

The chief mechanisms of dissipation in a low-output-voltage CMOS buck con
verter have been summarized in Section 3.1.2. In this section, design techniques
to eliminate, minimize, or reduce the dissipation due to these mechanisms are
described. While the following discussion is sometimes specific to the buck
circuit, all of the techniques presented here can be applied to maximize the
efficiency of boost and buck-boost type converters, each of which is typically
required in the power distribution scheme of a battery-operated system.

6.1 Synchronous Rectification

The focus of this document is low-voltage CMOS PWM converters, in which
the switching elements, modelled by the single-throw double-pole switch in the
block diagram of Figure 5, are implemented by complementary MOSFETS.
The more conventional implementation consists of one controlled switch and
one uncontrolled switch (a diode). The pure CMOS implementation allows an
important advantage.

Consider the conventionalbuck circuit of Figure 19. Even if all other lossesin
the circuit are made negligible, the maximumefficiency is limited by the forward
bias diode voltage, Vdiode- Since the diode conducts for a fraction (1—D) of the
switching period, the maximum efficiency this circuit can obtain is given by:
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For example, consider a conventionai buck circuit used to generate an output
voltage of 1.5 V from a single lithium ion cell. Even using the best low-voltage
Shottky diode with a forward dropof 0.3V, at the nominal cell voltage of Vin =
3.6 V, r}max is lower than 90%. With a silicon bipolar diode, Vdiode = 0.7 V,
and fjmax ~ 0.79.

Figure 19: Conventional buck circuit with pass device 51 and diode.

If the diode in Figure 19is replaced by an NMOS device which is gated when
the diode would have conducted {Mn in Figure 10), the forward drop can be
made arbitrarily small by making the device sufficiently large. In this way, the
NMOS device, used as a synchronous rectifier, can perform the same function
as the diodemoreefficiently. Assuming all other losses, including the gate-drive
for the synchronous rectifier, are still negligible, the maximum efficiency of the
low-voltage buck converter approaches unity.

6.1.1 Synchronous Rectifier Control

Although the synchronous rectifier may reduce conduction loss at low output
voltagelevels, it comes at the expense of an additional gate-drive signal and its
associated loss. In addition, as mentioned in Section 3.1.2,without proper con
trol of the rectifier, a short-circuit path mayexist temporarily between the input
rails during transients. In the rectifier control scheme described in Section 6.3,
the dead-times, which ensure that Mp and Mn never conduct simultaneously,
are adapted in a negative feedback loop to achieve nearly ideal zero-voltage
switched turn-on transitions of both power MOSFETs (see below).

6.2 Zero-Voltage Switching

When the low-voltage buck circuit of Figure 10 is hard-switched, it dissipates
power in proportion to as a result of the step charging of parasitic
capacitance Cx through a resistive path (Mp). In addition, it is likely to exhibit
either substantial short-circuit loss (if no dead-time is provided), or reverse
recovery loss (if a dead-time is provided). In a soft-switched circuit, the filter
inductor is used as a current source to charge and discharge this capacitance in
an ideally lossless manner, allowing additional capacitance to be shunted across
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Cx, slowing the inverter output node transitions. In this way, appropriate dead-
times may be set such that the power transistors are switched with Vds = 0,
eliminating all associated switching loss.

Figure 10 and Figure 20 show the low-voltage buck circuit and associated
periodic steady-state waveforms for ideal zero-voltage switchingoperation. The
soft-switching behavior is similar to that described in [11] and by other authors.

Mp on

Figure 20; Nominal periodic steady-state ZVS waveforms.

Assume that at a given time (the origin in Figure 20), the rectifier (Mn) is
on, shorting the inverter output node to ground. Since by design, the output is
DC and greater than zero, a constant negative potential is applied across Lj,
and is linearly decreasing. If the value of filter inductance is small enough,
the current ripple exceeds the average load (A/ > 2/o), and iij ripples below
zero. As illustrated in Section 5.2, for such a value of current ripple, the physical
size of the inductor is close to minimum.

If the rectifier is turned offafter the current reverses (and the PMOS device,
Mp, remains off), Lj acts approximately as a current source, charging the in
verter output node. To achieve a lossless low-to-high transition at the inverter
output node, the PMOS device is turned on when Vx = Vin- In this scheme, a
pass device gate transition occurs exactly when —0.

With the PMOS device on, the inverter output node is shorted to Vin • Thus,
a constant positive voltage is applied across Lf, and iij linearly increases, until
the high-to-low transition at Vx is initiated by turning Mp off. As indicated by
Figure 20, at this time, the sign of current ii^ is positive. Again, Lj acts as a
current source, this time discharging Cx- If the NMOS device is turned on with



Vx = 0, a lossless high-to-low transition of the inverter output node is achieved,
and Mn is switched at Vda^ = 0.

In this scheme, a form of soft-switching, the filter inductor is used to charge
and discharge all capacitance at the inverter output node (and supply all Miller
charge) in a lossless manner, allowing the addition of a shunt capacitor at Vx to
slow these transitions. Since the power transistors are switched at zero drain-
source potential, this technique is known as zero-voltage switching (ZVS), and
essentially eliminates capacitive switching loss. Furthermore, because the induc
tor current in a ZVS circuit reverses, if the body diode conducts for a portion
of the cycle, it turns off through a short circuit (rather than through a poten
tial change of K„), nearly eliminating the dissipation associated with reverse
recovery, a factor which might otherwise dominate switching loss, particularly
in low-voltage converters.

6.2.1 Design of a ZVS Buck Circuit

As discussed in Section 3.1.1, the inductor current waveform in a buck circuit
is assumed triangular with maximum and minimum values /<, -f (A/)/2 and
lo —(A7)/2 which are relatively constant over the entire dead-time. Under ZVS
operation, AJ > 2/o, allowing Lj to charge and discharge the inverter output
node between Vx = 0 and Vx — Vin. The ratio of these 0-100% soft-switched
transition times is given by the ratio of the magnitude of the currents available
for each commutation:

'•XH. (A/)/2 - h ^ ^
and approaches unity for large inductor current ripple. Here, r® indicates a
soft-switched inverter output node transition interval, with subscripts LH and
HL denoting low-to-high and high-to-low transitions, respectively. For a given
ripple A7, the maximum asymmetry in transition times occurs at full load.

Using (45), the inductor current ripple, A7, is chosen to limit the maximum
asymmetry in the durations of the soft-switched transitions to a reasonable
value. From this value of A7, 1/ is selected according to (34). Given specifica
tions on the maximum tolerable output voltage ripple, AV, the value ofCj is
then chosen using (35).

To slow the soft-switched transitions to durations for which dead-timesmay
be programmed or adjusted, extra capacitance is added at the inverter output
node. The total capacitance required to achieve a given low-to-high transition
time is approximately equal to

fi '''"LH ' (A7/2 —lo)Gx « . (46)
V in
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6.3 Adaptive Dead-Time Control

To ensure ideal ZVSof the power transistors, the periods when neither conducts
(the dead-times), must exactly equal the inverter output node transition
times:

~ ('^7)

In practice, it is difficult to maintain these relationships. As indicated by Fig
ure 20, the inductor current ripple is symmetric about the average load current.
As the average load varies, the DC component of the iij waveform is shifted,
and the current available for commutating the inverter output node is modified.
Thus, the inverter output node transition times are load dependent.

In one approach to soft-switching, a value of average load may be assumed,
yielding estimates of the inverter output node transition times. Fixed dead-
times are based on these estimates. In this way, losses are reduced, yet perhaps
not to negligible levels.

"fxHL :i±:'Cxhl:
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Figure 21: Non-ideal ZVS and its impact on conversion efficiency: (a) The
dead-time is too short, (b) The dead-time is too long.

In portable applications where battery capacity is at a premium, this ap
proach to soft-switching may not be adequate. To illustrate the potential haz
ards of fixed dead-time operation, Figure 21 shows the impact of non-ideal ZVS
on conversion efficiency through reference to a high-to-low transition at the
inverter output node. In Figure 21a, the dead-time is too short, causing the
NMOS device to turn on at Vda„ > 0, partially discharging C® through a resis
tive path and introducing losses. Since, as indicated by (46), shunt capacitance
with a value much larger than the intrinsic parasitics is typically added to slow
the soft-switched transitions in a ZVS circuit, this loss may be substantial. In
Figure 21b, the dead-time is too long, and the inverter output node continues
to fall below zero until the drain-body junction of Mn becomes forward biased.
In low-voltage applications, the forward-bias body diode voltage is a significant
fraction of the output voltage; thus, body diode conduction must be avoided
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for efficient operation. When the rectifier (Mn) turns on, it removes the excess
minority carrier charge from the body diode and charges the inverter output
node back to ground, dissipating additional energy.
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Figure 22: A conceptual representation of a dead-time adaptation scheme.

To provide effective ZVS over a wide range of loads, an adaptive dead-
time control scheme for a 1 MHz ZVS buck circuit has been outlined in [12].
Figure 22 shows a block diagram of the approach. A phase detector updates
an error signal based on the relative timing of Vx and the gate-drive signals of
the power transistors. A delay generator adjusts the dead-times based on these
error signals. Using this technique, effective ZVS is ensured over a wide range
of operating conditions and process variations.

Figure 23 shows a circuit implementation of a td„i^ adaptation scheme,
which is similarin principle to a delay-locked loop. The phasedetector consists
of two SR flip-flops, and controls the complementary switches ofa charge pump.
An error voltage proportional to the diflference between the high-to-low soft-
switched inverter output node transition timeand its corresponding dead-time
is generated on integrating capacitor, Cj. This error voltage is sampled and
held at the switching frequency of the converter, such that:

VtinT,) « Vt{nTa-Ts) + I[Tx„i,{nTa) - TD„t,{nTt)] (48)

The delay generator, which is implemented bya V/I converter and a monostable
multi-vibrator, updates the dead-time on a cycle-by-cycle basis. Forsufficiently
high op-amp gain:

^eontroli^Ts)
R

(49)
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Figure 23; Rectifier turn-on delay adjustment loop.

and, assuming the dead-time is large compared to a gate delay,

TDhA^Ts)
C'Vm^

i'Controlil^Ts Ta)
(50)

where Vm^ is the low-to-high switching threshold of the schmitt trigger.
In periodic steady-state, the error voltage, and thus the gate timing errors,

are forced to zero, nulling propagation delays in the control and drive circuitry.
Figure 24 shows the periodic steady-state waveforms associated with an ideal
ZVS rectifier turn-on.

A similar loop is used to adjust the dead-time between the turn-off of Af„
and the turn-on of Mp,

6.4 Power Transistor Sizing

ThroughuseofZVS withadaptive dead-time control, switching loss isessentially
eliminated. If the filtercomponents in the buck circuitofFigure10are ideal, and
series resistance andstray inductance in the power train are madenegligible, the
fundamental mechanisms of power dissipation will include on-state conduction
loss and gate-drive loss in the power transistors. When sizing a MOSFET for a
particular power application, the principal objective is to minimize the sum of
the dissipationdue to these mechanisms. This minimization is performed at the
operating point where high efficiency is most critical: Usually at full load, at
high temperature, and in portable applications, at the nominal battery source
voltage.

During their conduction intervals, the power transistors operate exclusively
in the triode region, where = Ro •W~^ (the channel resistance is inversely
proportional to gate-width with constant of proportionality Ro). Thus, at a
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Figure 24: Ideal steady-state waveforms for the adjustment loop.

given operating point, the on-state conduction loss in a FET is given by:

•2 p
p _ ds-rms ' -^o
M - ^ • (51)

Since the device parasitics generally increase linearly with increasing gate-
width, the gate-drive loss can be expressed as a linear function of gate-width
W:

Pg = Ego -f.-W, (52)

where Ego is the total gate-drive energy consumed in a single off-to-on-to-off
gate transition cycle (see Section 6.5.4 for more detail) and f, is the switching
frequency of the converter. In a ZVS circuit, the filter inductor supplies all of
the Miller charge, so Ego contains no dissipation due to Miller effect.

Using an algabraic minimization at the most critical operating point, the
optimal gate-width of the power transistor.

Wo^i =
^ds-rms-Po

Eg.-S, '

is found to balance on-state conduction and gate-drive losses, where

Pq-opt —Pg-opt —y^\s-rmi'Po-Ego'fs (54)

and Pt = Pq-\- Pg is at its minimum value, Pt^rnxn- Figure 25 illustrates nor
malized power transistor losses as a function of gate-width.



E

Ol*
o

T3
a>
.N

E

Ui
<u
<0
v>
o

—I

H-
UJ
U.

1 • 1

1 •

1 2
Gate-Width (Normalized to Wopt)

Figure 25: Power trauisistor losses vs. gate-width.

6.5 Reduced-Swing Gate-Drive

To ensure that the duration of the low-to-high soft-switched transition is kept
reasonably short in a ZVS buck circuit, the inductor current ripple must be made
substantial. This gives rise to large circulating currents in the power train, and
therefore, when the power transistors are sized according to (53), increased gate-
drive losses. Since gate-drive losses increase in direct proportion with /,, this
proves to be the limiting factor to higher-frequency operation of soft-switched
converters. To reduce gate-drive losses, a number of resonant gate-drives have
been proposed [13,14,15]. While several such techniques have demonstrated the
ability to recover a significant fraction of the gate energy at lower frequencies,
due to the resistance of the polysilicon gate of a power transistor, none are likely
to be as successful in the 1 MHz frequency range. Furthermore, each requires
additional reactive components and may therefore be impractical for portable
applications.

Rather than attempting to recover gate energy in a resonant circuit, an
other approach to reducing gate-drive dissipation is to reduce the gate energy
consumed per cycle. By decreasing the gate-source voltage swing between off-
state (Ygs —0) and on-state conduction (Vijs = V'y)! for Vi, where Vt is
the device threshold voltage, gate energy may be quadratically reduced. This
is an attractive alternative in portable systems where a number of low-voltage
supplies are typically available for the gate-drive. However, because the chan
nel resistance of the device increases with {Vg —Vt)~^, gate-swing cannot be
arbitrarily reduced, implying the existance of an optimum Vg.
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6.5.1 Zero-Order Analysis

If the gate capacitanceof the power MOSFETis assumed linear overthe voltage
range 0 < (which holds for Vg ^ Vf), the gate energy dissipation in a
single off-to-on-to-off gate transition cycle is given by:

^9 ~ ^9^g' (55)

Since, in a ZVS circuit, the power transistors conduct exclusively in the triode
region, where:

BId ^ W
9ds — ^ {Vg —Vt) (56)

for Yds —V(, and the device channel resistance is given by:

(57)

in the triode region, Ro is inversely proportional to (V^ —V().
In the previous subsection, it was shown that in a ZVS power circuit, if a

power transistor is sized according to (53), its total dissipation is minimized,
and that this minimum dissipation is related to the square root of the product
of the gate energy and the device channel resistance:

Pt—min OC y/Ro 'Pgo ^ /J' (58)
y{Vg - Vt)

Minimizing this expression with respect to Vg, the optimum gate-swing which
minimizes total dissipation in a power transitor is:

Vg = 2Vt. (59)

Figure 26 shows the merits and limitations of a reduced-swing gate-drive.
While the total dissipation of a power transistor may be reduced by lowering Vg
(for Vg > 2Vt) and appropriately scaling itsgate-width, the optimum gate-width
which minimizes dissipation increases rapidly with decreasing Vg.

6.5.2 First-Order Analysis

If the inherent non-linearity of the gate capacitance of a MOSFET (shown in
Figure 27) is considered in the analysis, the optimum gate-swing is technology-
dependent. For Vg < Vt, the channel of the device is not enhanced, and the
incremental gatecapacitance may, to the first order [8], be approximated by the
gate-source and gate-drain overlap capacitances:

c, =^ « 2WLdC„, {V, <V,), (60)
"9
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Figure 26: The optimal gate-width and minimum total dissipation for a power
MOSFET vs. gate-swing in a ZVS topology.

where Ld is the lateraldiffusion in the drainand source areas, and Cox = ^ox/iox
is the gate oxide capacitance per unit area. For Vg > 2Vt, the channel is
enhanced, and because in any practical power circuit, Vos-on C (Vgs—Vt), the
power MOSFET operates in the triode region, the channel is assumed uniform,
and:

C, =^ « WLC„, (V, >V,). (61)

Here, L is the drawn channel length, and is equal to the sum of the effective
channel length and the lateral diffusion in both the source and drain diffusion
areas (see Figure 28):

L = Leff+2Lj). (62)

Note that in a ZVS circuit, the Miller charge is supplied by the filter inductor
through the drain, not through the gate-drive. Thus, the effective gate capaci
tance does not include any Miller effect.

The gate-drive dissipation for a single off-to-on-to-off gate transition cycle.
is:

Eo = Vo

•r.
-L

igdt'

dt'
di'
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(63)

where Vg is the potentialofthe gate-drive supply voltage, and AQg is the change
in charge stored on the gate, given by:
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Figure 27: A first-order gate capacitance model to a power MOSFET in a ZVS
application.

= / C,dv'̂
Jo

fV, .V,
fts I 2WLDCoxdvg' + f WLCoxdvg'

Jo Jvt
— 2WLDCoxVi-\-WLCox{Vg —Vt)- (64)

Thus, neglecting dissipation due to the inverter chain, the total gate energy
dissipation per cycle is:

Eg = ^LCoxVg —WLejjCoxVgVt. (65)

Source

Polysllicon Gate

Gate-Bulk
Oveiiap

Figure 28: An illustration of the effect of lateral diffusion, Ld, on the effective
channel length, Lgjj, of a MOSFET: (a) Top view, (b) Cross-section.



Substituting (65) into the expression for Pt-min, and minimizing this total
dissipation with respect to Vg, the optimum gate-drive voltageis:

Vg.opt = Vt (66)

which is technology dependent, and less than 2Vt. For a standard 1.2^m CMOS
process in which Ld « 0.15 /xm, (66) yields Vg-opt = 1-5V/, or about 1.2 V for
an n-channel power MOSFET.

In practice, however, AQj contains a voltage-dependent component due to
the CMOS gate-drive buffering. Below, it will be shown that as Vg is decreased
below 2Vt, this component begins to dominate the overall gate-drive dissipation,
such that

Vg.opt « 2Vi. (67)

While (67) is useful for first-order design centering, iteration with a circuit
simulator is necessary to find a true "optimum" Vg.

6.5.3 Scaling Vt

To further reduce the total dissipation of a power MOSFET with a given gate
voltage swing, the off-state voltage can be made greater than zero (Figure 29a) to
increase the gate overdrive, reducing the device channel resistance. This scheme
is equivalent to that shown in Figure 29b, where Vqs = 0 in the off-state, and
the device threshold voltage, V{ < Vi, is scaled, while all other parameters are
held constant, if:

v: = Vt-VGSiojjy (68)

iiVg

(ON)

Overdrive = VGS(ctf) *^Vg-Vt

V,
VgSCoH) ^ 0

(a)

' AVg
(OFF)

Overdrive -AVg- Vf'

6

(b)

(ON)

W
(OFF)

Figure 29: Two equivalent schemes to further reduce total power transistor
losses: (a) The gate-source voltage is not brought to zero, (b) Lower Vt.

Threshold voltage scaling is limited primarily by subthreshold current con
duction in the power MOSFETs, which increases exponentially with decreasing
Vt, and with increasing temperature. For a combination of sufficiently low Vt
and/or sufficiently high temperature, subthreshold leakage can result in signif
icant static power dissipation in the power train of the converter. Figure 30
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shows the inherent compromiseassociated with Vt scaling. Here, using the sim
ple zero-order model for gate energy consumption and the model for subthresh-
old current conduction presented in [16], the optimal gate-width and minimum
total dissipation of an NMOS power transistor in a 1.2 ^m CMOS technology
is plotted versus its threshold voltage, Vt, at room temperature and with all
other application- and technology-related parameters held constant. The gate-
swing has been optimized for minimum dissipation (V^ = 2Vt), and subthresh-
old conduction has been considered in the selection of optimum gate-width. For
Vf > 0.4V, leakage power dissipation (at Kn = 6 V) is negligible compared
to the gate-drive power (at /» = 1 MHz), and as Wopt increases with 1/\/K,
Pt-min decreases with yJVt. As the threshold voltage is dropped below 0.4 V,
leakage power becomes substantial, causing an exponential decrease in Wopt and
increase in Pt-min with decreasing Vt, At T = 100® C, the "optimal" Vt is close
to 0.5 V.

1.2 Mill CMOS
T=2S'C

Increasing leakage power

Figure 30: The optimal gate-width and minimum total dissipation, including
static power dissipation due to subthreshold conduction, for a power n-channel
MOSFET vs. Kt in a 1 MHz ZVS buck circuit.

6.5.4 CMOS Gate-Drive Design

In CMOS circuits, a power transistor is conventionally driven by a chain of N
inverters which are scaled with a constant taperingfactor, u, such that

Here,

=

Ci
(69)

Cg is the gate capacitance of the power transistor and C,- is the input
capacitance of the first buffering stage. This scheme, depicted in Figure 31,
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Figure 31: CMOS gate-drive scheme.

is designed such that the ratio of average dynamic current to load capacitance
is equal for each inverter in the chain. Thus, the delay of each stage and the
rise/fall time at each node are identical. It is a well known result that under
some simplifying assumptions, the tapering factor u that produces the minimum
propagation delay is the constant e [17]. However, in power circuits, the chief
concern lies not in the propagation delay of the gate-drive buffers, but in the
energy dissipated during a gate transition.

In a ZVS power circuit, the following timing constraint is desired:

7® > Tgs ftS UTo (70)

where r, is the soft-switched inverter output node transition time, is the
maximum gate transition time which ensures effective ZVS of the power tran
sistor, To is the output transition time (rise/fall time) of a minimal inverter
driving an identical gate, and u is the tapering factor between successive in
verters in the chain. In general, it is desirable to make as large as possible
(yet still a factor of five to ten less than Tx), minimizing gate-drive dissipation.
Given and ro, if there exists some « > e such that the criterion given by (70)
is met, the buffering scheme of Figure 31 will provide a more energy efficient
CMOS gate-drive than that obtained through minimization of delay.

Determination of the Inverter Chain In this analysis, a minimal CMOS
inverter has an NMOS device with minimum dimensions {Wo/L) and a PMOS
device whose gate width is fin/tip ^ 3 times that of the NMOS device. It
has lumped capacitances Ci at its input and Co at its output. Given that the
pull-down device operates exclusively in the triode region during the interval
of interest, and assuming it is a long-channel device, it can be shown [18] that
the output fall time of a minimal inverter driving an identical gate from Vout =
Vg \^ip\ to Vout —Vifi is:

Co + Ci
TO - (71)

which is linearly proportional to the capacitive load, inversely proportional to
the gate-width of the n-channel device, and directly related to the application
and technology dependent constant:

39



= 2^ ,
" ~ l^nC^iV, - V,„) '

{2V,-3V.„) {V,-\V,p\) 1
(V.n) (V,-2Vi„ + |K,p|),

In [6], a similar expression can be found for the output fall time assuming a
heavily velocity-saturated pull-down device.

The factor u which results in an output signal transition time Tg, is found
by solving:

k{Co+ nCi)
Tga = » wro, (73)

yielding a corresponding tapering factor of

" = (7")

between successive buffers. Given u, the number of inverters in the chain is:

«-

The inverter chain guarantees a gate transition time of with minimum
dissipation, and a propagation delay of

ip « Nutpo (76)

where tpo is the propagation delay of a minimal inverter loaded by an identical
gate.

Loss Analysis There are two componentsof power dissipation in the inverter
chain:

Pdyn = CrV^f, (77)
N

= (28)
i=l

where is the mean short-circuit current in the inverter in the chain, and
the total switching capacitance, including the loading gate capacitance of the
power MOSFET, is

Ct = (l + «+ u2-|-...+ «^-i)(Co + Ci) + C5

(Go + a) + Q. (79)
• tt — 1

Since is the constant given by (69), Ct and thus, the dynamic dissipation,
is minimized for large u.
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Figure 32: Short-circuit current in an inverter.

Though the dynamic component is readily calculated from (77) and (79),
the short-circuit dissipation is more difficult to quantify. From Figure 32, it can
be seen that short-circuit current exists in a CMOS inverter while the n- and
p-channel devices conduct simultaneously {Vtn < Vin < Vg —|Vtp|), and that
the total energy consumed during an input transient is proportional to both
the input transition time and the peak short-circuit current (which in turn, is
related to the output transition time [19]). Figure 33 plots simulation results
of the ratio of short-circuit to dynamic dissipation per cycle versus the ratio of
10%-90% input to output transition times for a minimal inverter operated at
1/^ = 5 V and = 3 V, and a ten times minimal inverter operated at = 3 V.
These results illustrate three key points regarding short-circuit dissipation in a
CMOS inverter:

• The normalized Egc is seen to increase dramatically with normalized input
signal transition time, but is negligible for equal input and output signal
transition times, and for faster input signal transitions.

• While the magnitude of short-circuit current is dependent on device di
mensions {Ipeak increases linearly with device size), the ratio of Egc to
Edyn appears to be independent of size.

• For Vg —+ Vin + |Vtp|. the normalized Egc decreases with decreasing supply
voltage. While the 10%-90% input edge rate is relatively independent
of supply voltage for short-channel devices, the duration of short-circuit
current flow approaches zero.

Therefore, because the tapering factor u is constant throughout the inverter
chain, providing equal transition times Tgg at each node, the short-circuit dis
sipation is made negligible, particularly at low supply voltages. Furthermore,
for u> e, less silicon area will be devoted to the buffering; thus parasitics, and
ultimately, dynamic energy loss, are reduced as compared to the conventional
CMOS gate-drive.

To make a first-order estimate of the total energy consumed in a single off-
to-on-to-off gate transition cycle of a minimal power MOSFET, (77) and (79)
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Figure 33: Simulation results showing normalized short-circuit energy versus
normalized 10%-90% input edge rate for CMOS inverters in a 1.2 /xm CMOS
technology [20].

are used in conjunction with the values of u and N derived in (74) and (75),
giving:

->30 « Cgov;
^(0*0 + Ci)
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where Cgo is the gate capacitance of a power transistor with minimum gate-
width Wo, linearized over 0 < Vgs <Vg- To obtain (80), it is assumed that
the short-circuit dissipation in the inverter chain is negligible compared to the
dynamic dissipation, that all capacitances scale linearly with gate-width, and
that ^ 1. Under these simplifications, gate-drive losses are expressed as a
linear function of gate-width, identical in form to (52).

Scaling Vg The practical limit to gate-drive supply voltage scaling is set by
increasing delays in the drive circuitry, which produce reversing returns in the
reduction of gate energy consumption as Vt„ + IKpl and below. Using
a linearized first-order model to a CMOS inverter delay [8], it can be shown
that for Vg'>Vt, To increases with for long-channel devices, and is roughly
independent of Vg for heavily velocity-saturated short-channel devices. However,
as Vtn + l^pl, these delays increase rapidly [Ij.

Thisphenomenon is illustrated in Figure 34, where theoutput signal rise and
fall times ofa CMOS inverter with WpjWn « /Xn//<p in a 1.2 /xm technology are
plottedversus the supply voltage, Vg. For > 3 V, delays are indeed relatively
independent of supply voltage, and the rise and fall times are nearly equal.
However, as the supply is dropped below 2 V, it becomes comparable to V<„ -t-
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Figure 34: Simulated output rise and fall times for a minimal CMOS inverter
driving an identical gate as a function of supply voltage, .

iVipl, and inverter output signal transition times increase rapidly. Furthermore,
because |Vtp| > Vj„ in this technology, the output rise time increases more
quickly than the output fall time. To achieve balanced rise and fall times at
the output of a CMOS inverter with a supply voltage comparable to Vt, the
difference in threshold voltages of ii-channel and p-channel MOSFETs must be
considered in the ratioing of the devices.

Figure 35 plots the total gate energy consumed per cycle as a function of
the gate-drive supply voltage. Here, power transistor size and Tp = r/ = Tga =
5 ns (a typical gate transition time for a 1 MHz ZVS power circuit) are held
constant. For Vg > Vt, there is an approximately quadratic reduction in Eg
with decreasing supply voltage. However, because of the increase in inverter
output signal transition times, and the increase in buffer input and output
capacitances associated with larger p-channel device ratioing, as V, - V,„+|V'.p|
and below, the tapering factor, u, between successive inverters in the chain
becomes small, and the dynamic energy consumed by the gate-drive buffering
increases dramatically and begins to dominate over that required by the gate
capacitance of the power transistor. Thus, when the dissipation in the inverter
chain is considered in gate-drive supply voltage scaling, at ultra-low voltages.
Eg increases as Vg decreases.

6.5.5 Optimum Vg

In most portable systems, it is common to have at least one low-voltage supply
available for the gate-drive. While this low sub-system operating voltage may
not be optimal, it is likely to be useful to reduce the minimum achievable FET
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Figure 35: Gate energy (including the CMOS drive) per cycle versus gate-drive
supply voltage for fixed power transistor size and = 5 ns.

losses in the power train of each DC-DC converter. Thus, it is important to
compare the minimum achievable PET losses and the gate-width required to
achieve this minimum loss for Vg = Vf„ and Vg equal to this low-voltage sub
system supply.

In Figure 36, Wopt and Pt-min are plotted versus Vg. Simulation results
on a large area n-channel MOSFET in a 1.2 fim CMOS technology have been
interpolated to find device parameters Ro and Ego at each data point. Dissi
pation in the drive circuitry is included in Ego. From this plot, it can be seen
that the greatest power savings with scaling Vg are achieved for > VJ: Since
Ego decreases quadratically, while Ro increases linearly, if the gate-width of the
power device is appropriately scaled {Wopt « y/RofEgo oc as indicated
by (58), Pt-min decreases as y/V^. However, since both Ro and Ego increase as
Vg is brought below the sum of the threshold voltages in the gate-drive buffers,
Pt-min increases with any further decrease in Vg. It maybe concluded that:

Vg-opt ^ ^n+|I4p|. (81)

Consider a converter in a portable system operating from a lithium ion bat
tery source. Ftom Figure 36, the total losses in each power FET at = 1.5 V
(the operating voltage for the baseband circuitry in the current InfoPad termi
nal) are 20% lower than at = 3.6 V (the nominal battery source voltage).
However, the gate-width of each device must be increased by a factor greater
than 4.7 to achieve this reduced dissipation.
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Figure 36: The optimal gate-width and minimum total dissipation for a power
n-channel MOSFET vs. gate-swing in a 1.2 ^m CMOS technology.

6.5.6 Reduced Gate-Swing Circuit Implementation

Figures 37 and 38 show a circuit implementation of a reduced-swing gate-drive
and its associated waveforms in a low-output-voltage ZVS CMOS buck circuit.
The gate of is actively driven from0 to Vg by its CMOS gate-drive. The gate
of the P-channel power MOSFET is driven from Kn to approximately
with an AC-coupled gate-drive. PMOS device Mo//, whose gate swings from
rail-to-rail, provides a low-impedance path from the gate of Mp to Vf„, ensuring
that Mp remains fully off during its off-state. In ultra-low-power applications,
the AC-coupling capacitor Cc > Cgp might be implemented on-chip.

6.6 PWM-PFM Control for Improved Light-Load Efficiency

While a PWM DC-DC converter can be made to be highly efficient at full
load, many of its losses are independent of load current, and it may, therefore,
dissipate a significant amount of power relative to the output power at light
loads. Figure 39 plots power transistor losses (conduction and gate-drive) versus
a 1000:1 load variation for a ZVS PWM buck converter with a peak-to-peak
inductor current of two times the full load current. The power transistors are
optimized for full load operation. F7om this plot, it may be concluded that a
PWM converter which is 95% efficient at full load is roughly 3% efficient at one
thousandth full load.

One control scheme which achieves high efficiency at light loads is a hybrid of
pulse-width modulation and pulse-frequency modulation (PFM), commonly re
ferred to as "burst mode". In this scheme, conceptually illustrated in Figure 40,
the converter is operated in PWM mode only in short bursts of A' cycles each.
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Figure 37: A reduced gate-swing CMOS buck circuit implementation with gate
supply voltage Vg.

Between bursts, both power FETs are turned off, and the circuit idles with zero
inductor current for M cycles. During this period, the output filter capacitor
sources the load current. When the output is discharged to a certain threshold
below Vo, the converter is operated as a PWM converter for another N cycles,
returning charge to C/. Thus, the load-independent losses in the circuit are
reduced by the ratio N/{N -I- M). As the load current decreases, the number of
off cycles, M, increases.

During the N cycles that the converter is active, it may be zero-voltage
switched. However, the transitions between idle and active modes require an
additional energy overhead. When idle mode is initiated by turning both FETs
off, the body diode of Mn picks up the inductor current until iij decays to
zero. In low-voltage applications, body diode conduction is highly dissipative.
When the converter is reactivated, Mp charges Cx to introducing additional
losses. The minimum number of off cycles, Mmin, can be chosen to ensure that
the energy saved by idling is substantially larger than this loss overhead.

Circuit implementationsofPWM-PFM control maybe found in [21] and [22].

7 Example Design

In this section, the design techniques of Sections 5 and 6 are applied to the 6 V
to 1.5 V, 500 mA buck converter presented in [12]. All of the active devices
are integrated on a single die and fabricated in a standard 1.2 /im CMOS pro
cess. The circuit exhibits nearly ideal ZVS using an adaptive dead-time control
scheme similar to that described in Section 6.3.
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Figure 38: Waveforms for the reduced-swing gale-drive.

Figures 41 and 42 show the power train of the low-output-voltage CMOS
buck converter with device sizes and component, values, and its associated peri
odic steady-state waveforms. The inverter output node voltage is quasi-square
with a nominal duty cycle, D = Vo/Vin. of 25%, and an operating frequency of
/, = 1 MHz which allows a compact, yet highly efficient solution. The indifcior
current reverse.s to allow ZV.S transitions of the power transistors. The maxi
mum asymmetry in the soft-switched transition intervals, = 4 at full load,

'"'HI,
is chosen to make the timing constraint of (70) feasible in a 1.2 ^m technol
ogy. From (45), this requires a minimum peak-to-peak inductor current rii>ple
of A/ = = 1.66 A, and using (34), results in a fiber inductor of value
Lj = 675 nil. Allowing for a 2% peak-to-peak AC ripple in the output voltage,
C/ = 13.9 fiF is selected using (35). To slow the soft-switched transitions at
Vr, snubber capacitance is shunted across the inverter output no<le. The total
capacitance required to achieve = T,/10 = 100 ns is Cr = 5.56 nF, where
Cj includes the snubber and all parasitic capacitance at Ux.

The power transistors are sized according to (53) to minimize their total
losses in periodic steady-stale at full load. The minimum effective channel
length, Ltff = 0.9 //m, is used. Device parameters Rq and Qgo, which represent
the effective channel resistance and gate charge of a minimum gate-width de
vice, are found at = Vin = 6 V by interpolating results obtained from circuit
simulations performed on extracted layout of large geometry FETs. Plugging
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Figure 39: Power transistor losses versus a 1000:1 load variation for a ZVS
PWM buck converter.
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Figure 40: A conceptual illustration of PWM-PFM control.

Cgo = Qgo/Vin and all necessary application- and technology-specific parame
ters into (80), a first-order estimate to Ego is made. Approximate power tran
sistorgate-widths are found by substituting this estimate and the interpolated
value of Ro into (53). A prediction of the gate-drive design is effected through
selection of u and N with (74) and (75). Iteration using circuit simulations on
extracted layout is necessary to refine the design. From (54), total FET losses
at full load can be estimated. The design is summarized in Table 2.

Due to die area constraints, the circuit as presented in [12] uses the full in
put voltage to drive the gates of the power transistors. To improve efficiency,
the reduced-.swing gate-drive implementation of Figure 37may be used to boot
strap the gate-drive from the regulated output of the converter. This requires
additional circuitry to deliver charge to Cj during start-up, avoiding the stable
state in which Vo = 0 and /«, = 0. With Vp = K = 1.5 V, total FET losses may
be reduced to roughly 4% at full load, but at the expenseof considerable silicon
area—the total gate-width would be increased by a factor greater than ten.
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Figure 41: Circuit schematic for the example buck circuit.
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Figure 42: Ideal periodic steady-state waveforms for the example buck circuit.

8 Physical Design Considerations

8.1 Power Transistor Layout

The power transistors are arrayed as a number of parallel fingers whose length is
determined by the maximum tolerable distributed RC delay of the gate structure
(Figure 43). In order to reduce series source and drain resistances, the diffusion
is heavily contacted, with source-body and drain running horizontally within
each finger in met all, and vertically throughout the array in metal2. The gate
runs horizontally in polysilicon and is strapped vertically in metal1 such that
each finger is driven from both sides.

Because the ZVS behavior of the power devices effectively eliminates their
drain-body junction capacitance switching losses, increased drain diffusion area
may be traded for more reliable and efficient body diode conduction. Rather
than sharing diffusion between adjacent fingers in the array, well or substrate
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Table 2: Example Design Summary

Mp Mn

Ro 14.2 kQ • fjon 3.7 kJl • fim
Qgo 14.4 {C/ftm 16.2 fC//xm
Ego 97.8 a/nm 114.7 fj//im
Gate-width, W 10.2 cm 10.6 cm

BufTering, u 5.6 5.2

BiifTering, N 4 4

Estimated IjOss 2.7% 3.2%

contacts may be placed at a minimum distance from drain contacts to minimize
both the series resistance and transit time of the body diode. This is the ap
proachtaken in [12]. In [23], a morearea-efficient layoutis used. Here, body and
drain diffusion of adjacent fingers are shared, eliminating the small spaces be
tween eachfinger. Although this tiling strategy results in an inferior body diode
structure, the length of source-body, drain, and gate straps are minimized for a
given gate-width, reducing the physical resistances in series with the terminals
of the device.

Dueto the potentiallylargemagnitudeofsubstrate current injection, healthy
well or substrate contacts should be placed throughout the structure, and a
guard ring should surround each power device, eliminating latch-up and decou
pling supply bounce from the control circuitry.

8.2 Board-Level Assembly

It may soon be possible to build a completely monolithic converter including
control circuits, power semiconductors, magnetics, and capacitors. However, it
appearsthat forsome time it will remain more technically and economically fea
sible to combine separate semiconductor, magnetic, and capacitive components.
A PWM converter may have only four separate components—an IC with power
devices and control, two multilayer ceramic capacitors for input and output
filters, and a filter inductor.

Parasiticinductance, capacitance, and resistance in interconnects may cause
substantial losses. The packaging and interconnect technology may dominate
the physical size, especially in a low-power converter. There are also likely
to be significant effects on cost and reliability. Many of these considerations
point towards the use of a multi-chip module (MCM), or similar technology.
(MCM may be a poor term in this case, since the module may contain only
one semiconductor die, along with the reactive components). The elimination
of a separate package for the silicon circuitry may significantly decrease physical
size; parasitics associated with the package are eliminated.

The effect of parasitics on converter efficiency is determined by the ratio of
the parasitic impedance to the effective load impedance. Series impedances such
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Figure 43: Layout of a power MOSFET: (a) Metallization pattern, (b) One
gate finger.

a« inductances and resistances are most important at low voltages, althougli at
very low current levels, they become less important again. Shunt impedances,
such as stray capacitance, become important at low current levels, but ZVS can
eliminate the losses associated with them.

Decreasing the interconnect resistance is effected by careful layout using
wide, short conductor paths, and the use of thick, low resistivity conductors.
Stray inductance is reduced by minimizing the area of loopsin critical paths. In
a multilayer interconnection technology, the lowest stray inductance is achieved
by using paired overlapping conductors in different layers, with thin dielectric
separating the layers [24).

Numerous MCM technologies suitable for low-power converters exist. For
higher-power converters, a substrate with good thermal conductivity is a neces
sity, but for lower-power converters, the requirements are much less stringent.
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Perhaps the most important parameter is low sheet resistance, to reduce series
interconnect resistance. Thin dielectric between conductive layers is also de
sirable for minimizing stray inductance, but most technologies use thin enough
dielectric that other stray inductances, such as bond wires and package leads,
will dominate when careful layout is used. MCM technologies are surveyed in
[25, 26].

8.3 Magnetic Components

Magnetic components (inductors and transformers) are essential for power elec
tronics. With a few exceptions (such as switched-capacitor converters), switch
ing power converters ubiquitously require inductors and/or transformers. In
ductors are required as components of low-loss filters and resonant circuits.
Transformers are used for isolation, converting voltage and current levels, and
energy storage and transfer. Magnetic devices serve these and other functions
in both traditional and newly introduced converter topologies.

Magnetic devices often are the physically largest components in a converter,
and can be the most expensive. Typically, they must be custom designed for
a jiarticular circuit, either because suitable stauidard commercial parts do not
exist, or because of the size, cost, and performance advantages possible in a
custom design. For these reasons, it is important for a power converter designer
to have some knowledge of magnetics design. A complete review of magnetics
design is beyond the scope of this text. However, some of the special issues
in magnetics for low-power portable applications will be addressed. A basic
tutorial introduction to magnetics for power electronics can be found in [9]. A
more complete work on magnetics design is [27].

8.3.1 Magnetic Cores

In some casi*s, a coil (or pair of coils for a transformer) may have sufficient
inductancefor a power circuit application, even with no magnetic core material.
Such an air-core coil is attractive because it can be fabricated on a PC board
or a MCM substrate simply by patterning a spiral, ideally in multiple layers.
However, there are many advantages to adding a core, and there are potential
pitPills in using an air-core coil.

An air-core coil is typically characterized at a given frequency by its induc
tance and its quality factor, Q = uL/R, where R and L are the effective values
at a given frequency, w. A high valueof Q, in the range of 20 to 200, is required
for efficienciont operation. The addition of a magnetic material can, ideally,
increase the inductance of a coil by a factor equal to the relative permeability
of the material, ^r, without affecting the resistance of the coil. Since practical
magnetic materials for power applications often have permeabilities in the thou
sands, the value of Q can be greatly increased by the addition of a magnetic
core. However, the increase is not as large as might be expected from this naive
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analysis. Power is dissipated in the core, contributing to the effective value of
R. In order to combat the resulting lowering of Q, and/or to prevent mag
netic saturation of the core, an air gap is often introduced in the magnetic path
through the core. This decreases the gain in L. Nonetheless, the increase in Q
is substantial, and it is rarely possible to make practical magnetic components
for power circuits operating below 1 MHz without the use of a magnetic core.

An additional advantage of a magnetic core is that it may serve to contain
the flux. The external high-frequency flux from an air-core coil may cause
RFI problems in nearby circuits, and will induce eddy currents in any nearby
metal objects. The resulting losses can severly lower the Q of the coil, and
even decrease its inductance. It may be possible to place the coil in a volume
empty of metal components to avoid eddy current problems, but this additional
volume becomes another reason to prefer using a component with a core, which
is typically smaller than the equivalent air-core coil with the same inductance,
even without this extra volume.

The most commonly used magnetic material for power applications is MnZn
ferrite. Although it has a lower saturation flux density than typical magnetic
metal alloys, it has much higher resistivity (« 10 Q—cm, vs. 20 x 10~® Q—cm
for NiFe alloy). This allows operation at high frequencies (between 20 kHz and
1 MHz) without the severe eddy current losses that would result from using a
lower-resistivity material.

Despite the high resistivity of ferrites, significant losses do occur in high
frequency operation due to hysteresis. Since the hysteresis losses increase rapidly
with frequency and flux level, it is often necessary to reduce flux level at high
frequency in order to keep losses under control. This typically limits the flux
density to well below the saturation flux density, and thus hysteresis loss is the
most imi>ortant parajiieter in determining the power handling capability, as well
as the efficiency, of a magnetic component based on a ferrite core.

Although power handling density of magnetic components should ideally
increase proportionally to frequency, the losses in ferrites increase faster than
this and thus, the power handling is a weaker function of frequency, typically
reaching a maiximum around 500 kHz to 1 MHz for MnZn ferrites. To further
improve power density, different materials are needed. NiZn ferrites may give
a factor of two or three improvement in power density at frequencies in the
range of 10 to 30 MHz [28]. More substantial improvments require a superior
technology.

One emerging technology is microfabriction using thin-film magnetic metal
alloy core materials. A process similar to that used for IC manufacture (more
closely related to the process used for thin-film magnetic recording heads) is
used to deposit and pattern thin films of magnetic alloys and copper coils. These
magnetic materials can have very low hysteresis loss, and can be operated near
their saturation flux density (f» 1 T) without disproportionate losses. The use
of thin films and fine patterning can control eddy current losses in both the
magnetic material and the coil. Experimental devices have been demonstrated
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in principle [29, 30, 31, 32, 33, 34], and calculations show that, much higher
power density will be possible [35]. Although fabricating the magnetics on a
separate substrate from the silicon circuitry and combining the two in a multi-
chip module (MCM) is more likely to be economically viable, it is also possible
to fabricate the magnetics and silicon circuitry on a single substrate, as has been
experimentally demonstrated in [36].

Either because of the use ofplanar microfabrication techniques, or for pack
aging and thermal dissipation considerations, magnetics for low-power convert
ers are often designed in a planar configuration. While this presents no partic-
uIhi- difficulties for transformer design, it can be a problem for inductors that
use a gap in the magnetic path. The resulting magnetic field distribution can
introduce severe eddy current lo.sses in the conductor. For a careful description
of i.liis problem, and some remedies, see [35, 37].

8.4 Capacitor Technologies

Capacitors generally have much higher performance than inductors in terms of
energy density, loss, and cost. However, they can still be an important limit
ingfactor in converter design, because ofsubstantial improvements in advanced
magnetics technology, and because circuits are usually designed to shift the
bulk of the energy storage requirement from inductors to capacitors. Four ma
jor technologies are discussed here: multilayer ceramic, metalized plastic film,
aluminum electrolytic, and tantalum capacitors.

Multilayer ceramic capacitors are thetechnology ofchoice for high-frequency
higli-power-density converters. The dielectric material can be chosen tocompr(>
mise between low losses and highly-stable capacitance, orhigher energy-storage
density with higher losses and poorer stability over temperature and voltage.
Typically a low-loss material, such asthose designated COG or NPO, is required
in applications in which a substantial AC voltage at high frequency appears
across the capacitor. In applications such as a filter in which only a small AC
ripple appears across the capacitor, materials such as X7R allow much higher
capacitance in the same volume. Although the material has higher losses, they
are insignificant ina low-ripple application. Higher K (dielectric constant) ma
terials are available to give higher energy-storage density, but they typically lose
their advantage over X7R or similar materials when considered over the wide
range of temperatures typically expected in power circuits.

Metalized film capacitors aregenerally less expensive than multilayer ceram
ics, at least for moderately large values, but are not as high in energy-storage
density. Two important dielectric materials are polypropylene, which gives low
losses at high frequency, and polyester, which has higher losses but give higher
energy-storage density.

Electrolytic capacitors, including aluminum electrolytic and tantalum, give
much higher energy-storage density than other types discussed here. However,
they are limited by their high ESR (effective series resistance). Thus, they
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are not useful for high-frequency AC applications. Furthermore, in filter ap
plications, the ESR is typically a higher impedance than the capacitance at
the switching frequency. Thus, the capacitance must be oversized, with the
size chosen of the basis of the ESR. As a result, the size does not decrease as
the switching frequency is increased. Thus, electrolytic capacitors only show
advantages over other types at relatively low switching frequencies.

9 PWM Control

9.1 Micro-power digital PWM control
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Figure 44: A micro-power digital PWM controller.

Figure 44 shows the block diagram of a digital PWM controller. The analog
output voltage, V©, is sampled at the switching frequency, /,, and converted to a
one-bit digital signal through a sheer with switching threshold Vrej. The output
of the sheer is integrated by an A^-bit increment/decrement counter. The A-bit
duty cycle control signal consists of this integral term, and a proportional term
which is digitally filtered to provide the compensation necessary to achieve loop
stability.

The A'-bit output of a counter, clocked at 2^ times the converter switching
frequency, is used as a reference ramp signal. A glitch-free N-h'it digital com-
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parator, also clocked at 2'̂ • compares the reference ramp and the control
signal, generating a pulse-width modulated clock with variable duty cycle:

_ control ^ ^

and constant frequency /,.
The power consumption of the controller is kept low by aggressively scaling

the operating voltage (typically, the lowest voltage available to the system may
be used), and minimizing physical capacitance. While power consumption may
be substantially reduced by decreasing the bit-width, N, the granularity of the
control of the duty cycle:

AD = 2-^' T, (83)
isalso reduced. This may result in a larger low-frequency outputvoltage ripple.

10 Alternatives to Switching Regulators
For ultra-low-power applications, the complexity of a switching regulator may-
prove prohibitive. In particular, the necessity of including a magnetic com])o-
nent may preclude the use of a PWM DC-DC converter in many applications.
Two alternat ives that do not require magnetic components are linear regulators
and switched-capacitor converters. Both types ofcircuits can be advantageous
in ultra-low-power applications, and in a limited range of other specialized ap
plications.

10.1 Linear regulators

Linear regulators, illustrated conceptually in Figure 45, are limited by two prin
ciple constraints. The output voltage, V^, must be less than the input voltage,
Viu- and the efficiency, ij, can never be greater than Vo/Vin- However, linear
regulators have the advantage of requiring few or no reactive components, and
they can be very small and simple. This makes them attractive for portable
applications.

A linear regulator can beefficient only in applications that require an output
voltage just slightly below the input voltage. This requirement may be incom
patible with othersystem design constraints, but in some systems it is practical,
and, in this case, a linear regulator may be highlyefficient. The achievable effi
ciency then depends on two parametersof the regulator: quiescent current and
dropout voltage. The quiescent current determines the regulator's dissipation
when the load is not drawing current, and in ultra-low-power applications, it
may also contribute significantly to dissipation at full load.

If the input voltage of a linear regulator drops below a certain threshold,
regulation is lost, and the output voltage will sag below the nominal regulation
point. Dropout voltage is this minimum voltage difference between input and
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Figure 45: Block diagram of a linear (series-pass) regulator.
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output required to maintain regulation. If it is not very low, it can conflict
directly with the design requirement of having the output voltage only slightly
less than the input voltage, and will therefore preclude high efficiency. This
becomes especially important in low-voltage systems. With a 10 V output, a
2 V dropout voltage represents only a 20% increase in the minimum input power
over what would be required with zero dropout voltage. However, with a 2 V
output, a 2 V dropout voltage doubles the minimum input power.

Linear regulator circuits with low quiescent power, and PNP or MOSFET
pass devices to allow low dropout voltage, are now commercially available. In
the limited class of circuits that require a regulated voltage just below the input
voltage of the regulator, these can provide a high-efficiency solution.

10.2 Switched-capacitor converters

Switched-capacitor converters (also known as charge pumps) are widely used in
ICs where a voltage higher than, or of opposite polarity to, the input voltage
is needed. Unlike a PWM converter, a switched-capacitor converter requires no
magnetic components. In addition, it is often possible to integrate the necessary
capacitors, but applications are usually limited to those in which poor efficiency
and very low output power are adequate.

Figure 46 illustrates the basic principle of operation of a switched-capacitor
voltage doubler. The switches are closed in pairs, alternately. First the switches
labeled are closed, charging capacitor C, to the input voltage, K„- Then
the <i>\ switches are opened, and the <^2 switches are closed. This places C,,
which is now charged to in series with the input voltage, producing a
voltage of2Vin across the output. The cycle then repeats. The output capacitor
maintains the output voltage near 2Kn during <f>i. The same converter topology
can be used as a step-down converter, producing an output voltage of half the
input voltage, by exchanging the input and output terminals. By using more
complex configurations, it is possible to produce any rational conversion ratio,
for example by first stepping the voltage up by one integer ratio, and then
stepping down by another integer ratio. Some of the many possible topologies
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Figure 46: Aswitched-capacitor voltage doubler. Switches labeled and 02
are closed allernalelv.

ar«' discussed in [38] and [39].
Like a PWM DC-DC converter, a switched-capacitor converter may be built

entirely of theoretically lossless elements—in this case, only switches and ca
pacitors. However, a switched-capacitor converter is not ideally lossless. As the
parasitic resistances in the capacitors and switches approach zero, the loss in the
converter approaches a non-zero limit. This is in contrast toa PWM converter,
in which the losses approach zero as parasiticeffects are reduced.

The inherent losses ina switched-capacitor converter are due to unavoidable
dissipation which occurs when apair of capacitors, charged to different voltages,
are shorted together through a switch. If two capacitors with values C\ and
C2, initially charged to voltages and I^2o, respectively, are shorted together
through a parasitic resistor R, theenergy dissipated in the resistor will be

^disa — rt
1 C1C2

2 Ci -f O2
Note that this is independent of the value of R.

+

Vi

r
rr\^s

iZ

iVio - V20)* m

Figure 47: Equivalent, voltage doubler circuit during 02-

To better understand these losses, consider the efficiency ofthe voltage dou
bler shown in Figure 46. During 02, the equivalent circuit is as shown in Fig
ure 47. The charge flowing to the output is supplied by both the input and C,.

58



During this same quantity of charge must be supplied from the input and
stored on C, for the next cycle. Since all the charge that flows out of the output
must be supplied twice by the input, the average input current must equal twice
the average output current, i.e., Un = 2Jo. Thus, the efficiency is

V =
Vo h

2Vu
(85)

The efficiency would be 100% if Vo were in fact twice Vin- However, in order
for a charge, Q, to flow into C, during and subsequently flow out of C»
during <f>2, the voltages applied across €» during the two phases must differ by
an amount AV = QjCa. Assuming that the RC time constant determined by
the parasitic resistance of the switches and C, is small compared to the switching
period so that the charge on C, reaches its steady-state value before the end
of each phase, and that the input and output capacitors are large enough to
maintain constant and K, the voltage drop is AV = 2Vin —Vq. With a
switching period of T,, Q = /<, •T,, and so

2V„-V„ =
lo Z (86)

^eff ~ Ts /

Figure 48: Equivalent circuit for the switched-capacitor voltage doubler.

The circuit may be modeled as shown in Figure 48, with an ideal doubler
(shown as an ideal transformer) followed by an effective resistance

ReJJ — Tg/Ca (87)

that accounts for the voltage drop AV. The effective resistance also accounts
for the loss; calculating the dissipation in this resistor gives a result identical to
that found from (84).

In general, the model of a switched capacitor converter includes an ideal
transformer with a fixed rational turns ratio, N, and an effective resistance.
The conversion ratio, N, can be chosen to bring Vo near the desired output
voltage; to precisely regulate Vo, Reff is varied through changes in the switching
frequency. Using Rgjj for regulation is undesirable, since increasing it to lower
the output voltage produces additional power dissipation. However, N is fixed
by the topology, and cannot be used to regulate the output.
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This is the main limitation ofswitched-capacitor converters; they can effi
ciently convert voltages, but they cannot regulate these converted voltages any
more efficiently than a linear regulator. Thus, their efficient application is lim
ited to situations in which a voltage must be converted to another rationally
related voltage, but regulation is not necessary, or to situations in which the
regulation range is limited, and so the efficiency rj = Vo/{N • is adequate.

In practice, there are several other considerations that limit efficiency in a
CMOS implementation of a switched-capacitor converter. In order for (87) to
hold, it is necessary for the time constant of the switched capacitor and the on-
resistance of the switch to be much less than the switching period, i.e. C, Ron <
Ta- This requires the use of a large MOSFET to implement the switch, but the
gate-drive for that device then requires substantial power, especially ifa high
switching frequency is used to minimize the required size of C,. Thus, gate-drive
loss must be considered in the design.

If an on-chip capacitor isused for C,, the stray capacitance from one ofits
plates to ground will be a substantial fraction ofits terminal capacitance. This
introduces Cstray 'V 'fa loss, further hampering efficiency. Technologies for fab
ricating capacitors with low stray capacitance toground, oroff-chip capacitors
are necessary to achieve high efficiency.
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