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Abstract

In this paper, we introduce a general formalism for generating a fuzzy plant model.
We provide a description of fuzzification, inference rules, and defuzzification in terms of
mappings from the set of real numbers to the fuzzy set domain. We demonstrate the
use of this formalism by developing a general fuzzy logic rule based plant model for a
stable, discrete-time, linear, time-invariant system, with rational coefficients. We prove
that the fuzzy plant model exactly duplicates the behavior of the discrete-time linear
system. A worked example and simulation results are also presented. Finally, we outline
a method for control design using fuzzy rule base plant models. Possible application of
this method for regulation and tracking is considered.

*Research supported in part by ARO under grant number DAAL03-91G-0171 and DAAL03-92G-0124.
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1 Introduction

1.1 Motivation

Fuzzy Logic Controllers

In the twenty years that have passed since the publication of the landmark papers [1] and [3],
there has been an explosion in the development of the theory and application of fuzzy logic to
control systems [4]-[18]. In most cases the rule base of the fuzzy logic controller is specified
by considering the desired closed loop behavior of the system. In such cases, the rule base
model of the plant is not explicitly given (or needed). Assumptions about the rule base of the
plant are, however, implicitly contained in the rule base of the controller.

A Methodology for Model Based Fuzzy Logic Control

An approach to the design of fuzzy logic control systems is to derive explicit rule base models
of plants, and then to perform rule based control synthesis. Control synthesis consists of
finding the appropriate input(s) to affect desired closed loop behavior.

This approach would allow, for a fixed plant, the development of many rule based
controllers for different control objectives. It would circumvent having to specify totally new
desired closed loop rule bases for each new control objective. This methodology has the
advantage that plant modeling and control synthesis are all done in the rule base domain.

1.2 Outline of Paper
Fuzzy Plant Models

In Section 2.1 we introduce a formalism for generating a general fuzzy plant model. We
provide a description of fuzzification, inference rules, and defuzzification in terms of mappings
from the set of real numbers to the fuzzy set domain.

In Section 2.2 we demonstrate the use of this formalism and develop a general fuzzy
logic rule based plant model of a stable, discrete-time, linear, time-invariant systems, with
rational coefficients. We prove that the fuzzy model plant exactly duplicates the behavior of
the discrete-time linear system. A worked example and simulation results are also presented.
This effort is a small step towards our long term goal to investigate the modeling capabilities
of fuzzy logic control, and to compare and contrast fuzzy logic and conventional control
techniques.

Model Based Fuzzy Logic Control Synthesis

In Section 3 we outline a method for control design using fuzzy rule base plant models of the
form given in Section 2.1. We outline a method for regulation and tracking. We hope that
this method will lead us to a control design methodology completely contained in the fuzzy
rule base domain.



2 Modeling for Fuzzy Logic Controller design

Modeling is an integral part of control design as it provides a way of formally proving properties
of the closed loop system. Of course the validity of the proof strongly depends on how
accurately the model describes the actual system behavior. Though this is not an issue for
systems where a model can be derived straight from the laws of physics, for most systems the
inaccuracy of the model can cause problems in the controller performance. To overcome this
drawback techniques such as adaptive and robust control were developed.

Most conventional control design methods are based on some form of explicit plant
models (e.g. we need a transfer function model to design a PID controller or a state space
model to design Kalman filters etc). Fuzzy logic control on the other hand has mostly been
based on implicit plant models. The reason for this is probably that most fuzzy controllers are
designed using the engineering intuition of the designer and/or expert advice, both of which
draw on an implicit model of the plant behavior derived from common sense and experience.
The problem with such an approach is that it does not lend itself to formal closed loop
performance analysis.

Our approach uses an explicit model for design of fuzzy logic controllers. To simplify
the problem of model analysis and controller synthesis, we use a rule based fuzzy model of
the plant, not unlike the models currently used for fuzzy feedback control.

2.1 Model Elements
2.1.1 Relevant Quantities

As with almost all modeling problems the first step is to identify all the relevant quantities
whose interaction the model will specify. In most fuzzy logic designs that appear in the
literature the only relevant quantities considered are the inputs and outputs of the system.
Our formalism will be slightly different and allow in addition internal state variables. The
reason behind this is that such a “state space” description is more general and will hopefully
allow us to tackle problems such as controllability and observability which are difficult to
address from an input-output point of view.

We will assume that all input, output and state variables of the real plant take
values in ® and, as usual, we will denote the state by = € R" the input by u € R™ and the
output by y € ®'.

2.1.2 Fuzzification

Once all the relevant quantities have been identified a formalism for expressing them in terms
of fuzzy sets is needed. This is done by a process known as fuzzification. First the designer
chooses a (finite) number n; of fuzzy sets for each quantity w; (which in this case can denote
an input, an output or a state variable). Secondly he assigns labels to them. It is customary
to use linguistic labels that convey some characteristic of the particular set (e.g. negative,
small, hot etc.).

Associated with each fuzzy set is a membership function. These functions can be
thought of as maps F} from the real numbers (where the quantities w; live) to the unit interval
[0,1]. They determine to what extend the label associated with the fuzzy set j characterizes
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the current value of the quantity w;. Small values of F; (w;) indicate that w; has little to do
with set j while large values indicate that j is a good description of w;. Under this formalism
fuzzification of the quantity w; becomes equivalent to applying all the maps FJ?' ,J=1,...,n;
to it. We can write this symbolically as:

Fi:® — 1"'=[o 1]%...x[0,1]

Fi(w)
w; — : (1)
Pn, Fry(w)
Hence a fuzzy vector is associated to each quantity. It should be noted that, unlike probability
distributions, fuzzy vectors need not satisfy the property 3%, pJ = 1. It is not even necessary
for the range of all F} 7 to be a subset of the unit interval. We assume this is the case here as,
without loss of generahty, we can always scale all the functions by a fixed number so that all
the ranges lie in [0, 1].

2.1.3 Firing or Inference Rules

The firing rules form the heart of a fuzzy model. They code the dynamics as they determine the
fuzzy values of the outputs (and the states if a state-space description is used) in the immediate
future given the current fuzzy values of the inputs (and the states). As in Section 2.1.1°
we assume that the system involves n states zi,...,z,, m inputs uy,...,u, and ! outputs
Ylserey y; Assume tha.t all the inputs and state va.rlables pass through a fuzmﬁcatlon procedure
and let zf € I% and u € I denote the corresponding fuzzy values. Also assume that fuzzy
sets are a.lso chosen for the outputs yf € I°. Then the firing rules can be viewed as mappings:

FRE:I"x .. xI""xI"x...xI" —J%i=1,...n (2)
FRU:I" x ... xI*"xI" x .. . xI™ % k=11 (3)

from fuzzy values of the inputs and states to fuzzy values of states and outputs. Note that
the fuzzy description of the states coming out of the firing rules (element of I%) need not be
the same as the one going in (element of I*), though it generally will be.

2.1.4 Defuzzification

The last part of a fuzzy model is the defuzzification procedure. It provides a way of producing
information in the real domain given information in the fuzzy domain. The most direct way
of thinking of defuzzification in this scenario is by a set of maps, one for each quantity that
will get defuzzified.

DF;:I% — R (4)

Here I% stands for the fuzzy representation of the quantity in question, be it input, output
or state. In this sense the defuzzification process can be thought of as the inverse of the
fuzzification process defined in Section 2.1.2, even though mathematically speaking the maps
F and DF need not be (and typically will not be) inverses of one another. In fact neither
of the maps needs to be invertible and the domains and ranges of DF and F need not coincide.



-1 X

DF FR F

Figure 1: Block Diagram of a Discrete Time Fuzzy Model

Once all of the above elements (fuzzification, firing rules and defuzzification) have
been specified the fuzzy model can be assembled as in figure 1. Fuzzy plant models such as
this can be obtained in a number of different ways. The most common way (and one of the
reasons that made fuzzy logic popular) is by polling the opinion of an expert or by intuitive
knowledge of the designer about the plant dynamics. Usually this will result in a rule base and
crude idea about the fuzzy sets that are needed. Further tuning of the membership functions
and rules will then have to be carried out based on open loop experiments. Another way such
a model can be obtained is by converting a conventional model to the fuzzy framework. This
method has the advantage that it brings the fuzzy design closer to the conventional designs
and therefore may lead to a formalism capable of analytical comparison between the two. This
is the approach we will follow in this paper. Finally work has also been done in identifying
fuzzy models directly from input-output data of the plant. It should be noted that, depending
on the problem requirements, there may be a need for many iterations of the above techniques
before a satisfactory model is obtained.

An interesting feature of the fuzzy model described above is its similarity to con-
ventional discrete time models. This similarity becomes apparent when the block diagram of
a fuzzy model (figure 1) is compared to that of a conventional, linear, discrete time model
(figure 2). We will try to exploit this similarity in the next section, where we attempt to
produce a fuzzy model that will duplicate the performance of a conventional linear model.

2.2 Fuzzy Models for Linear Systems

Consider the standard representation for a discrete time linear system with the additional
assumption that all the matrices have rational entries:

=" = Az* + But (5)



...........................................

Figure 2: Block Diagram of a Conventional Discrete Time Linear Model

where

z:Zt — R°

-:I:f
k — zF=
| 2%
u: 2%t — R
uf
k — uf=
k
[ U
A € Qan
B € QnXm

As all the entries of A and B are rational numbers, there exists a positive integer N € N such
that: '

1
Tk = ‘N(A.’Bk + Buk) (6)
where

((111 eee Qin
A = : : : g Znxn

| Qn1 Qnn
by ... bin

B = : : : € Znxn
bnl . bnn
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Figure 3: Membership Functions

In order to get an exact fuzzy model with a finite number of membership functions we will
restrict z and u to bounded sets. More formally we assume that:

zreUCR (7)
u EVCR™ (8)

where ¢ and V are open and their closures & and V are compact in the standard metric
topologies. It should be noted that these assumptions are rather restrictive as they essentially
exclude all unstable linear systems. However physical considerations impose constraints that
lead to saturation of the states and inputs of most real systems. Hence in most cases where
a linear model is applicable its validity is restricted to a bounded set anyway; outside this
set saturation (a nonlinear effect) sets in and dominates the system behavior. We will now
specify the elements described in the previous section for a fuzzy model that is capable of
duplicating the behavior of 5 under assumptions 7 and 8. Whenever assumptions 7 and 8 are
violated our fuzzy model will display the saturation behavior discussed above.

2.2.1 Fuzzification

For each of the states and inputs we will chose a collection of fuzzy sets with membership
functions of the form shown in figure 3. In order to obtain consistent firing rules we would
like to be able to carry out some form of algebraic calculations using the fuzzy sets. With this
in mind we assign indices from the set Z of integers to the fuzzy sets in a natural way, i.e.
« is assigned to the set that is centered at o/ N. We will only be allowing a finite number of
membership functions for each quantity. Thus the fuzzy set indices for z; will belong to a set
{@ipins- - »Bimas } and the indices for u; will belong to a set {b;,...,.--,8jmes}- To make sure
that all values of interest are covered we choose these sets so that:

u C (almin alma:) X ... X (anmt’n aﬂma:)

N’ N N’ N
blmt’n blma: bmmin b'"l-ma::
e (B, e L (S B ®)

A
min Jmax*
sufficient condition for exact performance duplication will be given in Section 2.2.2. Once the

Note that this is only a necessary condition on the values of a;_,,, @i,..., bj,... and b;

7



1/ A><
A

a,/N xi (ai+1)IN

i

Figure 4: Determining the Qutput of Fuzzification

membership functions have been chosen we can calculate the fuzzy vector corresponding to a
given value of a quantity. Let zF = [pZ, ... p‘f:m“]T denote the fuzzy vector associated with

the state z¥. Then intuition and a little geometry (figure 4) reveal that if:

k &a;+1)
e NN

then:
' a;+1-— N:z:f-c l=aq;
pf ={ Nzt —q l=0a;+1
0 else

A similar procedure is also used to fuzzify the inputs uf The calculations are essentially the

same. If: 8 B 41
_[Bi Bi+
€ [WJ N )
then:

. Bi+1—Nuf 1=p;
= Neb-p; T 1=p41
0 else
The above description is essentially a definition of a collection of fuzzification maps, F¥ and
F} for the states and inputs. There are two very important characteristics of these maps that
play a crucial role on the development of the model:

1. The map from the real to the fuzzy value is injective provided that the quantities lie
in the sets & and V. Therefore no information is lost when we fuzzify, i.e. given the
resulting fuzzy value we can extract the real value that produced it unambiguously. This
property is undesirable strictly speaking as it defeats one of the main reasons behind
all linguistic and abstract descriptions (such as fuzzy logic), namely that information
is condensed by the abstraction. On the other hand the fuzzification process presented
here does allow some abstraction. For example a controller can now be designed that
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deals explicitly only with the fuzzy sets (e.g. as in Section 3). Moreover, the injectivity
property is necessary if exact duplication of the linear system performance is required.

2. The choice of rules is such that we can carry out algebra using their indices the same

way we do for integers. This property will be crucial in order to design consistent firing
rules.

2.2.2 Firing Rules

Recall that by assumption the indices of the membership functions and the entries of both
A and B are integers (elements of Z). Hence, because of the fact that Z is closed under
addition and multiplication, we can carry out algebraic calculations involving membership
function indices, the entries of A and B and operations + and x and regard the result as the
index of a membership function of a state z§*!, provided it lies in the set {a;_. ,.. N T
Using this observation we can consistently define the firing rules that produce the fuzzy value
of the i** state at the next time instant as mappings FR?. Let ¢q; = Gipmoe — G1,,,, and
ry= b; —b;

Jmaz Imin

FRE: T x ... x I% x I" x ... x I'™ — [% (10)

We define the output of these maps to have zeros in all the entries, except the ones with
indices:

n m
Y aan+ ) baw (11)
=1 =1

where v; takes values in the set of membership function indices of zf that have nonzero entries
and p; takes values in the same sets for uf. In our framework these sets contain only two
elements each, namely v; € {ai,; + 1} and p € {6, 51 + 1} in the notation of the previous
section. The values corresponding to the indices in 11 are:

WEANIE (12)

=1 =1

If for some choices of v; and g the sum in 11 is greater than a;,,,, or less than a;,,
we will set FRY equal to a;,,, and a;_,, respectively. However if we would like to exactly
reproduce the behavior of the linear model this kind of saturation effect is undesirable. We
will therefore choose a;,,,, @;,., to guarantee that, if assumption 7 holds, the fuzzy sets after
the firing rules will not be influenced by saturation. This will give sufficient conditions on the
values of a;_, and a;,,,, for exact performance duplication.

Recall that, by assumption, the set I/, the closure of & is compact in the standard
metric topology of ", hence we can find integers n;_,,, and n,,,, such that:

n ny Namin n
min mazx V. -__mﬂﬁ' 13
UC(N N)x X(N’N) (13)

Then the following can be shown:



Lemma 1 Under assumptions 7 and 8, if we choose:

G = N — @mm+zm0 (14)

=1 =1
aima: = Nn'ma: (Z 'adl + Z: Ib’ll) (15)
I= =1

we can guarantee that saturation will not be observed in the above fuzzy rules.

Proof: Clearly this choice satisfies the necessary condition 9, so we need not worry
about that. Consider the single state autonomous system:

a
k1 Ok

N

z

where a € Z. A little algebra reveals that:

o a+1 azk — %l < ﬁ]\% < azk+ th'r[
N Sa'< "N = k_ lal a(a+1 k4 la|
az® - 7§ < N < ar'+ g
or, in the previous notation:
az* — l—tﬂ <A <az I | (16)

N=N-~
Assume that a relation like 16 is valid for each state z¥ of a n — 1 state m input system, that
is:

n—-1 m
E aqzf + E bauf — (Z laal + lbill)
I=1 =1

=1

(Z agvi + Y b,,;z,)

i=1 =1

IA

n-1

Z agef + Z bauf + = (Z |lau] + Z Ibtzl) (17)

=1

IA

Then we claim it will also have to be valid for an arbitrary n state m input system. Indeed,
as for the single state system:

amzh — ol < smea < g gk leml

« fa 1 N N =
NSt e
ainak — Bl < sinloatl) < gk o ol

Then adding the last two equations to equation 17 one at a time we obtain:

Za:lxl + Z b,zu, - N (z |aal| + Z |b11|)

l_l =1

< (Z aavi+ Y b,“u,)

=1 =1

< E aqzf + Z bauf + — (Z laa| + Z Ib.ll) (18)

=1
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A similar step can be carried out for the transition from a system of n states and m — 1 inputs
to a system of n states and m inputs. Hence, by induction, the bounds of 18 should hold for
a general n state m input system, for all n,m € N. Substltutmg the value of z¥*! for the
linear system trajectory:

Nazfy, — (Z |aa| + Z lbnll)

l—l =1

< (Z aqv + ; b,,p,)
< Nzf 4+ = (Z |aa] + Z |b,,|) (19)

Given the bounds 13 on I the above can be written as:

Nnjpin — (Z laal + > lb.'zl) <Y aavi+ Y baw < Nny .. + (Z laql + Z Ib.ll) (20)

=1 =1 I=1 =1 =1

Hence choosing a;,,;,, and a;,,, as suggested in the statement of the lemma will guarantee
that all the rules fired will be in the set {a;,,,,...,ai...} and therefore no saturation will take
place.

The above expressions may seem complicated at the moment, but they will hopefully
become clear when we illustrate them for a single state system in the next section and a three
state example later on. It should be noted here that the number of nonzero entries in the
fuzzy vector comming out of the firing rules does not have to be less than or equal to two,
as is the case for the fuzzy vectors coming in. In fact there can be as many as 2**™ nonzero
entries. This suggests that the output of the firing rule FR? is not a fuzzy vector that can be
obtained by passing a real number through the fuzzifying function F¥ and, in order to extract
real information from it, a defuzzification process, like the one introduced in the next section,
is needed. This is an illustration of the point raised in Section 2.1.4 that, strictly speaking,
defuzzification is not the inverse of fuzzification.

2.2.3 Defuzzification

We will define a defuzzification process for each state zi as a map DFF that takes the fuzzy

value of the state zf' = [pZi ... Pa.-m,]T and assigns to it the real number:
Qimaz
DF?(z]) = Z i (21)
I—a‘mlﬂ

2.2.4 Model Performance

Claim 1 The fuzzy model described in Sections 2.2.1, 2.2.2 and 2.2.3 will exactly duplicate
any trajectory generated by the discrete time linear system 5 provided that:

1. The input u* remains in the set V for all k
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2. The state z* remains in the set U for all k

3. Both models start at the same initial condition

Recall that Lemma 1 guarantees that, under assumption 2 above, saturation of the
rules fired at each step can not occur. Hence this question will not come into the proof. The
proof of this claim will hopefully also help clarify the fuzzy model formalism. We will first
introduce a Lemma, whose proof follows the same outline as the proof of the claim.

Lemma 2 The sum of all the entries of the fuzzy vector produced by passing values of the
states and inputs fuzzified as described in 2.2.1 through the firing rules described in 2.2.2 is

always equal to 1, i.e.:
> (ITz)(Iek) =1 (22)

vt =1 1=1

where v; € {a1, 01+ 1} and p; € {61, 6+ 1}.

Proof: (of Lemma) The proof will be by induction on the dimensions n and m of
the state and the input.

e if n = m = 1 equation 22 becomes:
1 m
1 ul 7! 1 1 1 1 1 1 ul
Z(III Pﬁ, )(;I:Il: pm) = pﬂupzl +p§1+1p2;1 +p§1pzx+l +p§1+1pﬁ1+1
Vi =1 =
1 1 ul :El 1 1
= P&, (g, +P+1) + Poy+1(P5, + Ppy41)
1 1 ul ul
= (le +P:,+1)(Pg, +pﬂ:+1)
=1

e Assume that the Lemma holds for n — 1 states and m inputs. Then it will also have to
hold for n states and m inputs, as

S (I (Hp,‘, = Z(Z(nl:[lpu, )12 )pi,','

v =1 vn \V l=1 =1
- (;(:ﬁlpu,)(ﬂpm)(Zpi:)
_ (z il ""')(,H,”"' ) BF + 55 0)
- uz(':f[lpy,)(np,,,
=1

by assumption.

e It is easy to show in exactly the same way that if the Lemma holds for n states and
m — 1 inputs it will also hold for n states and m inputs.
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e By induction the Lemma holds for all integers n and m, i.e. for any number of inputs
and states.

Proof: (of Claim) The proof will again be by induction on the number n of states
and the number m of inputs.

o If n =m =1, the system becomes:

o = %(am +buby e R

Given a pair of real values for z¥ and u* we apply the fuzzy model discussed above.
1. Fuzzification: Given the real value of the state at time k, =¥ we can derive the
corresponding fuzzy vector using the fuzzification procedure of 2.2.1. All the entnes
will be zero except two, say o and a + 1, that will be equal to p% = o + 1 — Nz* and
pZ41 = Nz* — a respectively. Similarly the fuzzy vector correspondmg to u* will contain
only two non zero entries, say pj = § + 1 — Nu* and Php1 = Nuk — .

2. Firing Rules: After passing these two vectors through the firing rules described in
Section 2.2.2 a new fuzzy vector will be obtained. It will have at most four non zero
entries:

aa + bp
a(a+1)+ b8
ac+b(f+1)
ala+1)+b(8+1)

PaPjs
P§+1PE
PaPit1

¢ ¢

P§+1Pz+1

3. Defuzzification:

1 . T u
phH 7z |(ee + 5B)pps + (aa+1) + b8)pSpp

+ (aa+b(B+1))pZphes + (ala+1) + b(B +1))pE41 P41

1 T Z U U I U u U I T
Wz L(ac +0B8) (PG + Posa) (P + Ppaa) + aPasa (P + Ppn) + bPpa (25 + )

—]\172- :a(a + Pagr) +0(B + p§+1)]
= %[a(a+Nm’°—a)+b(ﬁ+Nuk_ﬂ)]

= %(axk + buf)

i

So the claim indeed holds for the n = m =1 case.

e Assume that the claim holds for systems with n — 1 states and m inputs. We will then
show that it also has to hold for for systems with n states and m inputs. Consider what
happens to the i** state at time k + 1. Under the conventional discrete time model:

k+1 (Z a:l$1 + E btlul )

=1 =1
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Fuzzify as before and consider the output of the firing rules. The nonzero entries of the
fuzzy vector corresponding to ¥+ will be:

n-1

n—1 m
Vl
z av + Z bt + @m0ty ~ H Py, H P,,,Pa,,
=1 =1 =1 =1
n-1

n-1 m
doaa+ ) bam+aim(en+1) ~ J[p5 H Pu,Pa,.+1

=1 =1 I=1 =1

Passing this fuzzy vector through the defuzzification procedure we obtain:

n-1
xf'ﬂ = N2 Z [(Z agv; + Z bzl,ul + aman) H pu, Hpmpan

Vi, =1 =1 =1 =1

n-1
+ (Z av + Z btlﬂl + am(an + 1)) H py‘ Hp;qpan+l]

=1 =1 =1

= N2 Z (z a‘”’l+zb‘”‘”) pr Hpm(pan +pan+l)J
Vi l_l =1 =

+ N2 [Z H p,,, pr,] am(a,,pan + (an + I)Pa +1)

Vi =1 =1

Applying Lemma 2 the above expression simplifies to:

n—1 n—1
xf‘“ = N"’ Z [(Z a;v +Zb:1l“) H P Hpm]
Vit =1 I=1 I=

1
+ ‘main(anpz,, + (an + l)pz +1)
n—-1 n-1
= N2 Z l(z apv; + Ebzlﬂl) H P, Hpm]
Vi =1 =1

1 E T X
+ main(an(pan + pa,,+l) + pﬂn'l'l)

Under the assumption that the claim holds for systems with n — 1 states and m inputs
and substituting the expressions for pZ_ ., we obtain:

n—1 1
xf‘H = (Z a,lxl + Z b,lu,) zain(an + Nmﬁ — ap)

=1

n—-1 x
= (E azlxl + Z btlul) amx

=1

Hence the expression obtained for zf*! from the fuzzy model is identical to the one
obtained from the conventional discrete time system.

o The above proof can be repeated to show that if the claim holds for systems with n
states and m —1 inputs it will also have to hold for systems with n states and m inputs.

e By induction the Claim holds for all integers n and m, i.e. for any number of inputs
and states.
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2.3 Example

This technique for transforming conventional models to fuzzy was applied to the following
discrete time linear system:

, L [-9 10 s BL
gt = —[ 0 4 14 |2F+—=|0]|ut (23)
10 o 6 1 10 | 4
y* = [1 00]:1:"

The above system has one eigenvalue inside the unit circle ({—0.9}) and a pair on it ({0.4 +
0.916¢,0.4 — 0.916:} hence it is stable. We will assume that all states and the input will lie in
the interval [—0.5,0.5], i.e.

U = [-0.5,0.5] x [-0.5,0.5] x [—0.5,0.5]
Y = [-0.5,0.5]

In accordance to the procedure of Section 2.2.1 we partition all states and inputs to fuzzy
sets of the form shown in figure 3. Lemma 1 indicates that for exact tracking of the above
system one needs up to 148 such sets for z;, 136 sets for x5, 120 sets for z3 and 10 sets for
u. Recall that the first and last membership functions will not be triangular but extend to
infinity. This process will lead to quite a few inference rules in the sense of conventional fuzzy
control. Fortunately there is an algebraic way to code these rules and we need not state them
explicitly. )

If each z¥ excites the two fuzzy sets a; and a; + 1 by p., and p.,, respectively and

uf excites b and b+ 1 by p} and p},, eight rules will be fired for xf“:
—9a; +10az + 5a3 ~ pl, 2, P2,

—9a; +10a; +5(as +1) ~ pl p? P31
—9a; + 10(az + 1) + 5a3 ~ p, P2, 11Ps,

~9a; +10(az +1) +5(as +1) ~ pLp? 1084
-9(a1 +1) + 10as + 5a3 ~ pl 192,98,

—9(a; +1) + 10az + 5(az + 1) ~ P¢111+1P:,P23+1

~9(a1+1) +10(az +1) + 5az ~ pL 192 1P,

—9(a1 +1)+10(a2 + 1) +5(az + 1) ~ pl 4192 11Posh1

Defuzzifying to retrieve the real value of zi*! consists of multiplying the above rules by the
amount they are excited, adding and dividing by 100.
Similarly for z5*! four rules will fire, namely:

4a9 + 14a3

4a; + 14(az + 1)

4(az + 1) + ldas

4(az +1) + 14(as + 1)

2 .3
p02p63

2 .3
pagpa3+l

2 3
pa2+1pa3

2 3
Paz41Paz+1

¢ ¢ ¢ ¢
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Finally for 237" eight more rules will fire:

—6a; +4a3+ b

—6az +4a3 + (b+1)

—6az + 4(az+1) + b

—6a; +4(az + 1)+ (b+1)
—6(az +1)+4az+ b

—6(az +1) +4as + (b+1)
—6(az+1) +4(az+1) + b
—6(az+1)+4(az + 1)+ (b+1)

The defuzzification process used for the other two states is similar to the one used for okt
The fuzzy model obtained thus was simulated along side the conventional linear
system model from which it was derived. A typical trajectory for the output (first state) under
both models, as well as the input used to obtain it are shown in figure 5. For comparison
purposes a plot of one trajectory against the other is also given in the figure. The fact that
all points in this graph lie on a straight line at 45° to the axes indicates that the trajectories

generated by the two models are identical.
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Figure 6: Block Diagram of the closed loop system

3 Fuzzy Logic Controller Design

A fuzzy plant model, like the one outlined in Section 2.1 will now be used to design a fuzzy
logic controller. Figure 6 shows the block diagram of the closed loop system. As usual, the
fuzzy logic controller consists of three parts; the fuzzification map F', the defuzzification map
DF, and the controller rule base. In our method, the controller uses the same fuzzification and
defuzzification method as in the plant model, that is the fuzzy sets of u, z and y are identical
in the model and the controller. In addition the reference inputs z4, y4 are also fuzzified using
the plant fuzzy sets of £ and y respectively. In this report we assume that the internal state
variables, if present in the model, can be measured directly and therefore are available to the
controller. The design of the rule base is presented in the next section. This rule base along
with the F and DF maps described above will result in a complete specification of the fuzzy
logic controller.

3.1 Design of controller rule base

The rule base of the plant model can be described as a map from input and state fuzzy sets to
state and output fuzzy sets, as in equations 2 and 3). Suppose each internal state z; is divided
into n,, fuzzy sets, each input u; is divided into n,; fuzzy sets and each output y; is divided
into n,, fuzzy sets. Then the plant rule base will have (T}, ns, [Tiey ny, ) discrete states?.
Each state is a (n + 1) tuple with each each coordinate being choice of a possible fuzzy set for
each variable. Thus this is a conservative approach as the plant constraints between z and y
will rule certain states to be impossible. In every state there are []}., n.; choices of inputs.
Thus input fuzzy sets can be regarded as events (choosing an input value that belongs to a

1If the output does not explicitly depend on inputs, as in the example of 23, then this number will be
reduced to [T=; n,
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particular fuzzy set), that define the directed edges (transitions) between states.

3.1.1 Rule base as a discrete event dynamical system

We can regard the plant rule base as a finite state abstraction of the plant behavior. We can
represent this as a finite automaton given by:

G= (Q? 2161 90, F) (24)
where,
@ = Finite Set of states of the plant model rule base
¥ = Finite set of events (inputs)
6 = State Transition Function
) @xE—-Q
go = Set of initial states

F = Set of final states

The transition function § may not be be defined on the entire domain. For this example, the
sets go and F' will contain only one state each.

We can now use this representation to design controller rule base for regulation.
Given the plant automaton, the task is to design a rule based controller which will produce
acceptable closed loop behavior. We can cast this as a discrete event supervisor design problem
(see [19] for details) in the following way: all the events we have considered? so far (choice
of inputs), are controllable in terms of Ramadge-Wonham theory of [19]. (i.e. you can
block/disable them at any given time). Given an initial state of the plant automaton, the
problem of control design (regulation) reduces to finding a sequence of inputs that will take
the state of plant automaton from the initial state, go, to a final state, F. This is equivalent to
finding [(I17~; nu,;) — 1] events (control choices) at every state which should be blocked by the
controller. By using Ramadge-Wonham theory we can check the existence of a supervisor to
accomplish the control task. Algorithms exists in the literature [20, 21] to design supervisors
for discrete event dynamical systems.

3.2 Regulation

For regulation, we are interested in finding out the sequence of inputs which will take the
system from the initial state to the final state. The final state may represent the set point.
We present two ways of designing controller rule base:

e Construction of controller rule base using backward projection:
This is an iterative algorithm. We start the method with k = 1 and By, = F. The kt*
iteration of this algorithm will be given by

1. Check if go € Bi_;. If yes, stop. The algorithm has terminated successfully.

2The null event ¢ is not a meaningful event in this scenario
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2. Find all the states such that proper choice of input will trigger a transition of the
plant automaton to one of the states in the collection By_;.

B, = {quI(uqk € X) st. 6(qx,uq,) € Br-1}

There might be more than one u,, choices for certain g; because either two choices
of input lead to two different states in Bi_; or they lead to same state in Bi_;.
In this case, we have to chose only one of the possible inputs. This choice might
depend on other design criterion (eg. control magnitude). The controller rule base
will associate the input u,, with the state g.

3. Check if By C Bx_; ? If yes, stop. There is no path from the initial state to the
final state.

4. Replace k by k + 1. Go back to step 1 and continue

This algorithm is guarenteed to terminate in a finite number of steps. It will terminate
successfully if the desired final state is reachable from the initial state. It will also find
the path which visits minimum number of states. For example, in the figure 7, the path
g3 — g5 — F will be discarded in favor of the direct transition g3 — F. The input
sequence that will take plant of figure 7 state from go to F is given by (u1,u2,u3, u4).

The state and control pairs derived at every iteration in the above algorithm constitute
the rule base for the fuzzy logic controller.

To remove the dependence on desired final state, one can select (y — y4) and (z — z4)
as the feedback variable. Then the final plant state becomes independent of the desired
set point.

e Automated search using verification software:

If the number of states of the plant automaton is large, then the method described above
will not be efficient. If the initial state go of the plant automaton is fixed, then we can
use COSPAN to get a control trace that will take the plant state from ¢o to F. COSPAN
is a software program [22], that is used for verification of regular languages. In this case,
we can enter the ‘uncontrolled’ plant state machine in COSPAN, define the task to be
‘never visit the final state’. If there is a path from the initial state to the final state,
then the run will fail and COSPAN will return the entire trace of events that failed the
task. This will provide one trace of inputs to take the plant from the initial state to the
final state. Note however that in this case there is no guarantee that the returned path
will be the shortest route to the final state.

3.3 Tracking

Tracking is a dynamic phenomenon. We can cast this as a regulation problem if the desired
trajectory can be expressed as an output of a reference fuzzy model using the same membership
functions of the plant model. This may not always be possible however. We consider the one
step finite state machine model, at every instant of time, for designing tracking controllers. In
general, the tracking controllers need some on line calculations as opposed to the regulation
controllers.
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Figure 7: Backward Projection Algorithm

We will define a distance function on the discrete state space. For a given state of
the plant automaton, there are at most [T, n,; choices of next states (corresponding to each
choice of the input). Thus at every step, the distance between the desired next state and the
possible next states can be calculated. Choose the input, at this step, which makes the next
state closest to the desired next state. Thus the controller has to perform [Tj%; n.; distance
calculations and solve a discrete minimization problem at each step. Note that this method
will result in exact tracking if it is achievable.

Many distance measures can be defined on the discrete space of fuzzy sets. A very
simple choice is the following:

We associate the center C,; of the membership function to the fuzzy set j of the
variable z;. Then the distance between two fuzzy sets of the same variable is given by
d(z! — zF) = |Cz;,- — Cyx|. A discrete state of the plant automaton has (n + 1) coordinates.

The distance between two discrete states will be defined as the Euclidean norm of the (n + 1)
dimensional real vector whose entries correspond to distance between each coordinate of the
two states.

Clearly a proof of the claim that the controllers designed using this distance function
is still needed.
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3.4 Analysis

The performance of the closed loop discrete event system can be verified by automatic verifi-
cation tools, such as COSPAN. In addition, we can add uncontrollable events, corresponding
to disturbances, to the plant model. These events disturb the state of the plant and the
controller should be able to bring it back to the desired state. We can use COSPAN to check
that in an infinite run the controlled plant visits the desired state infinitely often.

The ultimate task of this research is to produce a technique for deriving proofs of
performance of the closed loop system consisting the fuzzy plant model and the fuzzy controller
discussed in this paper. In the future, we would like to be able to show that the controller rule
base designed as in section 3 and verified as above will result in desired closed loop behavior.

4 Conclusions

In this paper we have presented a general framework for the the creation of fuzzy rule base
plant models. In addition, we have synthesized a fuzzy rule base plant that exactly sim-
ulates a discrete-time, linear, time-invariant system with rational coefficients under certain
assumptions on bounds on the state and input. Hopefully, our fuzzy plant model, will allow
us to compare fuzzy rule base control with conventional control techniques. Further, we have
presented a general formalism for regulation and tracking control synthesis of fuzzy rule base
plants.

In the future we plan to use the fuzzy rule base plant model described in Section 2.2
and the control synthesis method presented in Section 3 to verify the closed loop performance
of a fuzzy system. In addition, we hope to compare the performance of the fuzzy logic
controller developed this way with conventional controllers.
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