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Abstract

As aresult of the rapid development of disk technology, several orders of magnitude
improvement in storage density has been made on magnetic disk systems in the last few
decades. Currently state-of-the-art disk systems can store up to 350 millions bits per
square inch. By the end of this decade, it is predicted that the maximum storage density
will be increased to 10 billions bits per square inch. To take advantage of this tremendous
increase in disk storage density, there must be a comparable improvement in processing
power of the associated electronics. In this report, a parallel DSP architecture, which pro-
vides the key functions required in the magnetic disk read channel employing Class IV
Partial Response Signaling, will be presented.

To greatly enhance the throughput of the DSP, the proposed architecture creates four
time-interleaved channels which allow parallel processing of signal. In certain applica-
tions such as portable computers, it is essential to cut down the power dissipation of the
disk drive electronics. This report will discuss the advantage of using the parallel archi-
tecture from a low-power design point of view, despite that it consumes more silicon area.
A prototype with an adaptive equalizer and a Class IV Partial Response Viterbi decoder
was fabricated in a standard MOSIS 1.2um CMOS process. The total silicon area is
57,000 mil? (36.6 mm?). Experimental results show that the chip can achieve a through-
put of 50MBits/sec with a power consumption of 70.5mW only.
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Chapter 1

Introduction

1.1 Background and Motivation

In a broad range of communication applications, such as high-speed transmission on
twisted pair and wireless communications, sophisticated signal processing techniques are
required to enhance detection accuracy. The advancement of VLSI circuits makes possi-
ble the implementation of complex signal processing blocks such as digital adaptive
equalizer, which are usually composed of thousands of transistors. The tremendous
improvement in processing powers of personal computers and workstations in the last ten
years brings an enormous demand for the storage and processing extremely large amounts
of digital data. Since 1967, the use of magnetic disks has become more and more popular
as a result of the rapid development of disk technology. In less than 40 years, several
orders of magnitude improvements in cost, capacity, and performance have been made on
these magnetic storage systems [1]. As the areal and linear densities increase rapidly,
there must be a match in the development of the data detection techniques that serve to
retrieve the stored data. For the last 30 years, disk drive engineers have been using the
simple Peak Detection method. However, as the storage density continues to increase, its
performance will be greatly degraded because of the effects of Inter-Symbol Interference
(ISI) and other non-idealities.

To overcome this problem, a new method, the Partial Response Maximum Likeli-
hood (PRML) detection method has been proposed. In the last few years, most research
works published in this area emphasized the system-level aspects of a PRML system.
However, research in the implementation of such system is still in a relatively “infant”

stage. This report describes a new parallel DSP architecture that provides functions
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required in the magnetic disk read channel employing Class IV partial response signaling.
These functions include adaptive equalization and sequence detection. The key objective
of this research project is to achieve a throughput of 100Mbits/sec at a supply voltage of
3.3V with a power consumption of less than 250mW, In addition to this, another impor-
tant goal is to investigate the impacts of more sophisticated circuit design techniques and

fabrication technology on the design of a DSP on an architectural as well as system level.

1.2 Organization of the Report

This report is organized as follows. Chapter 2 gives a brief tutorial on Partial
Response Maximum Likelihood (PRML) Detection scheme. It also explains the reason of
switching from the traditional Peak Detection method to PRML. Chapter 3 derives the
proposed parallel DSP architecture. Comparisons of speed, power, and silicon area are
made between the parallel and the pipelined implementation of the proposed DSP. These
comparisons lead to the conclusion that the parallel approach is preferable in this case.
Chapter 4 describes the physical design of the chip. The organization of the major func-
tional blocks will be described. The circuit implementation of these functional blocks will
also be shown. Chapter 5 is a detailed description of the Difference Metric Algorithm
used for the Viterbi decoder as well as its actual circuit implementation. Chapter 6 is a
brief discussion of the design of the test board as well as the key experimental results.
Chapter 7, the last chapter, is a conclusion that summarizes the key points of this research

project and the direction for future work in this area.



Chapter 2

Partial Response Maximum Likelihood (PRML) Detection

2.1 Channel Model

The magnetic storage system is in many ways analogous to a data transmission sys-
tem. A typical magnetic storage channel consists of the write head, the magnetic medium
itself, and the read head. These components are similar to the transmit filter, the channel,
and the receiver in a digital communication system. Figure 2.1a shows a typical magnetic

storage channel, while a typical data transmission channel is shown in Figure 2.1b [2].
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Figure 2.1a Magnetic Storage Channel
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Figure 2.1b Data Transmission Channel

The major difference between these two channels exists between the modulator in
the data transmission channel and the write head in the magnetic storage system [2]. Ina
data transmission system, modulaticn schemes can be used to increase the effective data
rate. For example, we can increase the number of levels in a PAM system if a higher bit

rate is desired. The channel bandwidth requirement remains the same because the symbol



rate does not change. The only penalty is that the transmission power has to increase to
keep the error probability unchanged. On the other hand, because of hysteresis effect,

only two levels (+1 and -1) can be transmitted in a magnetic disk read channel.

At this point, it is helpful to derive a quantitative model for the magnetic disk read

channel. Assume that the natural step response of the read channel is Lorentzian [31:

A
s(t) = T3 2.1)
1+ (2m
Therefore the pulse (dibit) response is given by
p(LT) = [.S(t)—;(t-T)] 2.2)

Notice that p(t,T) is a function of T. This dependence is important because it shows that
the only way to increase linear density is to decrease T [4). With (2.2), the ideal output of

the read channel can be written as

x(t) = Y ap (t—kT) (23)
k

As in a data transmission system, the actual output is corrupted by several noise sources

and is given by [5]:

y@ = Zakp (t=kT) +n,(1) +o, (n,(t) eh (D) +a n, () 2.4)
k

where ng(t) = electronic noise, ny,(t) = media noise, o = weighting parameter for media
noise, ny(t) = Intertract Interference (ITI), o » = weighting parameter for n,(t), and h(t) is

the channel impulse response. The electronic noise is additive white-Gaussian and is
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caused by the signal amplifier in the read head. Medium noise comes from several
sources. The read channel exhibits nonlinear effects that become more pronounced as the
transition-spacing decreases. In addition, the channel exhibits random gain fluctuations
and spectral variation as the position of the head varies with respect to the medium.
Finally, medium thickness variations around the disk also give rise to medium noise. The
ITI is the result of recording head positioning error [5]. Unlike electronic and medium
noise, ITI is neither white nor Gaussian; as a result, accurate characterization of ITI is very
important for designing good data detection systems in a ITI-dominated noise environ-

ment.
2.2 Sampled Data Detection

The well known Peak Detection (PD) method has traditionally been used to detect
the read back signals received by the read head. In fact, all the commercially available
disk drive systems today use peak detectors. Figure 2.2 shows a typical PD system [2].
As a result of the use of NRZI encoding, either a positive or negative step decodes to 1,
and no step decodes to 0. The head output, y(t), is rectified and passed through a threshold
device, which is used to enable a zero-crossing detector. When the zero-crossing detector
is enabled and its input (which is the derivative of the channel output, y (¢) ) passes
through zero, the zero-crossing detector output will be a “1”. This indicates the presence

of a peak. Also, the clock rate is derived from the zero-crossings of the time derivative,

y(1).

y(t) rw——’
Output
Full-wave Threshold .
Read Head Rectifier Detector Enable Bits

Step Response ™1
s(t) Noise Er—o
d/dt Crossing N
- Detector
y(@®

PLL

Figure 2.2 Block Diagram for a Typical Peak Detection System



The PD system described above works well if the channel output is free of ISI. However,
as shown in (2.2), the only way to increase the linear density is to decrease T (increase
clock rate), because the pulse (dibit) response p(t,T) is a function of T. This will, however,
lead to severe ISI. Consequently, as the linear density increases, two major types of errors
occur in a PD system [2]: (1) “Missing-bit” errors occur when ISI and/or noise cause the
output signal peaks to drop below a threshold, and (2) “Peak-Shift” errors occur when the

point at which the signal derivative crosses zero is shifted into an adjacent timing window.

One effective solution for these errors is the use of the Run-Length-Limited (RLL)
codes. RLL codes are characterized by two parameters (d,k) specifying, respectively, the
minimum and maximum numbers of symbols 0 between consecutive symbols 1 in the
allowable code sequence. In other words, the “d” constraint increases the minimum tran-
sition spacing to improve SNR and reduce missing-bit errors. However, since the code
rate is less than unity, the clock rate must be increased to keep the user information rate
constant. This will inevitably lead to more peak-shift errors. As a result, the lowest bit
error rate is achieved with a trade-off. The most popular (d,k) constrained codes are the

1/2-rate (2,7) and the 2/3-rate codes [6].

The rapid pace of development of computer technology brings a large demand for
disk systems with an operating speed on the order of 100 Mbits/sec. As mentioned, the
maximum attainable operating speed of a PD system is limited by ISI, and it is believed
(by most disk drive engineers) that the best a PD system can do is only about 60 Mbits/sec.
Therefore, a new detection scheme must be used to meet the impending need. For this
reason, most of the recent research efforts in this area have been directed towards the use
of sampled-data detection method. The hope in using sampled data detection is that, with
the application of sophisticated digital signal processing techniques, the undesirable

effects of ISI can be reduced.



2.3 Application of PRML to the magnetic disk read channel

2.3.1 Partial Response (PR) Signaling

The objective of performing equalizaiton in a magnetic disk read channel is to com-
bat the effect of ISI, thereby increasing storage density. Theoretically, to have no ISI, it is

necessary to have a flat spectrum at the output of the equalizer, therefore

oo

Y IP(j(0+kT))|? = constant 2.5

k==

However, it comes with the undesirable noise enhancement effect. This is especially true
for the magnetic disk read channel, because it is inherently PR due to a DC null and high
frequency roll off. Therefore, the output spectrum cannot be equalized to a flat spectrum;
otherwise there will be infinite noise enhancement. This alone makes the use of the zero-
forcing equalizer impractical. Therefore, instead of equalizing to the ideal flat output
spectrum, an appropriate coding scheme should be selected such that the output SNR will
be maximized at the data rate of interest. This is the motivation for using PR signaling.

The writing current i(t) in the NRZ recording system can be written as [7]:

i)=Y (2x,-u(t-k7T) (2.6)
k=0

where {x,} (b = 0,1) is the binary input sequence and u (¢) is a rectangular pulse of
duration T seconds. From (2.6), it is clear that i(t) is normalized to 2 saturation levels (+1
and -1). Due to the inherent differentiation of the stored magnetization patterns in the read
process, the readback voltage at the sampling instants in the absence of noise and ISI is

given by:

Vib (nT) = 2y n (2.7)



where y, = x,~x,_; forn21andy, = 0forn = 0. Itisclear that.{y,} is a three-

level sequence (-1, 0, and +1). Thus the recording channel can be regarded as a PR chan-

nel with a discrete transfer function [7]:

G,(D) = 1-D 2.8)

Minimum bandwidth systems with no ISI are physically unrealizable. However, by intro-
ducing a controlled amount of ISI, we can practically implement systems transmitting at
the Nyquist rate. Figure 2.3a shows the impulse response h(t) to a step change in the mag-
netization pattern, and T is the sampling period. In Figure 2.3b, the new time axis ¢, , is
defined as [7]:

t,, =t+=T (2.9)

where T,,,,, = %T. Furthermore the function f(z,,,,) is given by

fltne) = h(t+5T,,) 2.10)

then, as can be seen from Figure 2.3b, f(nT,,,,,) = 1forn=0,1and f(nT,,,) = 0 oth-
erwise. Note that the values at n =0, 1 are normalized. Therefore the new transfer func-

tion is given by

F(D) = Y, f(nT,,)D" = 1+D 2.11)

n=—oo

Combining (2.8) and (2.11), the transfer function of the whole system is

G,(D) = Gy(D)F(D) = 1-D? (2.12)

which is the well known Class IV Partial Response system [7].
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Figure2.3b Sampling in Class IV Partial Response Channel

2.3.2 Maximum Likelihood (ML) Detection

In a PR coding system, since it is know that a controlled amount of ISI has been
introduced, this known correlation between data samples can be utilized by the decoder to
achieve a better detection probability by considering a sequence of symbols. Therefore
the Maximum Likelihood (ML) detection method is very useful in this case. Since redun-
dancy level(s) are added, there is a loss in SNR when PR coding is used. However, this
SNR loss can be recovered with a ML detector. Thus, theoretically, the PRML system can
approximate the match filter bound very closely [8]. One more advantage of using the
PRML system is that adaptive equalization techniques can be readily applied. One simple
approach, which is adopted in the proposed DSP, is to use an adaptive LE followed by the

ML detector.



Chapter 3

Parallel DSP Architecture

3.1 Introduction

Figure 3.1 shows the block diagram for a general read channel DSP. The major com-
ponents include the adaptive equalizer and the Class IV Partial Response (PR) Viterbi
decoder. Timing recovery circuitry is also required to acquire timing information for the
front end of DSP. In the proposed DSP, since the emphasis is placed on implementing a
low-power high-speed signal path which consists of the equalizer and the decoder, this

timing recovery block is not included.

To Front End

Timing

- Recovery ;
i Data
F Viterbi | i Out
—p ———

Decoder :

Equalizer ' f

. Slicer
A/D g Adaptive

T
error
Coef, :
Update

...............................................................................

Figure 3.1 Block Diagram of Read Channel DSP
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Figure 3.2  Basic Structure of Adaptive Equalizer

As mentioned in Chapter 2, as a result of the 3dB coding gain provided by the Vit-
erbi decoder, a PRML system can approximate the match filter bound closely. In the pro-
posed DSP, a simple approach in which an adaptive equalizer followed by a Viterbi
decoder is used. Figure 3.2 shows the basic structure of the adaptive equalizer. It is basi-
cally an 8-tap FIR filter with its coefficients updated using the Stochastic Gradient (SG)
algorithm. The SG algorithm updates the coefficients in such a way;o that the mean
square error at the output of the filter is minimized. In a magnetic disk, data bits are
arranged in concentric tracks. For the usual case of constant data rate, the effect of ISI will
be more limiting at the inner diameter (ID), because transition-spacing at the ID is closer
than that at the outer diameter [2]. This is the main motivation for performing adaptive
equalization in a discrete-time read channel. Another key component, the Class IV PR
Viterbi decoder, serves to decode the channel output symbols back to the original input
bits. In other words, it performs the 1/ (1 — D?) operation. As stated in Chapterl, the tar-

get throughput of the proposed DSP is 100 Mbits/sec, while the target power consumption



is 300mW or below. The design of blocks performing complex computations such as mul-
tiplication and accumulation with a throughput around 100MHz is difficult. This can be
achieved only at the expense of large power consumption. To overcome this problem, two
popular approaches used to enhance the throughput of a signal path, pipelining and paral-
lelism, were considered. A detailed analysis and comparison between these two

approaches is given in the following section.

3.2 Pipelining and Parallelism
3.2.1 Introduction

As a quick review, a brief explanation of the principles of pipelining and parallelism
will be given first. Figure 3.3 shows how to use pipelining and parallelism to build a
50MHz 6 bits by 6 bits multiplier. In other words, all the logic operations required in one
multiplication needed to be done within 20ns(T). The key assumption is that, with the
best fabrication technology available, the highest achievable operating speed is 25MHz (1/
2T). In the parallel implementation, two identical 25MHz (1/2T) multipliers with input
latches are used. Multiplexing and Demultiplexing blocks are required at the input and
output respectively to distribute the data to the right signal path. Note that the input
latches are still being clocked at 25 MHz (1/2T). In other words, each multiplier still has
40ns (2T) to perform one multiplication. In the case of using the pipelined implementa-
tion, one 25MHz multiplier is broken into two equal parts, and a set of pipeline latches is
inserted in between them to synchronize the data. These two parts are equal in the sense
of lengths of the critical paths, rather than physical dimensions. Different from the paral-
lel implementation, both the input and the pipeline latches are being clocked at SOMHz v/
T), the target operating speed. In this case, the first half of the multiplier has 20ns (M to
finish the computations and then transfer the data into the second half of the multiplier

through the pipeline latches. As aresult, the hardware apparently still has 40ns 2D to
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process all the required logic operations. Judging from this simple example, it seems that
the pipelined is preferable, since the parallel approach requires almost twice as much hard-
ware as the pipeline approach. Because of this observation, an early effort was made to

look into the possibility of implementing the proposed DSP using the pipeline approach.

2T

-
—_— | | BMHz |

Multiplier

= T
‘X 25MHz = 1/2T+ 2l 5
Input Output

, > 251\/.IH.z .

Multiplier

25MHz = 12T *

Figure3.3a  Parallel Implementation of a SOMHz Multiplier

T Pipelining

T
> Latches -
Input L —P> —— +—— Output
50MHz = I/T ; ‘ \
Half 25MHz SOMHz = /T Half 25MHz
Multiplier Multiplier

Figure 3.3b  Pipelined Implementation of a SOMHz Multiplier

3.2.2 Advantages of Pipelining Limited by Design Constraints

Because of the advancement of VLSI technology, integrated circuits with thousands
or even millions of transistors are feasible to manufacture. The sizes of these state-of-the-
art integrated circuits often make optimization of performance at the transistor level

impossible. For this reason, most DSP and other digital circuit designers have shifted
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their attention to the exploration of new design methodology at the architecture level.
Among the most popular approaches being utilized today, pipelining is one of the most
fundamental and simplest to apply. The basic principle of the application of pipelining for
increasing hardware throughput is demonstrated in the example shown in section 3.2.1.
From that example, one can observe that the only extra hardware needed are the pipeline
latches. These latches are cheap in terms of area and power, and they are very simple to
design, especially for high speed applications. The only drawback is that more latency is
added to the signal path.

In the Department of Electrical Engineering and Computer Sciences of UC Berkeley,
researchers led by Professor Brodersen and Rabaey are looking at the impact of architec-
tural design on the speed and power consumption of digital hardware. In one of their
recent publications [9], the following results were demonstrated (see Figure 3.4a). For
Figure 3.4a, the key assumptions are that the target throughput is fixed while the supply
voltage can be freely adjusted to minimize the power. Data point A represents the case in
which no pipelining is being applied. Therefore, the target throughput is achieved by
some brute-force approaches such as sizing up the transistors, raising the supply voltage,
or using a better fabrication process. The second data point is obtained by lowering the
supply voltage so that the target throughput can just be achieved by using one pipeline
stage. Note that all other conditions such as the design of the hardware and the quality of
the fabrication process remain the same, since the emphasis is placed on investigating the
use of pipelining to lower power consumption as the supply voltage is reduced. The third
and fourth data points are obtained in the same way. The reduction of power consumption
can be explained as follows. For digital CMOS integrated circuits, power will be con-
sumed only when there are logic transitions. In other words, they only consume dynamic

power, which is given by

Power = C,,,,\V3 o f 3.1)



where Cy,yq is the total parasitic capacitance needed to be charged or discharged, and f is
the operating frequency. For long channel devices, the maximum attainable speed is pro-
portional to the magnitude of the charging (or discharging) current available, which is, in
turn, proportional to (Vj,,, — V,) 2. However, the rapid development of VLSI technology
makes the minimum attainable dimensions become smaller and smaller. As a result of
velocity saturation, the magnitude of the current available in a short channel device is pro-
portional to (Vj,, — V) instead. Therefore, the maximum attainable speed can be written
as

Speed = k(Vpp-V,) 3.2)

where k is a constant. From (3.1) and (3.2), it is clear that as the supply voltage is reduced,
the power consumption decreases in a faster rate than the speed. This explains why the
power consumption keeps going down in the first four data points. However, the power
consumption goes up again at the fifth and sixth data points. This is due to the fact that the
number of pipeline latches increases exponentially with the number of pipeline stages. In
other words, the overhead introduced by the pipeline latches limits the usefulness of the

pipeline approach.

Power Power
* A
J
. -
0 T 2 3 & 5 6 o ofpipeline 0 1 2 % No. of Pipeline
Stages Stages
(a) (b)

Figure 3.4 Advantages of Pipelining Limited by Design Constraints
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For the proposed DSP, however, pipelining is not as useful as described above. This
is mainly because it has different design constraints. The key difference is that the magni-
tude of the supply voltage is fixed at 3.3V in this case. Recall that the target throughput of
the proposed DSP is 100Mbits/sec. According to simulation results, this is not achievable
when pipelines is not being applied. Assume that with the 1.2um CMOS standard MOSIS
process, the fastest multiplier available can be operated at 2SMHz only. Therefore, at least
three pipeline stages are required to attain the target throughput. Since the supply voltage
is fixed at 3.3V, when extra pipeline stages are added to increase the throughput, the power
consumption goes up. This argument is recapitulated in Figure 3.4b. From this argument,
it is clear that pipelining is not as useful as in other cases. Because of this, the parallel
architecture is studied again, and a comparison between the pipeline and the parallel

approach is made in terms of power consumption.

3.2.3 Parallelism over Pipelining

To compare the pipeline and the parallel approach in a more general and systematic
sense, a more accurate estimation of the power consumption is required. For the sake of
simplicity, the readers can still refer to the example of designing a 50MHZ multiplier men-
tioned before. However, all the equations shown in this section will be written in terms of

symbols such as T (period) and E (Energy) to avoid the loss of generality.

One of the advantage of CMOS digital integrated circuits is the absence of static cur-
rent. Therefore, they consume dynamic power only. As given in (3.1), dynamic power is
equal to the product of the total capacitive loading, the square of the supply voltage, and

the operating frequency. It can be given more generally as:

Dynamic Power = Energy/transition X Operating Frequency (3.3)
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In the example of designing a SOMHz multiplier (see Figure 3.3), the power consumptions
for both the parallel and pipelined implementation can be computed by using (3.3). For
the paralle] implementation, since two 25MHz multipliers are being used in parallel, the

power consumption can be written as

P OWERparallel =2X{ Ejgep + Emultiplier} X121 (3.4)

where Ejgcp, and Epyyigipiier are the energies consumed by the input latches and the 25MHz
multiplier in each transition respectively. Similarly, the power consumption for the pipe-

lined implementation can be written as

POWERPipeline ={ Ejgcn + Emultiplier + Ep-latch } X1/ 3.5)

where Ep ja.cp, is the energy consumed by the input latches in one transition. Note that
Ejaich and Epyitipiier are the same as those in (3.4), since the original 25MHz is not modi-
fied at all. By comparing (3.4) and (3.5), it is clear that the pipelined implementation con-
sumes more power than the parallel implementation bYE, _1aren X 1/T. 'i‘herefore, froma
pure low-power design point of view, the parallel approach is preferable to the pipelined

approach.

Spice simulations were performed to verify the idea put forward in the previous
paragraph. The results are shown in Table 3.1. With the 1.2um CMOS double Poly Orbit
process, the fastest multiplier available can be operated at 25MHz. This corresponds to
the case of zero pipeline stage in which a power of 4.82mW (at 25MHz) is consumed. If
the multiplier is pipeline once, then the power consumption is 8.5mW (at 33.3MHz). Dif-
ferent from the example shown in Figure 3.3, the throughput cannot be doubled when a
pipeline stage is added. This is due to the finite set-up time in the pipeline registers. A
maximum speed of about 45SMHz can actually be achieved. However, since the final goal
is to achieve a throughput of 100MHz, it makes more sense to clock the pipelined multi-
plier at the lowest possible rate to get a better power figure. The data for two and three
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pipeline stages were also obtained. In Table 3.1, it is interesting to observe that the ener-
gies consumed by the adders, the registers, and the AND gates decrease as the number of
pipeline stages increases. This is due to the fact that the pipeline latches tend to synchro-
nize the signal flowing through the multiplier, and this lowers the occurrences of glitch or
unneccessary transition in the hardware. Another important observation is that the num-
ber of pipeline registers increases tremendously as the number of pipeline stages

increases.

The power figures shown in Table 3.1 cannot be compared, since they were obtained
at different speeds. However, a fair comparison can be made if parallel implementations
of each of them are considered to make up to a fixed throughput. In this case, the target
throughput of the proposed DSP (100MHz) will be used. The results are shown in Table
3.2. Note that the power consumption goes up with the number of pipeline stages. It can
also be seen from Table 3.2 that the major disadvantage of the parallel approach is that it
requires significantly larger die sizes. Combining all these results, the conclusion is that,
if the extra area overhead caused by the paralle]l approach can be tolerated, then the paral-

lel approach is preferable to the pipelined approach for the proposed DSP.

3.3 Derivation of the Parallel DSP Architecture

In the last section, the key decision of using four parallel 25MHz multipliers to sim-
ulate one 100MHz multiplier is made. At this point, the parallel DSP architecture will be
derived step by step. Figure 3.4 is the same as Figure 3.2 with the exception that the
100MHz multiplier in each tap is replaced by four paralle] 25MHz multipliers.

The bottleneck caused by the 100MHz multiplier has now been solved. However,
accumulating the eight products coming out from the eight taps of the FIR filter at
100MHz is also very difficult to achieve. A simple but effective solution to this problem

is to break the 100MHz accumulator up into 4 parallel 25MHz accumulators, as shown in

19



SG Algorithm [
COJV
Input
s G <1
v v 3
Symbol Error
Rate |z1 -1+
Clw
73
Y —P
y L=t 2 F3
z-l
+ ®
®
[}
'z’l C7‘
73]
VT

Figure 3.4 Adaptive Equalizer with Parallel Multipliers

Figure 3.5. Since there are four 25MHz multipliers in each tap, it is very straight forward
to construct four identical parallel FIR filters by connecting the first 25MHz multiplier in
each tap to the first accumulator, the second multiplier to the second accumulator, and so
on and so forth. Thus four parallel time-interleaved channels have been created for the
signals to flow through. The idea is demonstrated in Figure 3.6. At a certain point in time,
say to, the eight samples stored in the 100 MHz delay line are transferred to the first filter.
After a delay of one T (10ns in this case), the eight samples in the delay line are shifted
down by one delay register, and these eight repositioned samples are shifted into the sec-
ond filter. The same procedure is applied to the third and the forth filter. In this way, from
the perspective of the delay line, the four 2SMHz FIR filters perform the same function as
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a 100MHZz filter. Another important feature of this adaptive equalizer is that the coeffi-
cients are being updated at 25MHz only. This can be achieved by using the signal coming
out of filter 1 only to drive the stochastic gradient algorithm (see Figure 3.5). Unlike some
communication channels which have rapid varying characteristics such as a mobile sys-
tem, the magnetic disk drive read channel is relatively stable. Therefore, the channel char-
acteristics are changing at a much rate than the target throughput of the proposed DSP. By
preforming the coefficient update at 25MHz, a significant saving in area and power con-
sumption can be achieved. However, this saving does not come for free. According to
system-level simulations, updating the coefficients at one-fourth of the symbol rate causes

undésirable effects on the robustness of the algorithm. For example, its convergency
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Figure 3.5 Adaptive Equalizer with Four Parallel Channels
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becomes slower and more sensitive to the noise level. In addition, the minimum achiev-

able mean square error becomes larger. This subject is described in details in Chris

Rudell’s master report [18].
100 MHz 25 MHz
m Filter 1 —
. O— Filter 3 —
ljﬂ ©—  Filter4 —
. T
< Filter l >H'
, Filter 2

l T ‘ < Filter 3
’ Filter 4

Figure 3.6 Four Time-Interleaved Channels

As described in section 3.1, the output of the adaptive equalizer serves as the input
to the Viterbi decoder. As explained in Chapter 2, the 1 — Dzoperation is achieved By sub-
tracting the current sample by the one two sampling periods ago. Therefore, the odd and
even channel output symbols are independent, and can be interpreted as two interleaved
1 — D channels at a symbol rate of 5S0MHz. Thus two parallel SOMHz Viterbi decoders
performing the 1/ (1 - D) decoding operation can be used instead. This is shown in Fig-
ure 3.7. The first Viterbi decoder takes its input from the first and the third channel, while
the second Viterbi decoder takes its input from the second and the fourth channel. Finally
the outputs of these two Viterbi decoders merge, and the chip output is a 100MHz bit

stream.
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Chapter 4

Physical Design of DSP

4.1 Layout of Key Functional Blocks and Data Flow

4.1.1 Chip Plan
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Figure 4.1 Overall Chip Organization

In the last chapter, the design of the proposed DSP on an architectural level is cov-
ered. In this chapter, issues more closely related to the physical design of the chip, such
layout and transistor level circuit design, will be discussed. First of all, it is a helpful
introduction to look at the overall chip plan for the proposed DSP (see Figure 4.1). The
top part of the chip accommodates the four parallel FIR filters described before. The coef-
ficient update circuitry is located on the left of these four filters and the two interleaved

1 - D Viterbi decoders are found below the filters. In addition, circuitry is required to
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generate the four 25MHz clocks which serve to synchronize the data in the four inter-
leaved channels. In a practical commercial chip, ROM and RAM are needed to store ini-
tial coefficients for training the adaptive filter. They provide good starting points from
which the filter can converge faster and better. Interested readers should refer to Chris
Rudell’s master report for more details [18]. For the prototype, however, these on-chip
memories are not included because it is more convenient to down load the coefficients to

the chip with external switches.

4.1.2 Bussing of Coefficients Through the Channels

As mentioned in section 3.3, the coefficients of the filter are being updated at only
one-fourth of the symbol rate because of the relatively slow-varying characteristics of the
disk drive read channel. Therefore, the length of the updating period is 4T instead, where
T is one sampling period. As a result, the same set of coefficients is shared by the four
parallel filters within one updating period. As shown in Figure 4.1, the filters with the
update circuitry span the whole length of the chip; therefore, it is important to bus the

coefficients through the filters in an area and power efficient way.

The most straightforward approach is to drive all four filters directly from the update
circuitry. Since there are eight coefficients and each of them is represented as a 6-bit
word, this means 48 metal lines need to be routed around these filters until they reach the
coefficient latches of the fourth filter. This is obviously a waste of chip area. In the pro-
posed DSP, the outputs of the update circuitry are connected to the inputs of the coefficient
latches of the first filter only. The outputs of the coefficient latches of the first filter are, in
turn, connected to the inputs of the coefficient latches of the second filter, As described in
section 3.3, the four parallel filters can be regarded as four time-interleaved channels. To
synchronize the signal flow, four 25MHz (one-fourth of the symbol rate) clocks with a

phase offset of 10ns (=1T ) from one of them to the next one are required. These clocks
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are shown in Figure 4.2. Note that all the latches on chip are positive edge-triggered.
Therefore, the coefficients become available at the output of coefficient latches of filter
one right after clock one goes high. So as long as the time needed to transfer the data
through the interconnects between filter one and two is less then one T (10ns), then filter
two will be able to sample the right coefficients. This is certainly not a problem since the
interconnects are just metal lines. The coefficients are bussed to the third and fourth filter

in the same way.
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Figure 4.2 Bussing of Coefficients Through the Channels

The advantages of this implementation are as follows. Compared to the straightfor-
ward approach, this allows a significant saving in area since it is now not necessary to
route those 48 metal lines around the filters. This also represents a corresponding saving
in power consumption since it is now not necessary to charge and discharge those 48 metal
lines which run across almost the whole length of the chip. For the same reason, powerful
drivers at the oufputs of the update circuitry are not necessary, since the metal lines con-
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necting the first and second filters are too short to cause any significant capacitive loading.
Finally, as shown in Figure 4.2, the coefficients at the outputs of the update circuitry only
need to be valid until they are sampled by filter one. This makes the design of the update

circuitry easier.

4.1.3 Input Signal Flow
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Figure 4.3 Signal Flow Diagram I

As in the case of coefficient bussing, the input samples, including the old ones stored
in the delay line and new ones coming in from the front end, need to be distributed to the
four parallel filters where they are being equalized. Basically the same approach used in
coefficient bussing is adopted here again (see Figure 4.3). In this case, however, the
update circuitry is replaced by the delay line. Filter one samples its input from the delay
line when clock 1 goes high. Note that the first (or the latest) sample in the delay line is
the current input' sample. As in the case of coefficient bussing, the input latch in each tap
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of filter two samples its input from the output of the corresponding input latch in filter one
as clock 2 goes high. However, for correct timing operation, the first tap of filter two is
directly connected to the chip ini)ut, while the second tap is connected to the output of the
first tap of filter one, the third tap to the second tap of filter two, and so on and so forth.
This is demonstrated in Figure 4.4. At a certain point in time, input samples x; through
Xk-7 are sampled by the first filter as clock 1 turns on. After a delay of T, Xy through x; ¢
are passed to filter 2 and a new input, X, is sampled by the input latch of the first tap of
filter two. Thus this is no loss of information even though each filter is running at only

one-fourth of the symbol rate.
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Figure 4.4 Signal Flow Diagram I

4.2 Circuit Implementation of Key Functional Blocks
4.2.1 Carry Save Multiplier

As described in Chapter 3, four parallel filters will be used to achieve the perfor-
mance of a 100MHz 8-tap FIR filter. Also, the proposed DSP is a 6-bit system. Conse-

quently, 4 x 8 = 32 6-bit by 6-bit multipliers are required. The design of multiplier has a
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significant impact on the performance of the entire chip. Recall that the goal is to achieve
a throughput of 100Mbits/sec with a power consumption of less than 250mW. These

high-speed and low-power specifications make the design of the multiplier especially dif-
ficult. At a very early stage of this research project, an effort was made to do a survey of

different multiplier architectures.

Figure 4.5 Modified Carry Save Multiplier

The high-speed requirement of the chip simply rules out the possibility of using
serial multiplication methods. In fact, only parallel multiplier structures are studied. It
was found that most of the fastest multipliers, which are mainly used the data path of high
speed microprocessors, adopt the Wallace tree structure with booth encoding [10], [11].
However, these implementations involve complicated overhead circuitry, which make

them less attractive candidates for use in small multipliers. Actually the final choice is the



carry save multiplier, which is shown in Figure 4.5 [12]. In addition, the Baugh-Wooley
two’s complement parallel array multiplication algorithm is used to lower the number of
required full adders by about 20%. Interested readers should refer to [13] for more details.
There are several reasons for choosing the carry save structure. First of all, it is a simple
linear multiplier structure, and therefore it is easy to implement. Also, it is fast, because it
uses a fully parallel multiplication scheme. Since its structure is quite regular, it can be
readily re-designed for different precisions such as 8 bits by 8 bits or 10 bits by 10 bits. As
shown in Figure 4.5, the critical path mainly consists of 12 adders. So it is important to
optimize the delay through each adder. In fact, there are a large number of ways to design
the full adder, and the one shown in Figure 4.6 [14] is just one option. Note that the
dimensions of the transistors are in micrometer. This structure is chosen by comparing it
to other implementations by using SPICE. The entire multiplier was simulated with
SPICE, and the results show that it can achieve a maximum speed of 30MHz with a power

consumption of 2.5mW.
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Figure 4.6 Full Adder Design (to be continued)
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4.2.2 Carry Select Accumulator

As described in section 3.3, there are actually four paralle] 8-tap FIR filters in the

four time-interleaved channels. Therefore, four accumulators are needed. Each of these

accumulator should be able to add up the 8 products coming out from the 8 taps of each

FIR filter at 25MHz. Figure 4.7 shows the carry select accumulator that adopted in the

proposed DSP. The carry select accumulators are actually composed of 7 carry select

adders in a binary tree arrangement. Note that each product coming out from each tap is

represented as a 10-bit two’s complement number. By allowing the width of the datapath

to increase from 10 bits to 13 bits after going through three layers of adders, the underflow

and overflow problems are effectively avoided.
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Figure 4.7 Carry Select Accumulator
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System-level simulations using Ptolemy show that the critical path delay in the coef-
ficient update loop needs to be no longer than 8T (T = 10ns) for the LMS algorithm to con-
verge properly. Since 4T is needed for the tap multiplication, the accumulator and
coefficient circuitry have only 4T to finish all the required computations. In fact, it ends
up that the accumulator has only 25ns to add up 8 10-bit numbers. SPICE simulations
show that the carry select adder found in the Ultra Low Power Cell Library [14] developed
in Professor Brodersen’s research group at UC Berkeley can be satisfied the requirement
mentioned above. Figure 4.8 shows the designs of all the required leafcells. These
designs are taken directly from the library.

Each carry select adder consists of a chain of leafcells (see Figure 4.8), which are
designed in such a way that the critical path delay is optimized by eliminating redundant
inverter gate delays. The number of leafcells corresponds to the number of bits in a partic-
ular adder. The leafcells are tiled as follows. The leafcells are grouped in several stages.
The LSB of each stage utilizes either the Lsb_Even or the Lsb_Odd cell, depending on
whether the stage has an even or odd number of bits. The MSB of each stage is always the
Msb_Even cell except for the last stage of the adder, which uses the cell CSA_Msb. How-
ever, if the last stage has one bit only, then the cell Lsb_0Odd will be used instead. Finally,
the remaining bits of each stage alternate between the Msb_Even and Msb_0dd cell. To
achieve higher operating speed, the number of bits (leafcells) in each stage should be
obtained in a more intelligent way. To explain this point, it is helpful to examine the criti-
cal path of the adder. In each stage of the adder, two results are produced. The first one is
produced assuming a zero carry input, while the other one assumes a one carry input. The
goal is to have both of these results ready by the time the previous stage comes up with its
final carry output. Then this carry input from the previous stage will be used to select
between one of these results. Therefore, the critical path mainly consists of the logic
blocks (mainly adders) used to generate the final carry output of the first stage and the

multiplexing circuitry in the following stages. In the proposed DSP, as mentioned, the
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output of each adder is one bit wider than the input. Also, the two’s complement number-
ing system is adopted. For these reasons, the adder will make mistake at the MSB if the
MSB’s of the two inputs are different. Because of this, error correction needs to be
applied to the adder’s MSB. First of all, an exclusive OR gate is used to determine if the
MSB’s of the two inputs are different. If the XOR gate is set to high, which indicates a
mistake has occurred, then the error correction block will tell the adder to copy its second
output MSB to the MSB; otherwise no error correction will be performed. This is actually
a simple sign extension, and the readers should be able to verify it readily. Although this
is rather simple, the delays involved in these opérations have to be added to the total criti-
cal path delay. In the carry select accumulator, 10-bit, 11-bit, and 12-bit adders are
required. Simulations show that the optimal stagings are 2-3-5, 2-3-6, and 2-4-6 respec-
tively. For a more detailed analysis of this carry select adder, interested readers can refer
to the section “Carry Select Adder” prepared by Kenway Tam for the Ultra Low Power
Cell Library.
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Chapter §

Viterbi Detection

5.1 Introduction

As explained in Chapter 2, the Partial Response (PR) Signaling scheme encodes the
two-level {0, 1} input bits into a set of three-level {-1, 0, 1} channel input symbols.
Therefore, redundancy is introduced into the signal. It was proven that the PR signaling
scheme, together with Maximum Likelihood (ML) detection, can approximate the match
filter bound closely, since the ML detector can take advantage of the correlation in the PR
signal to provide a coding gain of 3dB. In addition, it was shown that in section 3.3, the
Class IV PR read channel output can be interpreted as two interleaved 1 — D channels.
Consequently, two identical Viterbi decoders performing the 1/ (1 — D) operation at one-
half the symbol rate (ie. SOMHz) are required. In the last three decades, a number of vari-
ations from the original Viterbi algorithm were published. For the proposed DSP, how-
ever, the Different Metric (DM) algorithm proposed by M. J. Ferguson in 1972 was
chosen because of its relatively short critical path and simplicity for actual implementa-
tion. In section 5.2, the DM algorithm will be derived, while its actual implementation

will be described in section 5.3.

5.2 The Different Metric Algorithm

In this section, the DM algorithm will be derived using the approach found in [15].
Note that the equations in this section are derived for the 1 — D signaling system, which

corresponds to the NRZ coding scheme. As a first step, define the input bits, which corre-
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spond to the magnetization patterns stored on the disk, as x,€ {0,1}. Therefore the

symbols input to the channel can be written as

Ve = X=Xy (5.1)

Clearly, y;, is a three-level signal where y:€ {—(1,0,1)}. Since the ML detector is

optimal in a channel with Guassian white noise, the channel output is assumed to be

L =Yty (5.2)

where ny is additive white Guassian noise. The two-state Trellis diagram shown in Figure
5.11is an efficient way to represent a sequence of y resulting from a corresponding
sequence of x;. Note that the nodes represent the x;, values while the branches represent

the yj values.

k-2 k-1 k k+1 k+2 k+3

Figure 5.1 Two-State Trellis Diagram

To achieve optimal detection in the presence of Guassian white noise, the Minimum

Distance Criterion states that a ML detector needs to minimize

Y, (z=y)? . (5.3)
k=0
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for an infinite sequence of z;’s. By using (5.1), (5.3) can be written as
Y L2k + (Be=%-1)2-2(2) Gp=%_1)] (5.4)
k=0

where2, s are the estimates of the transmitted bits x;’s. Since Z 2% is a constant as long

k=0
as the transmission power remains the same, minimizing (5.4) is equivalent to maximizin g

Y [Zk (R — 2 1) -% (R —%—1) 2] (5.5)
k=0 .

In fact, all the possible sequences of %, can be represented by paths through the trellis. In
a practical data transmission system, it is impossible to make detection decisions only

after an infinite sequence of symbols has been received. Fortunately, since all the possible
paths will pass through either %, = O or %, = 1 atthe k' node, the expression (5.5) can
be minimized sequentially by keeping track of the accumulated branch metrics up to these

two nodes. These two accumulated branch metrics are given by

k k
. 1 R
L= maximim { 2 2 (X =% 1) = -z-nz‘o Bn—2._10% (5.6)

wihx=1 m=0

for all the paths leading to 2, = 1, and

k k
i . oy 1
Ly=maximum{ 3, 2, Gu=2p) =5 3, Gu=2n-1’t  6)
villgto  m=0 m=0

for all the paths leading to %, = 0.

Note that all possible sums in (5.5) can be represented by paths in a trellis. This can

be done as follows. When £, = %, ; (ie. y; = 0), the branch running from the k0 to the
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(k+1)® node contributes nothing to the sum in (5.5). When 2;,, = 1,2, = 0, then the
branch contributes z, , , — 1/2, while when £, ,, = 0, %, = 1, then the contribution will
be —2;, 1 — 1/2. Thus a new trellis which contains all the possible sums in (5.5) can be
created (see Figure 5.2). In Figure 5.2, note that there are four branches running from the
k® o the (k+1)th node (see the boxed section). Two of these branches lead to the node
% = 1 and the other two lead to the node 2, = 0. For the two leading to X, = 1,the

one with a larger accumulated branch metric will be selected, therefore

L; (fromx;=1) (5.82)
L, = max(L )
(form x, =0)  (5.8b)

Similarly, the one terminated at £, = 0 will be chosen based on

Ly =

(L,’{ - -1/ 2) (fromxe=1) (5.92)
max
L,

(form x; =0) (5.9b)

bnscccssssdedpecncnaladecncas

g
o
[
S
=
&

k-2 k-1 k

Figure 5.2 Trellis Diagram showing Branch Contributions to Sum in (5.5

If the paths leading tonodes %, ,; = 1and %,,; = O end up coming from the same
state at the kb node, then there is a merge at that node. On the other hand, if there are two

paths left at the k'™ node, then it is said that there is no merge at that node. The two possi-
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ble cases for “no merge” are shown in Figure 5.3. For the case shown in Figure 5.3a to
occur, (5.8a) and (5.9b) need to be larger than (5.8b) and (5.9a) respectively. Subtracting
(5.8b) from (5.8a) and (5.9a) from (5.9b), these requirements are simplified to

1

'§5L;‘L}c‘zk+1sl

3 (5.10)

On the other hand, for the case shown in Figure 5.3b to occur, the conditions required are

. 1
L;-Lk—zh-ls_'i

and

(5.11a)

+ -
Ly-Li-2412

N =

(5.11b)

which is certainly impossible. Now it is clear that the requirement for the case of a merge

at state 1 at the k' node can be obtained by subtracting (5.8a) by (5.8b) and (5.9a) by
(5.9b), which end up with

L;-L;t-zk+121

3 (5.12)

Similarly, the condition for a merge at state 0 at the k® node is given by

L -Li-z,, S~ (5.13)
+1 +1 +1 +1
(state1) O—0
(a) (b)
(state 0) O—c% ) )
k k+1 k k+1

Figure 5.3 Two Possible Unmerged Cases
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Define the “Different Metric” (DM) as

¢ =Lt -L; (5.14)

Note that after a merge at state 1 at the k™ node, the DM at the (k+1)® node is simply

given by subtracting (5.9a) from (5.8a):

Cee1 = Zer1t3 (5.15)

Similarly, after a merge at state 0 at the kib node, the DM at the (1:+l)th node is obtained by
subtracting (5.8b) from (5.9b):

1
Ceet = %s1~3 (5.16)

Using (5.14), the results derived in (5.10), (5.12), (5.13), (5.15), and (5.16) can be summa-

rized as
- 1 1
Le1t3 G~ %412 3 for a merge at 1 (5.17a)
1 1
Cear = G 35S Gk = %41 S 3  forno merge (5.17b)
Zia1=3 1
k4177 Gk~ 2+1S =3 for a merge at 0 (5.17¢)
+1 +1 +1 +1 +1 +1
(state 1) o—5 P
(state ) O o——————0
1 1 1 1 S 1
(a) Merge at 1 (b) No merge (c) Merge at 0

Figure 5.4 Three Possible Branch Progression Modes
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If the most recent merge occurs at state 1 at the pth node (that means there is no merge

afterwards), then, by (5.15), §, = §, = z,+1/2. In this case, (5.17) can be modified to

1

Zarts 2,= 24120 for a merge at 1 (5.182)
1
Cevr1 = p*ts5, -15z,-z,,S0  fornomerge (5.18b)
1
_Zk+1 -2, Z,= 4,151 for a merge at 0 (5.18¢)

On the other hand, if the most recent merge occurs at state 0 at the pth node, then, by

(5.16), ¢, = Cp = z,—1/2. In this case, (5.18) can be modified to
-Zk+1 +% . Z,= 421 for a merge at 1 (5.19a)
Cerr = zp—% . 0sz-z,,<1 for no merge (5.19b)
fk-i-l-% , zp-zkHSO for a merge at 0 (5.19¢)
At this point, the DM algorithm has been derived, and (5.18) and (5.19) are the two

key equations that need to be implemented.

5.3 Circuit Implementation

In this section, the circuit implementation of the DM algorithm derived will be dis-

cussed. First

of all, it is helpful to look the algorithm at a different but more intuitive way.

As mentioned, the Viterbi decoder is designed for a 1 — D channel. This corresponds to

the well-known NRZ code. A convenient way to look at the encoding process is to refer to

the state transition shown in Figure 5.5. The first parameter in the parentheses corre-
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sponds to the input bit and the second parameter corresponds to the encoded data symbol.
Now (5.18) and (5.19) can be interpreted by using Figure 5.5. A "most recent merge at
state 1" means that the decoder is currently "waiting" at the branch running from state 1 to
state 0 for a new input date symbol for making any further decision. Referring to (5.18),
this means that zp, the "old" input causing the most recent merge, is stored as -1 (plus
noise). By mapping (5.18) to the state transition diagram, it should be reasonably easy to
justify the following observations. Since the decoder is already sitting at the branch com-
ing out from state 1, it is most unlikely to see a merge at state 1 again. The case "no
merge" corresponds to the case in which there is no change of state, which means return-
ing to state 1 without going through state 0. With Zp equals to -1 and the range shown in
(5.18c), the state 0 is clearly the most probable next state. The "most recent merge at state

0" can be interpreted in a similar way.

m

0,0 (1,0)

W

Figure 5.5 State Transition for NRZ Read Channel

From the description above, it is clear that two parameters absolutely need to be
stored and being updated regularly [16]. The first one is the current state, or the state at
which the most recent merge occurs. From now on, it is labelled as B. B carries only 1 bit
of information, with "1" represents state 1 and "0" represents state 0. It decides whether
(5.18) or (5.19) should be used. The second parameter is Zps the "old" input which causes
the most recent merge to occur. To make decisions with (5.18)"and (5.19), the following

operations are required. Obviously, the result of (2, =24 1) is needed for determining



whether the next step should be a merge at state 1, a merge at state 0, or no merge. Based
on the values of (z2,-2,,) and B (the current state), a logic block is required to gener-
ate two internal signals. One of them, which is labelled as change_input, is used to indi-
cate that whether z, needs to be updated or not. Change_input will be set to high if
whenever there is a merge at either state. Therefore, change_input will be set to high
when either (5.18a) and (5.18c), or (5.19a) and (5.19¢), depending on the state at which
the most recent merge occurs, are satisfied. The required logic is derived by simplifying
and optimizing the corresponding truth table (see Table 5.1) with Expresso. Since

(zp —2;,1) is stored as a 6-bit word, the truth table has 27 (=128) entries. Since a 6-bit
two’s complement numbering system is adopted in the proposed DSP, 25 = 64 quantiza-
tion levels are available to represent numerical values in the system. Among these 64 lev-
els, 25=32 of them are allocated to negative values, while the other 25-1 = 31 levels are
reserved for positive values. To leave some headroom for noise and coefficient variations
in an adaptive system, 24 levels are mapped to a magnitude of unity in the PR signaling
system. Furthermore, since the output of the (2, = 2, 1) subtractor is represented as 6
instead of 7 bits, its value is effectively half the actual value. Consequently, the output of
the subtractor are compared to £12 levels to determine which range it actually falls into.
This truth table is simplified by using Expresso, and the simplified expression is imple-
mented simply with random logic cells. Since the gate level implementation is trivial and

not unique, it will be shown here.

In additional to change_input, another internally generated signal is required to
decide whether B needs to be updated or not. This signal is labelled as change_beta.
Change_beta will be set to high only when there is a transition from state O to state 1,or
vice versa. Therefore, it will be set to high only when (5.18c) or (5.192a) is satisfied. The
gate level logic circuitry is derived by using a truth table similar to the one shown in Table

5.1, and so the design process will not be repeated here.
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Figure 5.6 Truth Table for the Signal Change_input
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At this point, since the signals change_input and change_beta are already available,
the circuitry used to update the z, and B can be described. The one used for updating 2Zpis
shown in Figure 5.7. Note that the data stored at point A is zy,;, the new input coming in
from the adaptive filter, and z, the old input which causes the most recent merge, is stored

at point B. All the data latches are either controlled by a S0OMHz Master Clock or its

inverted version.
6-bit Wide 6 Parallel 6-bit Wide
D-Latch Transmission Gates D-Latch
\ change_input . change_input /
6-bitWide gl »
D-Latch I
Input \ + change_npt | 6.bit Wide | _Change_input *
(From Adaptive L D-Latch | o L
Filter) Master Clock Master Clock Master Clock
‘ {
> 6-bit Subtractor
Master Clock @ - 241)

* Output of Subtractor

Figure 5.7  Circuitry for z, (Old Input) Update

When the Master Clock goes high, both z;, and zy,) are latched into the inputs of the sub-
tractor. However, they are hold at the inputs of two sets of 6-bit wide D-latches which are
clocked by the inverted version of Master Clock. Thus they are transferred to the inputs of
the transmission gates when the Master Clock goes low after half a period (ie. 10ns). As
mentioned, the signal change_input is a function of the subtractor output and the current

state. When it is set to high, the transmission gates on the left are turned on while the
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ones on the right are turned off. In this case, the current input, 2y, will-be transferred to
point B where it will be stored as the new zp. On the other hand, if change_input is set to
low, then the old input, zp, will be stored at point B again, while the current input will be
discarded. This “recursive” approach allows Zp, to be re-used as many times as desired.
The critical path mainly depends on the delays in the data path of the subtractor and the

logic which generates change_input.

Figure 5.8 shows the circuitry used for updating B, the current state or the state at
which the most recent merge occurs. The idea is very similar to the one used in updating
zp, except that it is simpler in this case since B carries one bit of information only. Since
B is either 1 or 0, only an inverter is needed to generate a new state opposite to the current
one. When change_beta is set to high, this new state will be stored as the new current
state; otherwise, it will be discarded and the old state will be re-used. At this point, all the
major functional units in the first part of the Viterbi decoder have been described. These
functional units are mainly used to generate the signals needed in the second part of the

decoder.

D-Latch Transmission Gate D-Latch
\ change_beta change_beta /
g
’ Change beia change_beta *
T D-Latch |-g— Y 7Ty
T Beta

Figure 5.8 Circuitry for Beta Update
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The second part of the Viterbi decoder mainly consists of two rows of shift registers
[17). Each of these registers is accompanied with random logic gates performing informa-
tion exchange between the two register rows. It is shown in Figure 5.9. Recall that two
sequences of data bits, one ends at state 1 and the other ends at state 0, need to be kept
track of so that the accumulated branch metrics for both cases (L*, L") will be available.
The row on the top is used to store the sequence ends at state 0, and the bottom one stores

the one ends at state 1.

0
Mux. Mux. - Mux.
Logic‘- Latch[*™— o @ @ Logic‘- Latch Logic‘- Latch
Mux. Mux. | Mux. 1
I’ Logic" Latchje— o @ @ Logic" Latch Logic" Latch je—vo
" Output

X
Date Bus for change_input, change_beta, and Beta

Figure 5.9 Two Rows of Shift Registers

The shift-register part is standard to most of the implementations of the Viterbi algo-
rithm published before, and so only the key features will be described here. Suppose that
another 1-bit signal, copy_0rol, will be generated. Copy_0tol is set to high when the
sequence stored in the “zero" shift-register row needs to be copied to the "one" shift-regis-
ter row, and it is set to low when the information needs to be transferred in the opposite
direction. Now, assume that [, the current state, equals to 1. If the signal change_beta
equals to 1, it indicates a merge at state 0. In this case, copy_0tol should be set to low.
However, if change_beta equals to 0, then copy_0rol should be set to high, since a merge

at state 1 occurs. Similarly, when B equals to 0, then copy_0fol will be set to high when
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change_beta equals to 1, and set to low when change_beta equals to 0. From the brief
description above, it is obvious that copy_01o1 can be obtained from performing an exclu-
sive OR (XOR) operation on B and change_beta. Since the multiplexing logic (see Figure
5.9) is very simple, there is no problem in achieving the required speed at all. Another
important design consideration is the depth of the shift register rows. The longer the
length of the rows, the larger the probability that their contents converge. In fact, itis a
strong function of the kind of codes applied to the PR signal. As a trade-off between

power and accuracy, a depth of ten was finally chosen.

6-} Input (from Filter)

e Input Latches (6-bit) Latches for “Old” Input
] [
- 4 16
. Latches and Tx. Gates
Subtractor (6-bit) for Updating the “Od" Input
|
| | Clock Logic for “0l d,,‘;:“ Latches and Tx. Gates
Buffer | | State Update Updaty for Updating the State
e 1 I ,
! Mux. Mux. Mux. 0}
: %t Latchf+— ¥ (+{ Latche— MUXady archfe— |
E Logic Shift Registers Logic Logic E
| ® o0 1 ' ;
i Mux. Mux. Mux.T 1;
{ [ | Logic[™] Latchl Logic[*] Latchfe— Logic[*Latchf+—1
¥ Output '

Figure 5.10 Block Diagram of the Viterbi Decoder

The block diagram for the entire Viterbi decoder is shown in Figure 5.10. In fact, the

arrangement of the blocks corresponds exactly to that in the actual layout. SPICE simula-
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tions show that the designed prototype can achieve a throughput of 100MHz with a power
consumption of 20mW only.
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Chapter 6

Experimental Results

6.1 Introduction

A chip was fabricated to measure the performance of the proposed DSP. The chip is
composed of a total of approximately 70,000 transistors, and the total silicon area (includ-
ing input and output pads) is 57,000 mil? (36.6 mm?). Figure 7.1 shows the chip photo.
The technology adopted is a 1.2um single poly, double metal, N-well CMOS process.
The prototype was fabricated through MOSIS.

6.2 Design of the Test Board

Figure 7.2 shows a simplified version of the test board. As mentioned in Chapter 4,
on-chip RAM and ROM used for storing initial coefficients are omitted, since it is more
convenient to down load the coefficients from external switches. These switches are
found on the left of the chip. The middle coefficient (CM) is represented as a S-bit word
only, since the sign is always set to 0 (ie. positive) when the DSP is turned on. Sixﬁilarly,
the initial sign bit of the two coefficients adjacent to the main tap is always set to 1 (ie.
negative). In addition, the step sizes (BPD and BMD) are also set by external switches.
The adaptive equalizer is being trained when the initialization signal (IN) is set to high.
The initial coefficients will be used in this training mode. When the IN signal is set to
high, the coefficient update circuitry on the chip will be disconnected from the external
switches, and the new coefficients will be determined by the update algorithm. The input
to the DSP consists of two SOMHz data streams generated by a.I-IP16520A pattern genera-
tor. The major outputs of the chip consists of the outputs of the two parallel Viterbi decod-
ers and the outputs of the 4 parallel filters. The outputs of the Viterbi decoders are needed
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to estimate the bit error rate (BER) of the DSP, and the outputs of the filters are required to
determine the improvement in SNR provided by the adaptive equalizer. The Master Clock

is also generated by the HP Logic Analyzer.

Master Clock (50MHz) LOGIC ANALYZER
N
Y N N Parallel SOMHz
SW| D-Latc 6 |6 Inputs
5 cu 'y oy
SWH—S J
umper
—
w5 Cs . —n—:,DD
Switches [V = DSP
—
\ 6 |BDP "GND
N
SW N~ EE—
\6
SW| << 6 6 1 1
BMD \\\\
Outputs of
Viterbi Decoders
From Y YFrom
Filter 1 & 3 Filter 2 & 4
Test Board

Figure 6.2 A Simplified Version of the Test Set-up
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6.3 Summary of Experimental Results

By using the test set-up shown in Figure 6.2, the performance of the prototype was
verified and the key results are summarized in this section. Note that testing results show
that the prototype cannot achieve the target throughput at a supply voltage of 3.3V, Con-
sequently, measurements are also taken at a supply voltage of 5V in order to demonstrate

some of the ideas put forward in the previous chapters.

6.3.1 Power Consumption verse Operating Frequency

To verify that the DSP consumes dynamic power only, the chip power consumption
is measured at various operating frequencies. The results are summarized in Table 6. 1, and
are also plotted in Figure 6.3. The linear dependence of power consumption on operating

frequency shows that the DSP dissipates dynamic power only, as asserted in section 3.2.

Operating MHz Power at Vdd = 3.3V | Power at Vdd =5V
Frequency ( ) (mW) (mW)
5 2.34 6.9
10 15.27 33.95
20 29 69.25
40 54.25 139.55
50 70.45 178.15
100 DNE 338.75

DNE = Data Not Exist

Table 6.1 Power Consumption verse Operating Frequency
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Figure 6.3 Power Consumption verse Operating Frequency

6.3.2 Power Consumption verse Supply Voltage

To investigate the effect of supply voltage on power consumption, the power con-
sumptions of the DSP at various operating frequencies are measured at different values of
supply voltage. The results, as shown in Table 6.2, show the quadratic dependence of

power consumption on supply voltage, as stated in section 3.2.



e P P e P P
3.0 57.63 45.09 22.17 12.63
33 70.45 54.25 29.00 15.27
3.5 79.73 62.47 31.32 16.10
4.0 103.2 86.04 47.04 25.80
4.5 ~ 1384 108.3 54.72 27.27
5.0 178.2 139.6 69.25 33.95

Table 6.2 Power Consumption verse Supply Voltage

6.3.3 Discrepancies between Simulation and Experimental Results

The major “upset” in this research project is the fact that the prototype cannot
achieve the target throughput, 100 Mbits/sec, at a supply voltage of 3.3V. Because 6f the
limitations imposed by testing set-up and the availability of equipment, the next lower
operating frequency at which measurements can be taken is SOMHz. At this frequency,
the filter adapts properly at a supply voltage of 3.3V with a power consumption of
70.5mW.

Although measurements cannot be taken at frequencies between 50 and 100MHz, it

is estimated that the proposed DSP should be able to reach a thoughtful of 60 - 70 Mbits/
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sec. Since it has been proven that the DSP consumes dynamic power only, the power con-
sumptions at 60 and 70Mbits/sec can be extrapolated as 84.5 and 98.6mW respectively. In
fact, pre-fabrication simulations show that the DSP can be run at 100MHz. Therefore, the
actual experimental result is at least 30% off the expected value. By the time this report

was being written, the reasons for this large discrepancy was still under investigation.

It was found that a mistake was made in modeling the fringing capacitance on the
metal 1 and metal 2 layers. As a result of this modeling mistake, the capacitive loading
caused by most metal lines is about three times as large as the modelled value. The exact
amount of extra delay caused by this unmodelled capacitance loading was still under

investigation when this report was prepared.

The second reason for the discrepancy is the ideal conditions that being assumed
when the simulations were performed. For example, in all the simulations, the master
clock was assumed to have a duty cycle of 50% and a rise/fall time of 1ns. However, the
master clock that was actually used in the testing process has a rise/fall time of about 5ns
and the duty cycle is certainly not 50%. In general, testing IC prototypes at a operating
frequency as high as 50 - 100MHz is not trivial at all, and there are many possibilities that

can adversely affect the testing results.

Based on preliminary experimental results, it is suspected that the propagation delay
through the accumulator in the first filter is the speed limiting factor. As mentioned in
chapter 4, the accumulator used is actually a binary tree arrangement of seven carry select
adders. Therefore, to increase the throughput of the DSP by another 30%, it is necessary

to use a faster adder structure. One possible option is the carry-lookahead adder.
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6.3.4 Key Specifications of DSP

Summarizing the most important experimental results obtained, the key specifica-
tions of the DSP is shown in Table 6.3. The most important achievement of this research
project is the demonstration of a parallel DSP architecture that can reach a throughput as
high as 50Mbits/sec with a power consumption of only 70.5mW. In a recent publication,
the CMOS logic in a BICMOS 65Mbits/sec read channel IC dissipates 1W of power [19].
Although experimental data at 65MHz is not available as a result of the limitation imposed
by testing equipment, it is predicted that the DSP is able to reach a throughput as high as
60 - 70Mbits/sec with an extrapolated power consumption in the range of 84.5 to 98.6mW

only. In fact, this DSP has the lowest power-to-speed ratio reported to date.

Data Rate 50 Mbits/sec
Supply Voltage 33v
Power Dissipation 70.5 mW

5.5mm X 6.6 mm (=363 mmz)

Active Area
217 mil X 260 mil ( = 56.4 kmil?)

Table 6.3 Key Specifications of DSP
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Chapter 7

Conclusion

7.1 Summary of Research Results

This research shows that the proposed parallel architecture can greatly enhance the
throughput of a DSP, while minimizing the overall power consumption. In additional to
magnetic disk drive systems, this architecture is also of potential interest for applications
such as high speed data transmission on twisted pair and wireless communications, which
requires low power consumption. The most valuable contribution of this research project

is found in the design of the adaptive equalizer.

7.1.1 Parallel Adaptive Equalizer Architecture

In general, it is believed that the pipelined approach is a better solution for low-
power design. The reason is that, in the pipelined approach, the major hardware ovérhead
involved are merely the pipeline latches, which are cheap in terms of both area and power
consumption. Furthermore, they are very easy to design. However, as explained in sec-
tion 3.2, the parallel approach is actually preferable to the pipelined approach. There are
two major reasons for this. The first reason is that the hardware can be clocked at lower
speeds by using the parallel approach, while in the case of the pipelined implementation,
the hardware is clocked at the target throughput rate. The second reason is that the pro-
posed DSP consumes dynamic power only. These two reasons together explain the extra
power overhead, E o —latch X 1/T, introduced by the pipelined implementation, as shown
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in section 3.2.3. Also, since the parallel architecture requires more silicon area, it is
believed the advantage of the parallel approach will be jeopardized by the excessive
power consumption caused by the interconnects. However, as proved in chapter 4, by
adopting more intelligent layout strategies, this undesirable extra power consumption can
be minimized. For the same reason, the current adaptive filter can be easily extended to

one with more parallel stages, if even higher throughput is desired.

7.2 Future Directions

In the future, it is predicted that the issue of IC power consumption will attract more
and more attention. In certain applications such as portable computers and wireless com-
munications, it is a “must”. In most other applications, the manufacturers would also like
to use low power specifications to market their products. Experience gained through
designing the proposed DSP shows that the game of low-power design involves two major
factors, lower supply voltage and better technology. For the supply voltage, the industrial
standard has changed from 5V to 3.3V, and this trend will certainly continue. Lowering
the supply voltage is the key to achieving significant power saving, because of the qua-
dratic dependence of dynamic power cor;sumpﬁon on VDD, as explained in section 3.2.
Another advantage of using lower supply voltage is that, as the minimum channel length
becomes shorter and shorter, it is important to keep the electric field across the channel
within a certain limit to avoid punch-through and impact ionization. In additional to lower
supply voltage, scaled technology can help to minimize power consumption. In the indus-
try, sub-micron technology is now very common. Scaled technology simply means less

area and less capacitance, and less capacitance means higher speed and lower power con-
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sumption. It also alleviates the area penalty caused by the parallel architecture. Conse-

quently, research in this area will have significant impacts on the future of low-power

design.
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