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Abstract

Optimum Partitioning ofAnalog and Digital Circuitry in
Mixed-Signal Circuits for Signal Processing

by

Ken A. Nishimura

Doctor ofPhilosophy in Engineering-Electrical Engineering
and Computer Sciences

University of California at Berkeley

Professor Paul R. Gray, Chair

Advances in digital signal processing (DSP) technologies have resulted in an increased pro
portion of signal processing tasks being performed in the digital domain. However, increased
interest in low-power circuitry and economic factors have placed pressure to minimize power
dissipation and silicon area in such circuits. An examination ofthe relative strengths and weak
nesses ofanalog versus digital circuits is made in this dissertation. Comparisons ofpower dissi
pation and silicon area based on fundamental limits and practical considerations as a function of

signal bandwidth and dynamic range are made. The final objective is to determine the range of
frequencies and dynamic range for which analog processing is more efficient than digital pro
cessing.

A monolithic analog video comb filter has been fabricated in 1.2-jim CMOS technology to
demonstrate the area and power advantages of analog processing for video-rate signals. This

chip, which dissipates 170 mW and consumes 11.7 mm2, requires only asingle 4fsc clock and
reference current and no adjustments. The chip which uses a fully differential architecture,

achieves adynamic range of 51 dB and acomb notch depth of >28 dB. Fixed pattern noise is

less than 55 dB below full scale. Circuit techniques to mitigate the effects of large parasitic

capacitances are introduced.

This dissertation showsthatconsidering only the power and area of the actual processing cir

cuitry, signal processing tasks with modest (< 60dB) dynamic range requirements aremore effi-
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ciently undertaken with analog processingcompared to equivalent digital processing techniques.

This result is derived from an examination of fundamental limits and demonstrated using numer

ical examples representative of a 1 um technology with a 3.3V supply. Specifically, sampled-

dataanalog processing of NTSC video signals is achievableusing standard CMOS technologies,

allowing the use of such techniques within a largermixed-signal integrated circuit.

Paul R. Gray, Chairman of Committee



CHAPTER 1

Introduction

1.1 Background and Motivation

The signals present within traditional analog circuitry are continuous valued, continuous

time physical quantities such as voltage and current. In signal processing systems, such signals
are often replicas ofreal physical quantities. For example, in avoiceband circuit, the voltage at a
circuit node may represent the sound pressure level of speech. Because of this property, signal
processing with analog circuitry is conceptually straightforward. However, due to non-idealities

present in any real system, signals within analog circuitry is susceptible to degradation, espe

cially by additive noise. Meanwhile, improvements in integrated circuit technologies have

allowed the production of low-cost, high-density digital circuits. This in turn, coupled withana

log-to-digital (A/D) conversion, which transforms an analog signal into a discrete valued, dis

crete time representation, has brought about a viable alternative to analog signal processing.

Oncein the digital domain, the signals are immuneto factors whichwoulddegrade analog sig

nals — this results, for example, in the increased fidelity of digitally recorded audio media over

analog phonographs

Recent advances in A/D technology, coupled with advances in digital microprocessor design

have allowed digital signal processing (DSP) to take over many signal processing tasks formally

performed using analog techniques. Because the ease of testability, software programmability,

relative ease of digital design and the advantages of digital representationof signals, the propor

tion of signal processing performed using DSP continues to increase.



2 Introduction

While the advantages of using digital technology are fairly clear, the resulting solutions,

when integrated on silicon, are not necessarily optimal with respect to certain key parameters

such as power consumption and silicon die area. The increased interest in portable equipment

places renew emphasis on low-power consumption, while economic factors always favor a

smaller silicon die area. As a result, a determination of the relative strengths and weaknesses of

analog vs.digital circuits as a function of signal bandwidth and dynamic range willallow design

ers to reach amoreoptimal systemarchitecture whenmaking a choice between analog and digi

tal processing. This determination will be made on the basis of fundamental physical limits

taking into account practical limitations that are associated with the production of real compo

nents.

Recent interest in multimedia applications in the computing environment have created a

need for signal processing circuits for video signals. For reasons outlined above, the trend has

beento digitize the video signal and relegate subsequent processing to DSPcircuitry. Although

this results in a workable solution, based on the analysis conducted in this thesis, analogcircuitry

should provide a more efficient solution for a certain classof video processing tasks. One such

task is that of comb filtering, an advanced method of luminance-chrominance (Y/C) separation

used to decode NTSC video signals for use within a computing environment.

Advances in circuit design techniques makes it possible to overcome many of the non-ideal

ities which affect analog signal processing. Continued research in this area can result in

increased use of analog processing with associated reduction in power dissipation and silicon

area.The use of standard CMOS technologies allows high levels of integration with the potential

of combining both analog and digital processing on a single chip for maximum efficiency.

1.2 Thesis Organization

An examination of the relative strengths andweaknesses of analog vs. digitalcircuitry is pre

sented in this thesis. Based on the results, a prototype video processing circuit has been fabri

cated and tested, and the results reported. Chapter 2 presents the analysis of analog and digital

circuitry and attempts to determine preferred regions of operation for both types of circuits.

Chapter 3 gives abriefbackground of theNTSC video standard, withemphasis onconcepts nec

essary to understand the function of the prototype circuit. Chapter 4 describes the design of the

prototype circuit. Discussions of the effect of non-idealities such as noise, amplifier settling
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behavior, and parasitic elements are included. Trade-offs in the design process and circuit solu

tions are examined. Experimental results from the prototype converters are presented inChapter
5. Aconclusion and a summary of research results are given inChapter 6.
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CHAPTER 2

Analog vs. Digital Implementations

2.1 Introduction

The recent advent of digital signal processing (DSP) combined with the explosive increase

incomputational power has resulted inamarked shift away from analog signal systems to those

that subject the incoming signal to adata converter and proceed inthe digital domain thereafter.

In addition tothe rapidly dropping cost of such alternatives, convenience and ease of implemen

tation contributes to the popularity of digital processing. The design process for digital circuits

continues to be more efficient than that of analog circuits, and is helped by a plethora of auto

matic synthesis tools, while analog circuits still make useof large amounts of hand design and

layout. In addition, the ease with which digital circuits can be programmed allows the use of

adaptive algorithms and software control. Finally, digital circuits are easier to test than similar

analog circuits, reducing production costs. As a result, digital implementations are becoming

increasingly popular, even though they maynotbe optimal whenothermetrics suchaselegance,

power consumption and chip area are considered.

This chapter will investigate the limitations of analog signal processing, and compare it to

equivalent digital implementations, mainly on the basis of chip area and power consumption.

Theoretical limits based on thermal noise and quantum limits will be explored, followed by more

practical implementations. Throughout, the effect of scaled technologies will play an important

part In end, an attempt to fundamental limits that govern analog anddigital techniques as a func

tion of speed and required dynamic range will be made.



6 Analog vs. Digital Implementations

Analog signal processors willalways be present, even inthelimitof complete superiority of

digital methods strictly due to the nature of the real world. Measurable physical quanta are all

analog quantities, though more often than not, the result is expressed digitally. Even though

many forms of data transmission and storage are "digital," the actual transmitted orstored quan

tities are electric ormagnetic fields, which are inherently analog. Figure 2.1 illustrates oneview

of analog signal processors in themixed-signal (analog and digital) world [1]. In the center lies

the digital VLSI signal processing system (DSP), which is surrounded by the shell of analog sig

nal processors; the outside represents the real world. The limits of the diagram range from no

digital processing (i.e. pure analog system), to that of athin eggshell consisting strictly of data

converters (A/D and D/A blocks). The challenge is to determine the optimum thickness of the

shelland what to place within the shell andwhatto relegate to DSP.

TRANSMISSION
MEDIA

ANALOG
SIGNAL

PROCESSING

STORAGE
MEDIA

POWER
SOURCE

PHYSICAL
SENSORS

ACTUATORS

IMAGERS
& DISPLAYS

VIDEO/AUDIO I/O

Figure 2.1 Role of Analog Processors in a Mixed-Signal Environment

2.2 Continuous vs. Discrete Time

Digital signal processors are discrete-time systems dueto the inherent clockednature of dig

ital computation units. On the other hand, analog processors have a choice between continuous
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and discrete time implementations. The choice between the two is largely one ofimplementa
tion, as asystem that is designed in continuous time can usually be implemented in discrete time
and vice versa. Discrete time processing is very popular in monolithic analog processors because
the desired circuit function can be obtained without using precision devices, which are difficult
to obtain in the integrated circuit environment. However, all discrete time systems are limited by
the Nyquist criterion, which limits the signal bandwidth to one-half the sampling rate [2]. Thus,
the first separating factor to be considered is whether the signal frequency is low enough to be
sampled and actedupon.

To begin, assume that the signal processing units are infinitely fast, and the sampling opera
tion is the limiting factor. As the quantity being sampled is analog-continuous time, the only pos
sible solution is that of an analog sampling system. Most discrete time systems expect that the
sampling operation be performed as asample and hold (S/H), where the input is sampled at reg
ular intervals and the value held until the next sample (Figure 2.2). This S/H is almost univer
sally performed using aswitch and astorage element. In the CMOS environment, aMOS switch

Time

Time

Figure 12 Sample-Hold Operation: Input (top), Sampled Output (bottom)

connected to a sampling capacitor is used to realize the S/H stage. If the sampling clockis per

fectly timed and infinitely fast, in line with the infinitely fast processor assumption, the speed
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limitation of this rudimentary S/H willbe governed by the speed of theMOS switch. Figure 2.3

shows a simpleimplementation of suchacircuit

Sampling Clock

J-!

INPUT

Figure 2.3 MOS Sample and Hold

OUTPUT

—O

A closer investigation of the actual sampling process shows that there is a finite time

between the sampling clock and the time when the held output represents the value ofthe input at

the sampling instant. Moreover, there is an additive noise and an offset contribution due to the
sampling switch itself. These errors present themselves as limitations to processing using dis

crete time.

2.2.1 Errors in the Sampling Process

Expansion of the waveforms shown inFigure 2.2 will reveal non-idealities in the sampling
process. The sampling waveform shown in Figure 2.4 outlines the most significant errors which

' affect the sampling operation. The output ofthe S/H circuit attempts to track the input during the

period the switch is closed, and will attempt to hold the exact value of the input the instant the

switch is opened. However, due to the finite resistance of the switch when turned on, and the

nature of the MOS switch, errors such as acquisition time, track mode bandwidth limitations,

aperture delay, and clock feedthrough are introduced.

2.2.1.1 Sample Acquisition Delay

Figure 2.4 shows that theoutput of the S/Hdoes not instantaneously track theinput after the

switch has been closed. Due to the finite resistance of the switch in its on state, the sampling

capacitor forms a low-pass filter network. Sincein general the previously held value is different

than the current input, the output of the S/H circuit will follow a step response of a single-pole

system. This response, which has an exponentially decreasing error with time constant RgjC^

sets a minimum time between the start of the acquisition cycle and the next hold cycle, and hence
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Clbck Feedthrough
Error

Figure 2.4 MOS Sample and Hold Errors

the maximum sampling rate [3]. For the acquisition error to be less than 1/2 LSB of a AMrit

equivalent system, the minimum acquisition of settling time is ln(2)NRswCs.

2.2.1.2 Finite Track Mode Bandwidth

Subsequent to the settlingof the acquisition transient, the S/H circuitenters the trackmode,

where the outgut attempts to follow the input. However, the same low-pass response which
caused a non-zero acquisition delay also results in a finite tracking error. Here, the circuitacts as

a simple single-pole low-pass filter. For most reasonable circuits, satisfying the acquisition time

requirements results in aminimal impact ontheamplitude of thetracking output However, there

is a finite time delay, and the phase shift can cause unacceptable errors. Moreover, becausethis

systemis not"constant-delay," there is a frequency dependent phase shift. Phase modulated sys

tems such as NTSC composite signals will be affected by this error. The phase shift is a given

frequency is:

<j> = -tan-1 (
2*RSWCS (2.1)

Because the acquisition time requirements are typically more stringent than those imposed by

these phase shifts, the R^Cgtime constant is usually muchhigher than the signal bandwidth of

interest As aresult, the phase shift is nearly linear over therange of interest, and isusually nota

problem. Both this error and acquisition time errors can be reduced by making the sampling

switch larger, thereby reducing R^ However, this strategy comes attheexpense of heavier clock



10 Analog vs. Digital Implementations

loads and larger clock feedthrough errors, which forces a compromise in selecting the size of

these MOS switches.

2.2.1.3 Aperture Delay

Because of the finite switching time of the MOS device, there is a delay between the edge of

the gate drive and the actual hold instant. This delay is known as the aperture delay, and results in

a small errorbetween the input at the instant of the sampling clock and the output of the S/H cir

cuit in excess of the above errors. More serious, however, is a variation in this delay, called aper

ture jitter. This results in a random errorbeing introduced into the signal. Assuming that the input

is a sinusoid, the aperture jitter is most pronounced at the zero crossing of the sinusoid. Again,

for a 1/2 LSB error for a TV-bit equivalent system, the jitter must be less than rj. This source
2itfT

oferror becomes a serious issue in multi-phase clocked sampling systems, where the skew in the

sampling clocks results in a relatively large time error.

2.2.1.4 Clock Feedthrough

At the instant the switch is opened, there is a small step in the output of the S/H circuit which

causes an error. There are two main sources of these errors, commonly lumped as clock

feedthrough, gate overlap capacitance and channel charge injection. Every MOS switch has a

small parasitic capacitance between the gate the source-drain terminals. As a result, when the

gate is switchedfrom the on to the off state, a capacitive dividerbetweenthe gate overlap capac

itance andthe sampling capacitor (plus parasitics) is formed. Since the gatetypically swings the

entire supply voltage, this error can be substantial for small signal voltages even with a small

overlap capacitance. Channel charge injection is more serious and is the major source of this

error. By nature, the MOS switch has a collection of free charge in the channel while the switch

is on with a magnitude Qch = CoxWL(VGS-VT). When the switch is turned off, this charge must

go somewhere,anda portioninevitably is injected into the samplingcapacitor. The exact propor

tion of the charge which flows into Cs is not deterministic, but is affected by the speed of the

sampling clock and the relative impedances seen by the source and drain terminals [4].

A substantial problem with clock feedthrough is that the magnitude of the error for a given

circuit is dependent on the voltage across the switch becauseboth Vqs and Vj are a function of

the signal voltage. Thus, a simple S/H circuit of Figure2.3 will result in a clock feedthrough

error which is signal dependent. Therefore, the error will manifest itself as harmonic distortion,

which is highly undesirable, lb eliminate this, techniques such as bottom-plate sampling [5]
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which use a switch with constant potential across the device for sampling are used to removethis

source of harmonicdistortion. The resultant error is now independent of the signal, and adds a

small constant pedestal to the output.The magnitude of this error is proportional to the size of

the switch, andsets a practical limit on the switch size.Thus, asmentioned earlier, a compromise

is required between the reducing the switch resistance and reducing the clock feedthrough error.

A fully differential system aids greatly in removing the effectsof this error for the pedestal is a

common-mode errorwhich can be removed unless the pedestal is so large that it drives the sub

sequent stage into saturation.

2.2.2 Thermal Noise of Sampling

In addition to the deterministic errors introduced by the sampling process, random noise is a

substantial contributor to signal degradation in the sampling process. Consider the simple S/H

stage shown in Figure 2.3. During the period when the switch is on, the MOS switch can be

replaced by a finite resistance due to the channel present. The resultant circuit is a simplesingle-

pole RC circuit. The resistance introduces a thermal noise, whose noise power density is the

familiar 4kTRbf. However, the RC combination acts as a low pass filter whichlimits the band

width of interest. It canbe shown that anequivalentnoise-bandwidth canbe found for such acir

cuit, and is equal to 1I(4RC). Thus, thenoise power attheoutput terminals is simply kT/C. Note

that this is independent of the size of the switch—an increase in the channel resistance results in

a compensating reduction of the noise bandwidth.

If the switch is now turned off to take a sample, the value of the noise at the instant the

switch turnsoff is held on the capacitor. A simplistic view of showing that the valueof the noise

at the instant is kT/C is to consider the instant of time the switch is turning off. Justbefore the

switch opens.the channelresistance will be approaching infinity. However, as shown above, the

noise powerremains constant atkTICy suchthatwhen the switchopens,thatnoisewill be held on

the capacitor. Another approach is to make use of the fact that one is sampling a signal which

happens to be the thermal noise of the channel of the switch filtered by the sampling capacitor.

The noise is spread over a bandwidth of ll(4Rsvfi^% with a spectral density nearDC of 2kTRsw,

assuming a two sided spectrum. Assuming that the switch is closed for a period many times the

time constant of the filter (a condition necessary for settling), the thermal noise is substantially

undersampled. This results in aliasing, where the noise components from the switch are repli-
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cated, shifted in frequency and summed. Because the noise is white Gaussiannoise, each compo

nent is uncorrelated andthe sum is easily found to be kT/C, with a spectral density ofkTlfsC [5].

This so called "kT/C noise" is a fundamental limit of analog signal processing systems [6].

Although it is not an issue with systems that have moderate dynamic range requirements, the

noise voltage is a function of /—, and the capacitor size must be quadrupled for a doubling of

dynamic range. Thus, it becomes a severe limitation when systems with a large dynamic range is

desired. For so called "Nyquist" sampled systems, those whose sampling rates are roughly dou

ble the maximum signal frequency, achieving resolutions in excess of 100 dB is very difficult,

and the resulting circuit consumes large amounts of silicon area and power due to the size of the

capacitors in the circuit.

2.2.2.1 Oversampling

The fact that the thermal noise associated with sampled data systems is uniformly distributed

between DC and/^/2 allows for a technique known as oversampling to reduce the effective noise

floor. Simply, if the entire system is run faster than required to meet the Nyquist criterion, then

the noise floor in the signal band will be reduced. Of course, the benefits of oversampling require

that the signal bandwidth be limited to the frequency of interest, which can be daunting task in

and of itself. The most popular example of this technique is that of oversampled A/D converters,

commonly known as E-A converters. These data converters have been made with dynamic

ranges in excess of 120 dB [7], yet use reasonably small capacitors. Because of the high degree

ofoversampling required to noise shape the quantization noise, typically in the 100 to 200 range,

the noise density in the signal bandwidth is reduced by the same factor, allowing the use of a

capacitor that is 1/m the size that would be required in a Nyquist sampled system, where m is the

oversampling ratio. The output of the I-A converter is a bitstream which is then digitally filtered

to remove out of band components. Thus, in addition to removing the quantization noise which

has been shifted into the higher frequencies, the bulk of the thermal noise which is distributed

between DC and half the oversampled sampling rate is removed.

Use of oversampling techniques in systems where both input and output are in the analog

domain is more difficult because of the high degree of filtering required. The low-pass filters in

Ir-A converters are typically multi-stage high-order FIR filters with hundreds of taps. Realizing

this type of transfer function in the sampled data analog domain without introducing additional

baseband thermal noise is difficult, if not impossible. Thus, the use of oversampling is limited to
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special cases suchas Ir-A converters. Finally, oversampling places a stricter requirement on the

input S/H stage, which places anultimate limit in the use of this technique.

2.2.3 Maximum Sampling Rate

The sources of errors discussed in the previous sections can be combined to obtain a practi

calupperlimit on the sampling rate of a MOS switch based system. On one hand is the inherent

RswCs timeconstant which can be improved by making thecapacitor smaller orthe switch big

ger, while theclock feedthrough error is improved by making the switch smaller and the capaci

torbigger. Finally, kT/C noise, which is independent of the switch size but is improved with a

largerCs factors into the sampling ratelimitation.

The maximum sampling rate itselfcan be increased without limit by making the capacitor

very small with a large switch; however, the errors would badly corrupt the signal makingthe

circuit unusable. A more meaningful metric is that of the sampling rate-dynamic range product,

or the throughput of the system. It is common to measure dynamic range as N-bit equivalent,

even for pure analog systems to alloweasy comparison to digital systems, andthis notationwill

be used throughout this dissertation. For most purposes, the dynamic range of a N-bit system

measured in dB is just 6.02NdB. Deriving the maximum sampling rate begins with the selection

of the minimum sampling capacitor size by requiring the kT/C noise to be less than 1/2LSB of

the full scale voltage:

kT22NC. =^4- (2.2)
A2

where A is the full scale signal voltage. Then, by requiring that the channel charge be a certain

fraction of the full scale chargein the sampling capacitor, the maximum switch size can be deter

mined. A correction factor, p, is used to determine the degree to which the differential nature of

the circuit removes the clock feedthrough error:

W 2N +1kT
Cox-f = 2 — <2-3>L pL2(VGS-VT)A

Finally, the minimum samplingperiod is determined by taking into accountthe acquisition time

produced by the finite switch resistance:
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m(ln2)NpL»2»-'
pA

As an example, in a typical lum technology with a 2 volt swing and 90% cancellation of clock

feedthrough, a 12-bit system will have a maximum sampling rate of about 60 MHz. Thus, the

above described limitations can be a substantial bottleneck in the sampling process. Achieving

higher speeds is usually accomplished by reducing the effect of the clock feedthrough. Careful

use of bottom plate sampling techniques can make the clock feedthrough substantially signal

independent. If the feedthrough is totally signalindependent, the result is a DC offset, which can

be removedby self-calibration techniques. However, athigh frequencies approaching the inverse

of the transit time of the MOS switch, the amount of charge in the channel will no longer be con

stant This will lead to signal and signal-slope dependent components of clock feedthrough

which cannot be cancelled. Thus, while the cancellation factor can be substantially improved by

careful arrangement of switches, the presence of non-cancellable components of clock

feedthrough will continue to limit the performanceof high speed, high accuracy S/H stages [5].

Given the fact that one is able to sample an input signal with sufficient accuracy and speed as

given in the above section, there aremany advantagesto signal processing in discrete time. In the

analogdomain, discrete time processing allows for the use of switched capacitorcircuits, which

are first-order insensitive to the absolute value of the circuit components without complex cir

cuitry to track the value. Unlike continuous time circuits, switched-capacitorcircuits make use of

ratios of component values, which in a monolithic process can be maintained to very close toler

ances. Moreover, discrete time systems are invariant to path delay mismatches as long as all cir

cuit branches are allowed to settle before reclocking occurs. In continuous time circuits, care

must be taken to insure that the signal paths are carefully matched when phase variations would

cause a degradationof circuit performance. Finally, discrete time processing is a requirement of

digital signal processing systems. Therefore, the remainder of this dissertation will concentrate

on discrete time implementations of analog and digital signal processing techniques.

2.3 Analog-Digital Conversion

An obvious requirement of digital signal processing is the conversion of the input signal

which is an analog sampled data value. There are extensive references regarding the architec

tures, trade-offs, limitations, implementations and performance of A/D converters. In conducting

an analysis of the relative merits of analog vs. digital based processing, it is only important to
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explore the limits of A/D conversion. A closed form analysis is intractable — empirical data

gathered from various works however, gives a fairly consistent limit of the A/D process. A plot

of A/D throughput (Figure 2.5), based on performance reported atthe ISSCC, onalog-scale with

speed on the x-axis and dynamic range on they-axis results in a roughly straight line. Operation
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Figure 2.5 Current Limits of A/D Converters
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to the right of the dashed line is relegated to the analog domain strictly due to the lack of data

converters. This establishes one limit of digital signal processing. This line is slowly moving

towards the right, as improved technology and circuit design techniques allow for faster and

moreaccurate data converters. However, the A/D bottleneck will remain abarrier to digital, pro

cessing for the time being. Moreover, the data points shown in Figure 2.5 does not take into

account the technology used, nordoes it factor in power dissipation orchip area. In many cases,

the power dissipation, chip area ortherequirement of specialized technologies can makethedig

ital implementation unattractive, though possible withcurrently available technology.

3D
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2.4 Analog vs. Digital Implementations

In the region of operation underneath the dotted line in Figure2.5, both analog and digital

implementations of the signal processing task are achievable.The question therefore is which is

more attractive. First, a metric of measuringthe relativemerits of each technique is required. For

most cases, a cost function taking into account power dissipation and chip areaseems to suffice.

There is a direct relationship between chip area and the final cost of the device due to both fabri

cation throughput and yield issues, while power dissipation is becoming more important as

higher levels of integration are achieved. Moreover, the current trend towards portable equip

ment provides a serious motivation to reduce power dissipation.

Obtaining an all-encompassing solution to the analogvs. digital question is almost impossi

ble due to the enormous variation in signal processing tasks. Analysis based on very simple

assumptions have been undertaken with plausible results [8], but the applicability to more com

plex circuitsis uncertain. The following sectionswill explore the limitationsof both analog and

digital circuits in more detail in an attempt to provide a more extensive solution to this problem.

2.4.1 Determination of Circuit Building Blocks

Prior to making any computationsaboutanalog vs. digital circuits, it is necessaryto produce

a set of circuits with which to make comparisons. The realm of signal processing circuitry is

extensive, and to attempt to find a circuit that represents all types of signal processing while

remaining simple enough to be tractable is futile. Abstracting the types of signal processingusu

ally performed by monolithic circuits shows that there are two or three main classes of circuits,

such as filters, timing recovery loops and dataconverters. Of these, filters areof greatinterest not

only because of their ubiquitousness, but also because they areeasily realizable in both analog

and digital domains. Moreover, in many cases, the choice to include more than the A/D converter

in the analog signal path is equivalent to placing a filter immediately prior to the A/D ratherthan

after conversion to the digital domain. For this reason, a filter will be used as a model building

block to determine the applicability of analog vs. digital techniques.

Switched capacitor low-pass filters and their digital equivalents both make use of scaling

accumulators as building blocks for filters. In switched capacitor circuits, these accumulators are

often sampled data integrators, made to realize a lis transfer function of the frequency range of

interest [9], and are constructed using an amplifier in the switched capacitordomain, or a regis-
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ter, multiplier and an accumulator in the digital domain. While integrators make a good metric

circuit for comparing the relative meritsof analog and digital implementations, not all integrated

filters make use of integrators as building blocks, as is the case with transversal filters. As a

result, the switched capacitor charge transfer circuitandits digitalequivalent, the multiply accu

mulator stage will be used as a metric for the purposesof this comparison.

2.4.2 Switched-Capacitor Charge Transfer Circuits

The switchedcapacitor integrator shownin Figure 2.6 in reality functions as a charge-trans

fer circuit, for it transfers the charge stored in Cs to C/. The integrator function results from the

fact that C/, if not reset after each clock cycle, continues to accumulate charge from previous

samples. While IIR filters and switched capacitor representations of ladder filters use the charge

transfer circuit as an integrator, circuits such as transversal filters use the circuit strictly as a

method of scaling and moving data, and not as an integrator to provide a 1/s transfer function.

The circuit in Figure 2.6 also demonstrates "bottom-plate" samplingto minimize signal-depen-

M1

INPUT

O

^ LSs

OUTPUT

Figure 2.6 Switched-Capacitor Integrator

dent clock feedthrough. The input sample is taken when fa goes low — in this scheme, Ml is

clocked slightly earlier so that it becomes the device whichisolates the top plate of C$, thereby

taking the sample. Becausethe source voltage of Ml is independent of the input signal, the mag

nitude of the clock feedthrough is constant. Charge transfer takes place during <$>2, where the

charge in Cs is transferred to Cj by the action of the amplifier. The ratio of Cy to C/ determines

the magnitude of the voltage step atthe output as a function of the input, and is nominally -(Cs/

Cj) assuming an ideal amplifier.
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The characteristics and limitations of the S/H stage have already been discussed — the

remaining performance limiting portion of the circuit is the amplifier whose role is to provide an

active means to transfer charge from Cs to Cj. Of course, an ideal amplifier with infinite gain,

zero input current and infinite speed is desired. With these attributes, it is easyto seethat all the

charge in Cs is transferred to Cj. Deviations from ideality will affect the operation of the charge

transfer circuit. The requirement that the amplifier have a DC input impedance approaching

infinity is especially strict to avoid leakage of charge from the sampling capacitor, Cy. A non-

infinite gain results in incomplete charge transfer that affects the final transfer functioa The

speed, accuracy and power consumption of thecircuit are all intertwined. For example, the feed

back capacitor, C/, combines withthe sampling capacitor C5, theinput capacitance of theampli

fier and any parasitics to form a feedback network. This, along withthe open loop response of

theamplifier forms theclosed loop response which dictates themaximum speed and accuracy of

the circuit. Because the load is effectively capacitive, the speed of the circuit is, in general,

related to the amount of current available for charging and discharging the capacitors. Hence,

higher speed for a givencircuit topology implies higher power consumption.

2.4.3 Fundamental Limits of Traditional Switched Capacitor Integrators

Traditional switched capacitor low pass filters utilize charge transfer circuits configured as

integrators with a very large ratio of Cj to Cs (Cj » Cs) [10]. Because of the large capacitor

ratio, theunity gain frequency of the integrator is much lower than theclock frequency:

unity 27iCj * '

Such conditions are ideal when switched capacitor filters are used as anti-alias filters as might be

found in avoiceband PCM codec. However, thevery fact that there is ahighdegree of oversam

pling implies that there is more work being performed by the circuit for agiven data throughput

than in anequivalent Nyquist sampled circuit. Putanother way, the technology of the circuit is

not beingused to its fullest extent. Thus, high-speed circuits which attemptto extract the maxi

mum throughput available for agiventechnology will tendnotto usecircuits withhighoversam

pling ratios. In these cases, the assumption of C/» Cs which is traditionally associated with

switched capacitor circuits is invalid.
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However, because of the pervasiveness of the traditional switched capacitor low pass filter, it

is useful to review the performance limitations of such a circuit. Assume that an ideal technology

is available, and it is desired to compute the absolute minimum power consumption and silicon

area required to effect the integrator function. To make the analysis tractable, some assumptions

must be made regarding the architecture of the integrator. First, under these conditions, allow the

assumption that the integrating capacitor is much larger than the sampling capacitor. Second, the

amplifier is assumed to have infinite gain and zero noise, consumes no static power and swings

over the entire supply voltage (0 to Vdd)- Under these conditions, the power necessary to inte

grate a sinusoid waveform of amplitude Vt is given by [11]:

P=IWrnflAuk (2.6)
which has the familiar CV2f relationship. The power consumption can also be expressed as a

function of the output, and assuming that the input is driven such that the output is at the verge of

clipping,

P= 2CIV^Df (2.7)

where / is now the signal frequency; because the integrator "gain" is a function of input fre

quency, the clock frequency is implicitly a function of input frequency for a constant output. This

implies that the power can be reduced to arbitrarily low values while maintaining the desired

transfer function strictly by reducing the value of C/, and scaling Cs accordingly. However, this

disregards the noise contribution of the S/H stage in frontof the amplifier. Shrinking Cj and Cs to

arbitrarily small values will result in excessive noise at the output of the integrator thereby

degrading the dynamic range of the circuit. Recall the earlier discussion of kT/C noise of MOS

sample and hold circuits where it was shown that the noise contributed by the sampling switch

Ml in Figure 2.6 contributes a noise of variance kT/Cs distributed over the bandwidth from DC

t0 /clock/2- The resultant noise at the output can be computed by multiplying this noise by the

integrated magnitude squared of the integrator transfer function [12]:

-«

where Btf given by:



20 Analog vs. Digital Implementations

f *BN =-^jH(ejffl)H(e-j<B)dco (2.9)
-JC

represents the equivalent noise bandwidth from the integrator input to the output, given that

H(eF*) represents the transfer function from the input to the output of the circuit. The effective

noise at the output is actually twice that given in (2.8) because of the contribution of the second

switch. This assumes that the noise generators are uncorrelated and an infinite bandwidth of the
DD

euro oe -

Thus, the voltage signal-to-noise ratiois given by:

op-amp. The maximum signal power, s0, is assumed to be —=- as the outputswings to the rails.
o

4kTBN <2-10>

where Umax is the maximum energy (CjVDD2/2) that can be stored in the integrating capacitor.
Thus, asexpected, the SNR is strictly a functionofthe ratio ofenergyin the circuit to the thermal

energy, with an allowance for the relative bandwidthof the circuitas set by the particular feed

back network [Castello]. It canbe shownthatin the case of a simple single-pole response, (2.10)

reduces to:

SNR " l^T <2-n>
The minimum area required to implement this switchedcapacitor integrator is a function of

bothcapacitor area and amplifier area. In the technological limit, it canbe argued thatthe ampli

fier scales to the pointthatits area is negligible, and hence the area is strictly givenby the size of

Cj. The size of Cj is driven by the need to store a given amountof energy to obtain a desired

SNR, forit was shownin (2.10) and (2.11) thatthe SNR is a function of the ratio of energy stored

in the capacitor to the thermal energy kT. The relationship of the capacitance to area is well

known:

C=̂ =̂ (2.12)
U VDD

where Emox is the maximum electric field sustainable by the dielectric with relative permittivity

eox, with areaA Thus, the following relationships
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*VDDeo,Em,xAfunity _ f*Pfunity
iNR " V 2kTB^ ^16kTBNf (2-13)

outline the theoretical minimum requirements for power and area as a function of the desired

SNR.

The statement above that the area of the amplifier is negligible is based on the assumption

thatthe technology wouldeventually improve to thepoint that device sizeswouldbecomenegli

gible. A verification of this assumption proves interesting, and results in an upper speed bound

where this assumption becomes false. For simplicity, let the amplifier be a single transistor,

whose task is to sink or source current out of C/. It is desired to compute the minimum W andL

of the device to determine its area. The minimum L is dictated by the material breakdown prop

erties of silicon. As avery rough approximation, letL,^ = Vj)DlEmaxSi' (Note thatE,^^ is dis

tinct from the Emu used earlier as the latterrefersto oxide, not bulk silicon.)Underconditions of

small L, it is assumed thatthedevice is velocity saturated, and hence thecurrent canbe approxi

mated by [13]:

Id = WCoxvMtVGS - VT- VDsat - WCoxv„tVDD (2.14)

where the second approximation is made under theassumption that VV and VDsat can be scaled,

and thatthe entire supply voltage is available for gate drive, an albeit very generous assumption.

The switched capacitor integrator willbe called upon to transfer themaximum charge, Q^^ -

Vddcs> wnen toe input voltage is equal to the supply voltage. For steady-state operation, to

avoid clipping the output, this implies that the input frequency is/unAy Furthermore, assume that
this charge must be transferred within halfthe clock cycle, allowing slewlimiting by the ampli

fier. This determines the peakcurrent thatneeds to be supplied by the amplifier:

Imax = 2Qmaxfclock = ^^QVro (2.15)

Combining (2.14) and (2.15) gives an expression forthe minimum width of device:

_ 47CfunityCIVDD
Wmin T-p ~ (2.16)

ox max sit

where v5fl/ is the saturation velocity of electrons in silicon (~107 cm/s). Combining the expres
sions for Wmin and L^ results in theexpression for theminimum area of the amplifier:
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4lcfunityCIV DD QV^ T 4jlVDDfunily-
A„;„ = W^L-;. =

p E v E
ox max sat maxSi

•=^[.+̂ l (2.17)
i ox max L sat maxSi J

The factor (CjVpp/e^f^ is the minimum area for the integrating capacitor from (2.12).

Thus, for conditions such that 4KVp£funity « vsat E^^si, the assumption that the integrator area

is dictated by the capacitor area holds. Otherwise, the amplifier area becomes significant, and

cannot be neglected. Note that the right hand side of the equation is strictly a function of the

material property of silicon, and is therefore not likely to be enhanced by improvements in tech

nology. For typical values, the vsat E^^i product is about 1012 V/s, implying that the inequality
holds for most all frequencies of interest. It should be noted, however, that the assumptions made

to derive this result areextremely generous, such as negatingthe effects of Vj and Vpsat, allow

ing the device to operate at the threshold of breakdown, etc. For real devices, the above result

may have to be derated by a factor of 100. As speeds of circuits are increasing with improve

ments in technology, the frequency where the area of the amplifier becomes significant within

the context of this analysis is rapidly being approached, and the result that the amplifier area is

negligible is no longer true.

The theoretical limits for the minimum power and areaof a switched capacitor charge trans

fer circuit have been discussed above. Unfortunately, while they give a lower bound and a goal

for circuit designers, it is highly unlikely that the limits will be approached due to practical con

straintsof realizable circuits. Moreover, as they arebased on the assumption ofCj» Cs and the

traditionaloversampled LPF architecture, they arenot a good basis for comparison. Therefore, it

is important to investigate the effect of the constraints of practical implementations combined

with more aggressive architectures in order to derive a more practical solution to the analog vs.

digital question.

2.4.4 Practical Power Constrained Switched Capacitor Charge Transfer Circuits

In this section, the assumption that Cj»C$ will not be made, and that the limitations inher

ent in moving charge from Cs to Cj be investigated. Moreover, practical limitations will be con

sidered to allow for a more meaningful result to power constrained switched-capacitor

integrators will be investigated. The goal is to provide maximum throughput (SNR and speed)

while consuming the minimum power. Referring to Figure 2.6 and Figure 2.7, the speed of such

a circuit is governed by the forward transfer function of the amplifier and the feedback circuit

Assuming a single-pole response for the amplifier, the settling time of the circuit is given by:
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C^Cs +Cp)(c CiCCs +Cp)^
|> C1 +Cs +CpJ Le T L»T T t*p

Cj
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(2.18)

where gm refers to the forward transconductance of the amplifier, Cu to the total load seen by

the amplifier. Q, is the load at the output of the amplifier, and CP to the total parasitics at the

amplifier summing node, including the input capacitance of the amplifier, /refers to the "feed-

Cp = Cp-j + C
gs CL = CL1+Qout

Figure 2.7 Amplifier Model for Equation 2.18

back factor," or the fraction of the output signal available to the summing node to provide feed

back. Forthe purposes of the remainder of this analysis, it will be assumed that the integrating

capacitor, Q, and the sourcecapacitor, C5, are of equalvalue.This is distinctly different from the

assumptions of the earlier section. However, it more closely resembles the situation found in

high-speed Nyquist rate sampled data signal processors. For example, the prototype circuit

described in the laterchapters makes use of roughly equalvaluesofQ andC5. Underthese con

ditions, and assuming that the circuit is loaded with another identical stage such that Q, = Cs,

then (2.18) simplifies to:

T =

3CS+2C,
(2.19)
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Thus, the speed becomes a function of gm, and Cs, where the required size of Cs is dictated by

dynamic range requirements, and the parasitic loading presented by the amplifier itself. Thus, in

orderto maintain a minimum SNR, the speed of the circuit is governed primarily by the amplifier

gm, which in most all cases is a function of the power dissipated by the amplifier. In the case of

single-stage amplifiers, the gm available is that of the inverting device, typically a common

sourceMOS device. Under normal operatingconditions, the gm of the amplifier is simply:

-R>~gm =^k'̂ -ID. (2.20)

where k' = \iCox. The square-rootdependence of gm as a function of Ip suggests that the speed

per unit of bias current increases with decreasing bias currents. That is, the device is most "effi

cient" at low bias currents. Moreover, the gain of most CMOS amplifiers increases as the bias

current is reduced becausethe incremental output resistance is inversely proportional tolp, mak

ing it easier to meet the gain requirements to achieve adequate charge transfer. Thus, reducing

the drain current to infinitesimally small values appears to be strategically advantageous for

ultra-low power operation.

2.4.4.1 Subthreshold Operation of Charge Transfer Circuit

Below a certain current density, the MOSFET no longer remains in the "saturated" region of

operation as implied by (2.20), but enters the subthreshold region. It has been suggested

[11],[14] that operation in the subthreshold (weak-inversion) regime provides the most efficient

use of power for switched capacitor circuits. In this region of operation, the MOSFET behaves

very similarly to a BJT, in that the drain current becomes exponentially dependent on the gate

voltage, and to firstdegree independent ofVps provided VpS> 3kTlq. Under these condition, the

transconductance of the device becomes a linear function of the drain current and is given by:

where m is the subthreshold slope multiplication factor, (m is a function of the applied substrate

bias, gate oxide thickness and substrate doping, and is usually between 1 and 2).

Assuming linear settling, the number of time constants required to settle to a given accuracy

is given by In (SNR), and is usually between 5 and 10 for most circuits. Furthermore, assuming
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that half the clock period is available to settle, x^v, = (l^lnfSNR^ci^fJ. This gives an expres

sion for the minimum gm required:

g^ =21n (SNR) x (2CS +CP) fclock -41n(SNR)Csfclock (2.22)

which implies that the minimum current necessary for proper operation is:

_4kTmln(SNR)Csfclock
In , — (2.23)"min q N '

implying the minimum power is:

4kTmln(SNR)VDDCsfclock
Pmin = (2.24)

under the assumption that Cp is negligible to C$. Cp is primarily the input capacitance of the

active device; the effect of Cp can be made negligibly smallby making the device smallerwhile

keeping the drain current constant. However, this approach implies that the current density

increases asCp is made smaller fora givengm. Thus, at some point, the original assumption that

the device is in subthreshold operation and (2.21) applies becomes false. This limitation can be

found by examining the expression for the drain currentof a subthreshold device [15]:

L

where

q(Vos-VM) , qVpsx

ID =frMe mkT [l-ekT J (2.25)

,kT*
I'm = ^Cox(—) 1 (2.26)

q 2M+Va

and VM is the maximum Vqs allowable while maintaining subthreshold operation, y is the body

effect coefficient, and 4>f is the Fermi potential of silicon. Clearly, the maximum allowabledrain

current in subthreshold is when VGS = VM; by assuming that VD » (kT/q), and V$5 = 0, the

expression for the maximum drain currentbecomes, with appropriate substitutions:

I -VOL M* top* am
ADmax-subthreshold ~ L • 0 Ai 3<b V"*"1)

where NA is the substrate doping and ^ is the permittivity of silicon. Note that this quantity is

composed strictly of physical constants, the substrate doping, mobility and geometry. Thus, for
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reasonable values of NA and p, the maximum drain current available in subthreshold is about

(3W/L)\W9A.

The actual value of Cp when the device is operated in the subthreshold region is difficult to

determine accurately. The worst case value is WLCox, which assumes that there is a conducting

sheet immediately underneath the gate extending completely from the source to the drain. In

reality, however, the actual capacitance seen at the gate is a fraction of WLCox\ as the device

moves from strong inversion to subthreshold, the value of Cp falls from the standard2/3WLCox

to a smaller value. The value of Cp in weak inversion is dominated by the parasitic capacitances

and the capacitance from the gate to the bulk (assuming the technology has a grounded sub

strate). The value for the gate-bulk capacitance is given by: [15]

Cgb = C (2.28)
r

^\4" +VGB~ VFB

and is typically between 0.3 and 0.5 Cox [16].

The maximum value of Ip sets a severe restriction on the available speed of the device, and

thus, for circuits whicrT operate above a few megahertz, the approach of utilizing subthreshold

devices becomes unreasonable. Increasing the gm of the device by making it larger forces the

input capacitanceof the amplifier to rise, thereby lowering the feedback factor, which in turn will

increase the loop settling time. As with circuits operating in the conventional regime, in the limit

of large devices, the loss in feedback factor directly offsets the increase in gm, resulting in no net

gain. For large devices, the settling time is given by (Cplg^, which when the subthreshold

expression for gm is substituted and assumingthat Cp is half WLCox, becomes:

WLC0X m2q"LC°*
^big-device 2gm 3xl0-9 ^

which, for avalue ofL=l\un, Cox=2fF/\tm2, m=1.5, becomes 5.18xl0"8. This implies, for an 8-
bit equivalent system, the maximum clock frequency is 6.44 MHz, which allows for voiceband

signal processing circuits. Note that (2.29) is the inverse of the expression for the fy of the

device, implying that this represents the speed limit of subthreshold devices.
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Examining the optimum device sizing for operation in subthreshold reveals that the circuit is

most efficientwhen the amplifier inputcapacitance is madeas small as possible with respect to

the restof the capacitances in the circuit. This is distinctlydifferent than foroperation in the nor

mal regime aswill be shown in the next section. Thus, maximum speedis obtained at the edgeof

subthreshold operation. Under the assumptions that led to (2.19), the circuit speed is dependent

on the size of Cs as dictated by the required system SNR, and canapproach, but not exceedthat

given in (2.29).

As a pointof reference, if the areas of the device and integrating capacitor are made equal,

Castello [11] finds that maximumunitygain frequency of atraditional integrator (Cs « Cj) is:

,kT,

<1 *87tpin(SNR)qmL2f-ty =<V> 0 Q1 * r2 <2-3°)

where p istheratio of the device area tothe gate area. Under typical assumptions for a 1pm tech

nology, (2.30) implies a f^ty of 2 MHz. It is important to note however, that this computation

doesnote take intoconsideration the parasitic loading effectof the device inputcapacitance, and

hence is extremely generous. Nevertheless, it confirms the earlier finding that operation in the

subthresholdiggion, while power efficient, is.appropriate for circuits with signal bandwidths

much less than0.1% of the inherent device^.

The I? dependence on the time constant suggests that continued improvements in technol
ogy will allow the use of subthreshold circuits well into the hundred megahertz range with

0.1pmlinewidths. However, it is important tonote that theabove analysis neglects manysecond

order effects which will limit the usefulness of such circuits. First and foremost is the grossly

simplified amplifier model used. No practical circuit can operate with a single device amplifier

— at a minimum, some type of load device mustbe present, whichwill add parasitics. Second,

the minimum gain requirement has been completely ignored. Lastly, but perhaps most impor

tantly, the issue of subthreshold swing, m, and the inability to turn off ultra-shortdevices with

small gate swings affects the operationof such hypotheticalcircuits.

Increasing the throughput of systems designed around subthreshold devices will most likely

utilize parallel approaches where the low power consumption of these circuits outweigh the

added area penalty of parallel circuits. However, for high-speed applications where the desired
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clock rate is orders of magnitude higher than those achievable through subthreshold circuits,

operation of the MOSFET in the conventional "saturated" regime is required.

2.4.4.2 Optimal Design of Switched-Capacitor Charge Transfer Circuits

Assuming that utilizing massively parallel circuits operating in the subthreshold region is

prohibitively expensive in silicon area limits one to utilizing MOS devices operating in the con

ventional "saturated" regime. Thus, the desired goal is to determine the minimum power and

area in order to achieve a certain throughput without resortingto parallel approaches. Assuming

that the devices are operating in the conventional "saturated" regime, the equations of interest

are:

ID =^^(VGS-VT)2 (2.31)

gm =j2pC„^ID =u€ox^ (VGS -VT) (2.32)

Cgs =?WLC0X (2.33)

Note that (2.32) and (2.33) imply that the maximum fy of the device is a function of gate over

drive voltage, and is not limited as in the subthreshold case. However, there are practical limits

such as gate oxide breakdown and mobility degradation that prevent excessive the attainment of

extremely high values offy.

fT =Xp(VGS-VT) (2.34)

What (2.34) does imply, however, is that the amplifier can be made arbitrarily fast through

increased gate overdrive, at the expense of increased power dissipation. Determination of a

power and areametric for an integrator of Figure 2.6 requires that the size of the inverting device

be determined. A means of sizing the device for greatest efficiency, or minimizing the settling

time as a function of device size for some fixed technology and drain current is required. Again,

examining the circuit of Figure2.6, and once againassuming that Cs = Q, recallthat the settling

time of such a circuit is given by:

aWLCox + Cs
x = ox s (2.35)

J^Cox^D
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where a is usually ^. Minimizing xas afunction ofWfollows as:

I w- 1 aWLC._ +aLC0^2uCoxrID - uCoxi.ID x
j2pCoxf;IDdx

dW W2uCox£lD

which implies that

Cs

= 0

(2.36)

2WLCoxa = WLCoxa +Cs (2.37)

which, of course, gives the familiar result of Cgs = Cs. Thus, to maximize speed for a given

powerdissipation level, the optimum sizing of the inverting device is to equate the gate capaci

tance with the samplingcapacitance. If one inserts a loadcapacitance at the output of the ampli

fier equivalentto C5, thus simulating cascading of stages, then the results change slightly so that

Cgs =2Cs- Assuming that the C$ and Cgs are sized appropriately, using the earlier definition of

%=ll(2fclockln(SNR))t the maximum clock rate becomes a function of the drain current, and

hence power dissipation:

1 I uJD
fclock " 21n(SNR)aM2WLCox (Z38)

while the area consumed by the amplifieris some constanttimes the input device area.

A means of determining a reasonable estimate of power and area requires that certain

assumptions be made regarding the technology. It was argued earlierthat the active device can be

scaled to the material limits of silicon, and extremely small devicesused. However, with practi

cal circuits, those limits are highly unlikely to be observed. First, an adequate supply voltage

must be used. The current standard of 5 volts is slowly giving way to 3.3 volt circuits so that the

analog circuitry will remain compatible with digital technologies. However, moving to lower

voltages is proving difficult, as the mainstay of switched capacitor circuitry, the MOS switch,

suffers greatly from reduced voltage. As the supply voltage is reduced, the device thresholdvolt

agebecomes a larger proportion of the supply voltage, resulting in a two-fold reduction in gate

overdrive voltage, (VqS-Vt). As a result, the "on-state" resistance of the switches increases

resulting in lowered performance of the circuits. ReductionofVj is possible to some extent, but

effects associated with the shortchannels of today's technologies results in enhancedsubthresh-
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old swing [13]. As a result, a minimum Vj of about 500mV is needed to insure that the device

can be turned off and prevent charge leakage in a switchedcapacitor circuit Thus, it is unlikely

that supply voltages will be reduced much below 3 volts in the near future. Assuming a 3 volt

technology allows one to set the minimum channel length and gate oxide thickness, Cox. Both

parameters are limited by material constants, namely hot electron and breakdown, and are

unlikely to be improved upon significantly. Minimum channel lengths of0.5 urn and gate oxides

of 100A are required to withstand 3 volt potentials that may arise in generalized circuits [13].

The mobility of silicon under such conditions is subject to numerous scattering and high-field

effects, and isunlikely toexceed commonly found low-field values of 500 cm2/Vs. These values,

when substituted into (2.38) result in clock rates in excess of 5 GHz, implying that between the

upper limit of subthreshold operation, and multi-GHz frequencies, switched capacitor MOS

technology utilizing devices in the "saturated" regime is applicable.

Unlike switched capacitor integrators, where the dynamic range is ultimately a function of

the integrating capacitorbecause of bandlimiting of noise caused by the integratortransfer func

tion, the switched capacitor charge transfercircuit, in general, transfers all of the noise sampled

on Cs to the output. Thus, the dynamic range of the switched capacitor charge transfer circuit is

•governed by Cs, not Cfi Thus, the design of an optimal circuit is fairly straightforward:

• Determine the system level parameters, in particular, the signal swing and clock rate

• Determine the minimum value ofCs such that the dynamic range requirements due to
kT/C noise are met.

• Size the device such that Cgs is equal totwice the value of C5.
• Determine the minimum draincurrent,Ip, such that the clock rate requirements are

met.

• In the case of a class A amplifier, verify that the computed drain current allows for
linear or near linear settling. Otherwise, insure that the amplifier has the capability to
supply the peak currentnecessary for slewing, while maintaining a minimum gm for
settling.

For purposes of this computation, let P be the signal swing as a fraction of the supply voltage.

Then, the minimum sampling capacitor, C5is given by the SNR requirements:

kT(SNR)2Cs =-f L (2.39)
(PVDD)2

Substituting this into (2.38) and solving for the minimum drain current, which shall be denoted

1D1, yields:



Analog vs. Digital Implementations 31

kTcc f41n (SNR) LfclkSNRf
lD1 =—x[ WT0 J (240)

This current, Ipj, represents theminimum drain current necessary to provide the forward gm

in the amplifier to insure settling in the time allowed. It assumes, a priori,thatthere the loop set

tles linearly, with no slew rate limiting. As will be seen shortly, this is a fairly poor assumption,

unless class AB or class B amplifiers are used to insure that the peakcharging current is pro

vided. Otherwise, the minimum bias current required to settle is subject to a more stringent

requirement, in thatthe circuit mustnotbe forced into slewlimiting. Recall that for single-pole

settling, themaximum rate of change occurs atthebeginning of the settling cycle. The maximum

current, therefore, required to charge Cj occursat t = 0, and is given as:

^-ro.x = (2.41)

Substituting therelationship between x and/^, and assuming that Cj=C5, gives another expres

sion forthe minimum drain current (this assumes thatthe maximum charging current is equal to

the drain current, correct forclassA circuits), denoted Ipf.

•••••**- ~- ": 2fclkln(SNR)kT ,
ID2 =~flLBv (SNR) <2'42>

PVDD

For most combinations of speed and dynamic range, lp2 > Ipj; the exactcriteria is givenby:

8aln(SNR)L"fcik<T-r-77?T—2 (2-43)

For clock frequencies below that given in (2.43), the circuit is slew limited, and the larger

drain current .given in (2.42) must be supplied to prevent non-linear effects from adversely

affecting the expected settling time. In the rare event thatthe clock frequency is greater thanthat

given in (2.43), usually the result of high dynamic range requirements, the current necessary to

prevent slewing is insufficient to provide the transconductance needed to settle the circuit in a

timely fashion.

As thecriteria in (2.43) isunlikely to bemeteor mostcircuits — note that for 1pm technolo

gies, the critical frequency from (2.43) near 1GHz, and increases withthe square of the scaling

factor— slewrate limiting is an important factor in amplifier design. However, it is important to

note that the peak current necessary to avoid slewingneed only be supplied for a small fraction
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of the settlingcycle. With a class A amplifier, where the maximum outputcurrent is equal to the

quiescent bias current, this results in an inherentinefficiency, for during the majority of the set

tling cycle, the current flowing into the capacitor is only a fraction of the biascurrent. Although

the power needed to charge the capacitors is only Cj($Vpp)2fcik, the power consumed by the cir
cuit is the productof the appropriate lp (usually 1D2) andVDD.

As alluded to earlier, the use of class AB or B amplifiers, wherethe circuitis able to supply

output currents many times greater than the quiescentbias current, allows the overallefficiency

to be boosted considerably. In this case, the peak charging current necessary to avoid slewing,

lp2, is supplied for an instant at the beginning of eachcharging cycle. As the capacitor charges,

the current supplied by the amplifier falls accordingly, limited only the minimum gm require

ments necessary to insure a fast enough settling dictated by linear network analysis, which is

simply ID1. As a result, the power dissipated by the circuit more closely resembles the power

consumed by the capacitors, and is given by:

C!(pVDD)2fclk +ID1VDD (2.44)

As Ipi in many cases is much less than Ip2, the use ofclass AB or B amplifiers can lead to much

higher efficiencies, in"that it can approach the theoretical minimum power of Cj($Vppj*fclk.
Moreover, as the power in (2.44) assumes that the signal swings full scale at all times, it repre

sents the maximum dissipation for these circumstances. If the signal being processed is voice for

example, the average power dissipated in the capacitor is much less than Cj($Vpp)?fcik.

The choice of whether to use a class A amplifierand pay the penalty in efficiency or to use a

class AB/B amplifier is dependent on the level of circuit complexity and speed desired. Class A

amplifiers are inherently fast, as they canbe very simple— in this analysis, we assume a single

device inverting stage—and canapproach/^in the usable gain-bandwidth. Class AB/B amplifi

ers are inherentlymore complex, requiring extradevices to form the circuitry necessary to sup

ply the peak charging currents. Because of this added complexity, the inherent speed of such a

circuit for a given technology is less than that for a class A amplifier. In addition, the added cir

cuit elements increase the amplifier area required. Thus, for situations where speed and small

area are important, class A amplifiers offer a better solution. Situations with large parasitic out

put capacitances, which adversely impact the slewing requirements of the circuit while leaving

the loop feedback factorunchanged may save considerable amounts of power through the use of
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class AB/B amplifiers. To provide a point of reference, Table2-1 shows the power required for

the switched capacitor charge transfer circuit for various speeds and dynamic ranges for both

class Aand class AB/B circuits. (L = 1pm, P=0.33, u. =500 cm2/Vs, VDd =3V.)

TABLE 2-1 Theoretical Power Dissipation for SC ChargeTransfer Circuit

Clock Freq.(MHz)/
Dynamic Range (Bits) Class A (W) Class AB/B (W)

10 MHz 8 Bits 9.03x10-* 3.249xl0-y

10 MHz 12 Bits 3.47X10-5 1.003xl0'6

10 MHz 16 Bits 1.18xl0-2 3.180xl0"4

100 MHz 8 Bits 9.03xl0'7 8.055xl0-8

100 MHz 12 Bits 3.47X10-4 3.773xW5

100 MHz 16 Bits 0.118 1.578xl0'2

1 GHz 8 Bits 9.03X10-6 5.612xl0'6

1 GHz 12 Bits 3.47xl0"3 3.147xl0'3

1 GHz 16 Bits 1.418 1.418

It should be noted that for very low resolutions, the required value of Cs from (2.39)can

becomeunmanageably small, in that fabrication of sucha smallcapacitormaynot be possible, or

the quality of the capacitances may not be adequate for the task. In this event, the value of Cs

must be made artificially large, witha concurrent increase in currentand power. For example, a

4-bit system requires capacitanceson the order of laF, which is clearly not realizablein technol

ogies available at the present time. Below about the 12-bit level, the size of the capacitances

required to avoid degradation due to kT/C noise is very small, and the bias currents and power

necessary for circuit operation are dominated by other factors such as parasitics and matching

requirements. Figure 2.8 showsthe relationship betweenpower required per circuitas a function

ofthe clock rate (fclk) and the dynamic range (SNR) expressed inbits, assuming p=500 cm2/Vs,

P = 0.33, and VDd = 3V for a class A amplifier. Thestraight curves on a log plot show a near

square-law relationship between power and dynamic range, demonstrating the severe penalty

imposed by large dynamic range requirements.

One final factor needs to be considered. At very high clock frequencies, the displacement

current necessary to charge the capacitor can be quite high as shown in (2.42). The above com

putations are made based on the "optimal"sizing of devices from (2.36). At a high enough fre-
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Figure 2.8 Power for SC Charge Transfer Circuit vs. SNR and Clock Freq. (L=1jim)

quency, the appropriately sized device is not capable of providing the current necessary with a

reasonable amount of gate drive. A reasonable assumption of available quiescent gate drive is

the signal swing,^IVpp, which provides a maximum current of:

*D3 -
ncoxw

2L
(PVDD)2 =̂ |(pVDD)2

aL
(2.45)

In the event that Ip3 < Ip2, then for class A amplifiers, the device size will have to be increased

to meet the slew rate requirements. Ofcourse, this upsets the original assumption that Cgs =2Cs.

Thus, the device and bias currents will need to be increased beyond what is expected to compen

sate for the additional load of the device. This problem is most severe with high clock rates and

long channel lengths. Forthe example presentedhere, the restriction of (2.45) results in a slightly

increased powerrequirementat/c/*= 1GHz. Finally, because the inherent/7- °f a M^S device is

given by:

fT = P(Vgs-Vt)

2jcocL2
(2.46)
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there is a minimum gate overdrive voltage to achieve a given clock rate. It is entirely possible

that under conditions ofhighdynamic range with along minimum channel length, and low clock

rate, the/j- of the devicemay be insufficient to settle the loop, and additional current with concur

rent penalties in powerand area will be required. However, for the examples given in this sec

tion, this is not an issue.

2.4.4.3 Minimum Achievable Area of Switched Capacitor ChargeTransferCircuits

A lower limit for the area required by the circuit described in the previous section can be

approximated under the assumption that Cgs =2CS. Although for most all situations, the drain

current required is dictated by displacement current and not the transconductance requirements,

the above approximation is still useful as a reference point. The minimum required area of the

circuit is that consumed by the integrating and sampling capacitors, plus the device (amplifier)

area. For simplicity, it will be assumed that thedielectric available for the device gate oxideand

the capacitors are equal. Then, the gate area ofthe device is just (C^aC^ or (2Cs/aCox). The
area of the two capacitors, is just (?CSIC0X). The device area is usually assumed to be somemul

tiple of thegate area, sothedevice area can beexpressed as (?8Cs/Cox), thereby making thetotal

circuitarea ([l+S][2Cs/Cox]).

The area of the SC charge transfer circuit can then be plotted using (2.39) assuming some

characteristics ofatypical 1pm technology, with 8=5and Cox =1Jt/F/pvw2, and $VDD =1. It is
clear that the area figures suggested by Figure 2.9 are in most cases unreasonable given the

assumption of a 1 pm technology. However, what the figure does show is that for lower resolu

tion systems,the area requirements imposed by the inherent limitsof analog technology are neg

ligible, andwill be completely swamped outby practical considerations. One final fact to keep in

mind is that the amplifier was modelled as a single transistor. In all practical circuits, there will

be at least one other device to act as a load, plusbiascircuits. Moreover, metal routing can con

sume a large fraction of the total area. These additional components will add to the 8 factor used

above. The critical fact to note is that there is a square law relationship between circuit area and

desired SNR, making analog circuits very expensive in both power and area in instances where a

large dynamic range is required.
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Figure 2.9 Area ofSC Charge Transfer Circuit vs. SNR (C0X=1.5iF/\irr?)

2.4.5 Digital Equivalents of Charge Transfer Circuits

The switched capacitor charge transfer circuit provides two functions, that of scaling an

input and that of accumulating data. The digital equivalent that most closely mimics these func

tions is the multiply-accumulate (MAC) stage. In fact, many digital signal processor implemen

tations use large numbers of MAC stages to perform filtering functions [17].Thus, it is of value

to compare the power and area consumed by a digital circuit which performs the MAC function.

Unlike the analog switched capacitor implementation of this function, there are a largenum

ber of different realizations of the MAC function in the digital domain, which makes it difficult

to make a direct comparison between analog and digital implementations. However, using some

basic assumptions, a trend will appear, which will provide the key information to determine the

applicability of analog vs. digital implementations.
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2.4.5.1 Power Characteristics of Digital Circuits

A digital circuit can be viewed as a collection of nodes with mechanisms to alter the logic

level at the nodes as a function of the logic levels at some other nodes. Information is processed

by changingthe logic level at appropriate nodes.Therefore, the power consumed by a digital cir

cuit is fairly easy to compute in that it is roughly the product of the rateof nodal transitions and

the energy per nodal transition. Each node has associated with it a capacitance due to the logic

gates connected to the node (input gate capacitance) plus any parasitics. Because there are only

two logic levels, the energy to effect anodal transition is just CVDD2, where Cis the total capac
itance at the node. Assuming that the circuitconsumesno staticpower and all current consumed

goes to charging capacitances,the power of a digital circuit is proportional to the clock rate, and

the familiar CVDp2fcik expression results. For modem CMOS circuits, the assumption that there
is zero static power is acceptable, as junction leakages are orders of magnitude less than the

dynamic power. The second assumption, that there is no "short-circuit" current from V^/) to

ground during a logic transition is not as clear. This short circuit current occurs when both

devices are tumed on at the same time. In a CMOS circuit, this occurs during the transition

where the input tothe logic gate is swinging between Vm and V^. The magnitude of this current,

and its effect on the assumption that the power ofadigital circuit is given byCVpD2fdk has been
studied [18]. For a well designed circuit, the error is found to be about 10 percent, so that the

power consumed in adigital circuit is approximated by llCVpp2fclk.

2.4.5.2 Digital Circuits to Realize the MAC Function

The digital multiply accumulate stage canbe realized by usingacombination of a multiplier,

an adder and a register. While this provides the functionality required to emulate the switched

capacitor charge transfercircuit, the resultant digital circuitwill be quite large due to the amount

of circuitry required by a full digital multiplier. Fairness requires thattechniques to avoid the use

of a fulldigital multiplier be madein this comparison. Oneof the advantages afforded by use of

a full digital multiplier is the ability to change the multiplicand quickly and easily. In the

switched capacitor circuit, the multiplicand is setby a ratio of capacitors, andhence is not easily

changed. Techniques have been developed to allow switched capacitor circuits to change the

multiplicand, but these tend to have a small range of adjustment, and add considerably to the

complexity of the circuit.
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If the digital equivalent of the switched capacitor circuit does not need to support changing

multiplicands, or equivalently, is a fixed coefficient system, then a technique known as Canonical

Signed Digital representation of numbers allows multiplication without the use of multipliers

[19],[20]. This technique, which makes use of the fact that binary numbers can be represented by

a summation of powers of two, allows fixed coefficient multiplies with only a small number of

shift and adds. Typically, an 8-bit multiply can be performed with three 8-bit adds and a 8-bit

shift register. The use of this technique greatly reduces the power and area necessary to imple

ment the multiply accumulate function, and more closely replicates the functionality of the ana

log switched capacitor circuit described earlier.

2.4.5.3 Lower Limits of Power Consumption for Digital Circuits

As stated earlier, the power consumption ofadigital circuit is given byl.!CVpp2fclk. In the
ory, as technology improves, both the capacitance driven and the supply voltage can be reduced

so that power is minimized. However, as supply voltages are reduced, the large noise margin

associated with digital CMOS circuits becomes smaller, and factors usually associated with ana

log circuits become a concern. For example, with small supply voltages and small devices,

which imply small capacitances, the kT/Cnoise can cause false data to propagatethrough the cir

cuit As is known from digital communication theory, the probability of a bit error increases

exponentially with falling signal to noise ratios. The bit errorrate for a single valued digital sig

nal such as that found in digital circuits can be approximated by [21]:

K 2 )
BER = Q

W>)
= ierfc Vpp

2^1
.4 c j

(2.47)

assuming that the noise margin is half the supply voltage. The desired BER for digital signal pro

cessing systems is on the order of 10"12 to 10"15 to insure that the system is capable of many

hours oferror free operation. For aBER of5xl0"13, the minimum gate capacitance required ison

the orderof laF for a V^d of IV. Clearly, operating at this limit implies scaling by a factor of

100 from today's technologies, perhaps with a line width of 0.01pm. Thus, for the near future, it

is unlikely that kT/C noise is an issue for digital circuits, even when scaled. ;

A circuit making use of the limit derived above, gates with a capacitanceof laF and a supply

voltage of IV, has logic gates that operate with laJ of energy per transition. The thermal energy
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iskT, or 4.143xlO"21J at 300K. Thus, at this limit, the circuit is operating at roughly 200 times
the thermal noise floor. This compares well with earlier figures which placed the limit between

100 and 200 times kT [22],[23]. Ripple carry adders can be fabricated with about 7 "inverter-

equivalent gates" per bit, implying that an 8-bit adder will consume about 50 aJ per operation.

Thus, using CSD representations of numbers, and assuming 4 gates per bit for registers, the

power required for an 8-bit digital MAC using this limiting technology is about 180 aJ ofenergy.

Therefore, 100 MHz operation implies a power dissipation of 18 nW at for a IV supply voltage.

Scaling this figure to a 3V supply voltage for comparison with the previous section yields a

power dissipation of 162 nW. This figure compares well with the theoretical power dissipation

for an equivalent analog circuit using a 1 urn gate length. In fact, the power for the digital circuit

exceeds that for the analog circuit if a class AB/B circuit is used. Computation of the minimum

analog power (class AB/B) with a 0.01pm gate results in a power of 27 nW for VDd = 3V. This

shows that if higher supply voltages are maintained, analog circuitry can be more efficient than

digital technologies even in the limit of scaled technologies. Only when the supply voltage is

substantiallyreduced does the inherent swing limitation of analog circuitrytilt the power advan

tage shift to the digital arena.

2.4.5.4 Power Consumption of Practical Digital MAC Circuits

While the above comparisonbased on theoretical limits proves interesting, it is more useful

to investigate the relative merits of both implementations for technologies currently available

andthose projects to be available in the near future. It wasshownabove thatthe powerof digital

circuits is simply the CV2/power, and is not subject to limitations ofscaling due to noise for all
currentandnear future technologies. As such, determination of power is equivalent to determin

ingtheactual circuit used to implement aCSD based multiply accumulate stage. Digital circuitry

offers even more alternatives than analog circuitry in the exact implementation of a function —

analysis of each possible circuit design for an adder would be intractable. Thus, a "generic"

implementation of the basic building blocks necessary will be used for this comparison. The

LAGER [24] logicdesign package contains a large collection ofbuilding blockswhichallow the

construction of awide range ofdigital circuits. The speed, power, and area figures usedare those

based on LAGER designs scaled for a 1 pm technology.

The choice of the adder topology is mostcritical, as the maximum throughput of the MAC

circuit will be determined by the speed of the adder. Relatively low resolution systems are best
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suited withripple carry adders as thedelay is tolerable — 5 to 10 ns for 8 bits— butas thedelay

increases linearly with word length, become too slow except for systems with low clock rates.

When speed is required in combination with long word lengths, the carry selector carry looka

head structure is required, as the delay of the adder is only a weak function of the word length.

Of course, the added speed of these techniques comes atthe penalty of area and power, with the

area of the carry lookahead adder increasing quasi-exponentially with increasing word length.

The exactboundary between ripple carry and carry lookahead strategies is heavily technology

dependent, but is in the neighborhood of 8 to 10 bits [25].

Determining the powerrequired to perform the MAC task as a function of word length and

clock rate requires that certain assumptions be made:

N
• Use of the CSD technique ofmultiplication results in - N-bit adds in lieu of an N-bit

x N-bit multiplication.

• Allow use of ripple carry adders forclock rates up to 200 MHz for 8-bits, decreasing
to 100 MHz for 16-bits. Above this, carrylookahead or carry select addersare
required.

• To realizean output per clock cycle, pipeline registersarerequired.

• Ripple carry adders consume 9 pJ per 8-bit section, while carry lookahead adders
consume 18 pJ per 8-bit section; pipeline registers consume 3 pJ per 8-bit section.
(VDD=3V)

with these assumptions, a graph similar to Figure2.8 can be developed for the digital MAC cir-

TcuiL Upon examination of Figure 2.10 in comparison with Figure 2.8, it is obvious that the

square-law relationship of the power of an analog circuit as a function of dynamic range

becomes a big penalty with resolutions in excess of 12 to 14 bits. Thus, signal processingofhigh

resolution signals is best done in the digital domain, provided an accurate data converter exists.

2.4.5.5 Area of Practical Digital MAC Circuits

Much as in the previous section, a set of assumptions can be made to provide a quasi-quanti

tative comparison of the area required by analog and digital realizations of the circuit function.

Before delving into the numerical comparison, it is interesting to explore the theoretical limita

tions of the areaof a digital MAC circuit Unlike the analogcase, where the kT/Cnoise required

that a certain minimum capacitor size be maintained, it was shown in the previous section that

for gate capacitances in excess of laF, the digital circuit itself is immune from the effects of

noise due to small feature sizes. In order for thermal noise to become an issue with digital cir

cuits, the technology would have to scale such that L^ =lOA. With this hypothetical technol-
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Figure 2.10 Power of Digital MAC circuit vs. SNR and ClockFreq. (L=1jim)

ogy, the area for an 8-bit ripple carry adder would be on the order of 2pm2, assuming that all
dimensions scaled with gate length. As a result, an 8-bit digital MAC stage would take some

where on the order of6to 10 pm2 ofsilicon area; this clearly assumes the most aggressive scal
ing possible, and is unlikely to be realized. However, it does set some theoretical lower bound on

the area required.

Quantitative figures of area required to implement the adder and register functions are once

again obtained from theLAGER library. While the absolute numbers are verytechnology depen

dent, the trends — area as a function of word length and topology — are more important in

determining the relative meritsof analog vs. digital implementations. Similar numbers are found

byRabaey [26] which shows alinear dependence on area with word length with the exception of

lookahead designs, where the area increases quasi-exponentially. The same assumptions relating

to the adder style used for the power computations will be applied for the area calculations. Rip

ple carry adders are assumed to consume 2568 pm2 per bit, carry select adders consuming 3810



42 Analog vs. Digital Implementations

pm2 per bit, and shifters consuming 1224 pm2 per bit, and pipeline registers at 1792pm2 per bit.
As seen in Figure 2.11, there is only a weak dependence in the area required on the speedof the

circuit,with a linear increase in area as function of word length. This is in starkcontrastwith the

analog case, where area increases exponentially with the word length. As such, it is clear that

analog techniques have an area advantage at low resolutions, while at higherresolutions, digital

implementations are more area efficient.

Area
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Figure 2.11 Area of Digital MACCircuit vs. SNR and Clock Freq. (L=1um)

2.5 Conclusions

Through superimposition of Figure 2.8 and Figure 2.10, and Figure 2.9 and Figure 2.11,

there are areas where analog is superior to digital and vice versa. It is meaningful to take into

accountthe information shown in Figure 2.5 and presenta combinationgraph which attempts to

delineate areas of preferential operation for both analog and digital circuits. Figure 2.12 shows

that digital processing is suited best for high precision (high SNR) applications, provided that a
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Figure 2.12 Preferred Areas of Operation for Analog and Digital Signal Processors

data converter with sufficient speed exists. Analog signal processing proves to have an area/

power efficiency advantage with lower resolution systems, where kT/C and other noise is not an

overriding factor. Finally, applications which lie to the rightof the dashedline are analog only as

dataconverters to translate between the analog anddigital domains arenot yet available.

While the above graphs were determined using a 1pm technology, recall that a rough esti

mate of the theoretically minimum power and area independent of technology showed that ana

log techniques were more efficient at lower resolutions, which is consistent with the results

shown above. This is expected, because independent of technology, the trends which make ana

log processing costly athigherresolutions remain, lb addone-bitof SNR to a system, the capac

itors in .the analog system must be quadrupled in size, while a digital system requires only an

incremental addition to the circuit.

Figure 2.12 also shows some common signalprocessing tasks — it is interestingto note that

they all he within the areawhere analog processing is preferred.While the convenience and flex-
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ibility of digital processing has taken over many of the tasks in the "analog" area, carefulcircuit

design can result in analog processors which are more power and/or area efficient than existing

digital signal processors performing the same task.
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CHAPTER 3

Overview of NTSC System

3.1 Introduction

Developed in 1953 as a method of transmitting color video signals compatible with existing

monochrome transmissions, the NTSC [26],[27],[28] system represents a compact, relatively

robust system which is used throughout North America and parts of the Far East. Although the

intricate details of the system are beyond the scope of this dissertation, the first portion of this

chapter will attempt to serve as an overview aid in understanding the theoretical basis for the

prototype circuit described later. Emphasis will be placed on the electrical nature of the video

signal and topics that are of direct interest to the experimental work. Those that seek a more

detailed explanation are encouraged to seek out one of many excellent references on the NTSC

system.

The latter part of this chapter will introduce basics of NTSC decoding — that is, how to

recover the original RGB values from the encoded NTSC signal. In particular, advanced methods

such as comb filters will be discussed to give a theoretical background for the prototype circuit

described later in this dissertation.

3.2 Raster Scanning of an Image

A primary task of a video system is to transform an image, which is inherently two-dimen

sional (three, in the case of a motion picture) into a single-dimensional electrical signal. This

transformation is accomplished using a process known as raster scanning. A form of sampling,
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raster scanning traces a locus across the image which moves at a constant rate in both the hori

zontal and vertical directions, with the rate of motion in the horizontal axis much greater than

that in the vertical axis. If a restriction is placed such that the horizontal rate is an integral multi

ple of the vertical rate, then a repetitive scanning pattern results. This action allows the two-

dimensional image to be closely approximatedby values of the image directly under the locus. In

the case of a monochrome image, the value is simply the localized brighmess of the image. For

color images, the image needs to be described by a more complex system, which will be dis

cussed later in this chapter. A pictorial representation of the scanning process is shown in

Figure3.1. The locus begins at point A, scanning acrossthe image to point B. During the period

*JD

Time = 1H

Figure 3.1 Raster Scanning of an Image

known as horizontal blanking, the locus quickly moves back to point C at the left edge. The

above process is repeated until the lower right corner is reached at point D. The single scanned

image is referred to asa frame, andmotionpictures canbe transmitted by repeating the scanning

process for each frame of the motion picture. The period of time taken for the locus to move

from point D back to point A in the next frame is known as the vertical retrace. Note that even

with a still image, the resultant image is time-varying because of the 2-D to 1-D transformation.

In most video related literature, andin this dissertation, the period of time required to traverse the
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imagehorizontally will be called the line period or//. Likewise, the frame period, the time taken

to scan a complete image, will be denoted V.

The NTSC system calls for 525 scan lineswith a frame rate of 29.97 Hz, yielding aline rate

of 15.734 KHz. In practice, however, the scanning is interlaced to reduce flickereffects visible at

the29.97 Hz rate. Interlacing divides the raster into odd and even lines, effectively doubling the

vertical displacement during horizontal retrace. The area of thecompete image is scanned in half

the frame rate. This"half-frame" isknown as a field. During the second scan (field), the scanning

locusis shifted slightlyto fill in the"gaps" left by the first scan. This process creates the illusion

ofdoubling the frame rate as far as flicker is concerned, without increasing theoverall amount of

information in the signal. The vertical retrace interval consumes 41 of the 525 lines in the frame,

yielding 484 visible lines. However, interlacing causes a visible reduction in vertical resolution

known as the Kell Factor [26], yielding an approximate verticalresolution of 340 lines.The hor

izontal resolution is determined by the allowable bandwidth of the signal as shown in the next

section.

At the receiver, the raster mustbe recreated to reconstruct theimage. Inorder to synchronize

the scanning processes at the source and receive points, synchronization signals are inserted at

thebeginning of each line and atthe end of each field. These synchronization signals are nega

tive voltage pulses thatextendbelowthenominal DCreference voltage.

3.2.1 Spectral Analysis of the Raster Scanned Image

The resultant time-varying signal, representing the value of the image asthe locus traces its

path canbe analyzed using Fourier transform techniques to obtain the frequency domain repre

sentation. For simplicity, consider a stationary, monochrome image — the principles developed

can be easily extended to moderncolorimages. Using H and V to represent the horizontal and

frame rates respectively, 2-D Fourier analysis results in the following [29]:

HV

x»n =|fvJjF(h, v)exp[-j2*(^ +̂ )]dhdv (3.1)
00

"«V)o £ £ ^exp[j2«(5! +£>] (3.2)
m = -«on = -
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whereF(H, V) is the image quantity of interest (intensity) andx^ is the Fourier component at

spatial frequency (m, n). Thus, the video signal can be representedby:

y(i)= £ £ x^2^-'-" (3.3)
m = —oon = —oo

where//, and/, are the horizontal and vertical scanningrates respectively. A key property of this

signal is that it is doubly periodic in fh and fy. The quantity x^ is usually a monotonically

decreasing function of m and n because most images contain less energy corresponding to high

spatial frequencies. This result is expected as rasterscanning is akin to sampling in the vertical

direction.

Because//, is much higher than/, (15.734 KHz vs. 59.94 Hz in the NTSC system), the maxi

mum frequency component (total bandwidth) of the video signal y(t) in Equation 3.3 is deter

mined by the highest spatial frequency component in the horizontal dimension of interest. This

directly corresponds to the horizontal resolution of the scannedimage — a more detailed image

will have largervalues of m for which ^ is a significantquantity. The NTSC system allows a

total bandwidth of 4.2 MHz, which provides a horizontal resolution of approximately 340 lines,

which agrees with the perceived vertical resolution, thereby satisfying the desire to equate reso

lution in both axes.

Motion pictures removes the periodicity between frames, resulting in the blending ofdistinct

frequency components at intervals of/v to form a continuous spectrum (Figure 3.2). The widths

ofeach"clump" ofenergy — spaced at intervalsof//, — is dependent on the spatial frequency of

the image. Images with high spatial frequencies in the vertical dimension (poor line to fine corre

lation) will tend so spread out the clumps, while high frequencies in the horizontal dimension

will tend to extend the series of clumps into higher frequencies, thereby increasing the overall

signal bandwidth.

3.3 Principles of Color Video

3.3.1 Additive Color Theory

Before discussing specifics of the NTSC color system, a brief review of color theory is in

order.Video images, unlike those printed on paper,consist of light generated by the screen rather
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than reflected light Therefore, additive color theory is applicable rather than the more familiar

subtractive color theory. As a result, the primarycolors arered, green and blue (RGB) instead of

cyan, magenta, and yellow. Any color can be represented as a mixture of the three primary col

ors, and this is the system most often adopted in computer graphics. However, an equivalent

method of representing color known as HSV (hue, saturation, brighmess) is more applicable to

video.

A color can be divided into its hue (tint), saturation (deepness of color), and value (bright

ness). Hue is the actual coloror shade (e.g. red, green, blue), while saturation is the intensityor

purityofthat color. Red andpink are consistof the samehue (red), but pink is not fully saturated,

while red is — any color can be desaturated by the addition of white light. Finally, brighmess is

the overall intrinsic luminosity of the color. Colors such as yellow are brighter than others such

as blue, and for a given hue, desaturated colors are in general brighter than their saturatedcoun

terparts. When dealing with a monochrome system, this intrinsic luminosity is all that is trans

mitted. For accurate color transmission, all three of these components need to be reproduced.

Because the luminosity by itself carries a good portionof the image information, it is typically

Frequency (MHz)

V (n-1)fh (n+1)fh (n+2)fh Frequency

Figure 3.2 NTSC LuminanceSpectrum (magnified inset)
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separated out and treated as one component called luminance (Y), while the hue and saturation

are coupled and treated as another component called chrominance (C).

3.3.2 Color Vision Characteristics of the Human Eye

Although the goal of the NTSC system is to provide as precise as possible reproduction of

the original image at the receiver, the goal to reduce the overall amount of information transmit

ted makes it advantageous to match the characteristics of the system to the final receiver of the

image, the human eye [30].The human eye utilizes two separate light sensitive structures to ren

der images. Rods, which are more plentiful, are sensitive to the presence or absence of light, and

hence contribute to monochrome vision. Cones, on the other hand, are color sensitive but fewer

in number. As a result, spatial resolution of a color pattern is lower than that for a monochrome

pattern.The sharpedges in a color image aredistinguished by the change in the luminosity of the

color, rather than the change in hue. Thus, a color transition with a relatively long transition in

hue will appear sharp if it is accompanied with a sharp edge in luminosity. This property makes

separating a color image into the luminance and chrominance components even more advanta

geous since the resolution in the chrominance channel can be reduced without adversely affect

ing the overall image quality as long as the luminance channel retains the full resolution of the
«*• •

original image.

Moreover, the resolution of the human eye is not constant for all colors, with the highest res

olution in the orange and cyan hues, and correspondingly less in the magenta and green. This fact

is used in the NTSC system to allocate more bandwidth toward those colors which require more

resolution. Thus making full use of the knowledge of the physiological limitations of the eye

allows the NTSC system to reproduce a high quality image while occupying limited bandwidth.

3.4 The NTSC Color Video Signal

3.4.1 Methods of Transmitting Color Information

The most straightforward method of transmitting a color image would be to record the red,

green, and blue components of each image point under the raster scan locus in the same way as

brighmes^B recorded for amonochrome image. However, this method, known as RGB trans
mission requires three times the bandwidth of an equivalent monochrome system, and would be

incompatible with the previously set monochrome transmission standard.The FCC mandate that
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any new color transmission standard be compatiblewith the existing monochrome standard, and

also result in no net signal bandwidth increase ruled out RGB as a method of color transmission.

The first requirement of monochrome compatibility dictates that the luminance information

of the image must be transmitted in roughly the same method asin a monochrome systeminde

pendent of the present of additional chrominance information. Thus, the RGB values from scan

ning the color image are decomposed into the luminance and chrominance components as

described earlier. Specifically, theluminance component is alinear combination of the red, green

and blue values as follows:

Y = 0.30R + 0.59G + 0.11B (3.4)

Because colortheory follows the rules of linear space, two othersignals are required in addi

tion to the Y signal to transmit the equivalent RGB value. Given Y, the two components (R - Y)

and (B-Y) providesufficient information to recover the original RGB values. (The value (G-Y)

could havebeenusedin lieuof oneof the other two, but asgreen is the largest component of Y,

the (G - Y) signal wouldbe statistically smaller in value thusmoresusceptible to noise.) In liter

ature, (R - Y) is sometimes referred asPr,md(B-Y)asPb — collectively, thesePr and Pb sig

nals are also Imown as color difference signals. Transforming the RGB values into the YPrPb

valuescanbe viewed as abasis transformation asshownby the following matrixequation:

Y

Pr

Pb

0.30 0.59 0.11

0.70 -0.59-0.11

-0.30-0.59 0.89

(3.5)

In summary, the resultant Y signal is used to transmit the monochrome componentto main

tain compatibility with the existing monochrome system. The full 4.2 MHz bandwidth is allo

cated to the Y signal to preserve as much resolution as possible. The remaining two signals, Pr

and Pb, can be viewed as the "color" portion of the images, and contain the remainderof the

information necessary to recreate a full color image. However, because the limited resolution

requirements of the color component of theimage, thebandwidth allocated to thePr and Pb sig

nals can be substantially less than the 4.2 MHz allocated to the Y signal; experimentation has

shown that 1 Mhz is sufficient bandwidth for thechrominance (Prand Pb) component.



54 Overview of NTSC System

3.4.2 The NTSC Color Encoding System

Transmitting the low bandwidth chrominance information concurrently within the original

4.2 MHz bandwidth of the luminance signal without upsetting the original luminance component

is a key aspect of the NTSC system. The salient feature of the system is the frequency division

multiplexing of a subcanier which has been quadratureamplitude modulated by the two chromi

nance components. This multiplexing is possible due to the periodicity ofthe spectrum due to the

scanning process. For most images, the energy of the luminance signal is concentrated in clumps

centered at multiples of the line frequency,//,. Thus, a method that inserts the color information

in between these clumps will allow recovery of the original luminance signal, although consider

able effort may be necessary to achieve this separation — the topic of the prototype circuit intro

duced in this dissertation.

The sampling process which results in the periodicity of the luminance signal also results in

periodicity of the chrominance signal. Left alone, the energy peaks would also coincide with

multiples of//,. However, amplitudemodulation of a subcarrier by the chrominance signaleffec

tively shifts the spectrum of the signal by the frequency of the subcanier. Thus, if the subcarrier

is chosen such that its frequency, fsc, is in between two adjacent multiples of
1 *//,, (f - - (2n + 1)H), the energy peaks of the modulated subcarrier will lie in between the

sc 2

peaksof the luminance signal, as shown in Figure 3.3.

Spectrum in vicinity of Color Subcarrier (fsc)

(n-1)fh
Frequency

Figure 33 Frequency Interleaving of Luminance and Chrominance Signals
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The use of quadrature amplitude modulation (QAM) allows encoding of both components of

the chrominance signal (Pr and Pb) on a single subcarrier. The NTSC standard sets the subcar

rier frequency, fsc, at 455/2 times//,, or 3.57954525 MHz. A small problem with this choice of

frequency is that the highest frequency of the modulated chrominance signal would extend

beyond the 4.2MHz limit. Recalling that the eye is sensitive to some colors more than others, a

small lineartransformation is made from YPrPb space to YIQ space. This changein color space

basisvectors allowsthe / (in-phase) componentto represent colors which have higherspatial res

olution, while representing the less sensitive colors with the Q (quadrature) component. Prior to

modulation, the / signal is bandlimited to 1.3 MHz and the Q signal to 600 KHz. After modula

tion, the composite (Y+ modulated IQ) signalis bandlimited to 4.2 MHz. The / signal therefore

has some of its upper sideband cut off, resulting is some crosstalkbetween the / and Q channels,

requiring amore complex receive filter. The final NTSC spectrum is shown in Figure 3.4 — note

the relative placement and energy density of the three components. In practice, it is common to

(Suppressed Subcarrier)

•sc

. Frequency (MHz)

Figure 3.4 Overall NTSC Composite Frequency Spectrum

bandlimit both components to simplify the receiver. The modulated IQ signal is commonly

referred to as the chrominance or C component To avoid confusion with the unmodulated color

components, the abbreviationY and C will be used forthe remainder of this dissertation to repre

sent the luminance and modulated chrominance signals respectively.

Successful demodulation of the C signal at the receiver requires knowledge of the phase of

the suppressed subcarrier used at the transmitter. Thus, a reference signalor colorburstsignal is

added immediately after each horizontal synchronization signal. This burst signal is simply a
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short segment of the subcarrier of known phase. The receiver uses this information to lock its

local demodulating oscillator to retrieve the / and Q components.

In summary, the NTSC signal is the summation of four components: (1) the luminance (Y)

signal representing brightness, (2) the chrominance (C) signal representing the color informa

tion, (3) the synchronization pulses to recreate the raster and (4) the colorburst to provide phase

reference information for the QAM demodulator. The NTSC standard calls for a 1V(p-p) signal

with thereference level being 286mV above thebottom of thesyncsignal tip. Peak white, repre

senting the brightest area of an image, is 714 mV above the reference level, with black being

roughly 5 mV above the reference level (Figure 3.5). A typical NTSC waveform is shown in

Peak White Level (714 mV) —,

Black Level (5 mV)

Blanking (Reference) Level

Sync Tip (-286 mV)

Figure 3.5 NTSC Signal Levels and Construct of Horizontal Blanking Signal

Figure 3.6.

3.5 PAL and SECAM Color Encoding Methods

In addition to the NTSC system, two other systems are in use within the world to achieve the

same goal. PAL (Phase Alternation by Line) is prevalent in Western Europe and South America,

while SECAM (Sequential Couleur a Memoire) is used in France, Eastern Europe and the Mid

dle East. Both these systems are similar to NTSC in that they separate the image into the lumi-

nance and color components. However, the specific method of encoding and adding the color

information to the existing luminanceinformation differs amongthe three systems.
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PAL and SECAM Color Encoding Methods

Sync Tip

Figure 3.6 NTSC waveform resulting from image at top of figure
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3.5.1 PAL

PAL is quite similar to NTSC in that it utilizes a QAM subcarrier. The main difference is that

the reference phase of the subcarrier used to modulate the color information is inverted from line

to line [31]. The advantage of this complexity is that the effect of phase distortion in the trans

missionpath, which affects the QAMchrominance information, is cancelled. The resultantphase

distortions will cause hue shifts in one direction on one line, and in the other direction for the

remaining line. The eye will then integrate and cancel out the hue shift. This system is therefore

more robust than NTSC.and affords color stability to the degree that hue and tint controls are not

usually needed on PAL receivers. As the work discussed in this dissertation focuses on NTSC, ^

the specific changes necessary to encode and decode PAL signals vs. NTSC signals will not be

discussed.



58 Overview of NTSC System

3.5.2 SECAM

The SECAM system is completely different from NTSC/PAL in that it uses frequency mod

ulation to transmit the color components [28]. Thus, the principles of frequency interleaving of

the Y andC signalsdiscussedearlier do not apply. Becauseof its limited use andcomplex encod

ing/decoding processes, SECAM is viewed as inferior to PAL or NTSC. Furthermore, the con

cepts ofY/C separationto be discussed later do not apply to SECAM. Therefore, SECAM and its

derivative systems will not be considered further in this dissertation.

3.6 Decoding NTSC Signals

A rough inverse of the process described above, NTSC decoding are the steps necessary to

take a composite NTSC signal and derive the RGB signalsnecessary to drive the output device,

usually a CRT. The sync separatorand rasterscan drive circuits, while important, arenot an inte

gral portion of NTSC, and hence will not be discussed. The decoding process can be divided into

four rough steps: (1) separation of the luminance (Y) and chrominance (Q components, (2)

extractionof the colorburst signal, (3) demodulation of the chrominance signal, (4) matrixing to

yield the RGB output. Of these, the first step, Y/C separation, is of most interest because it is the

most complex, and lends itself to many different implementations — it is also the subject of the

prototype circuit described later in this dissertation. Therefore, a brief overview ofthe remaining

three steps will be given first, followed by a detailed discussion of the Y/C separationproblem.

3.6.1 Colorburst Extraction

Because of the QAM encoding of the two color difference signals, the phase of the sup

pressed carrier must be known to properly demodulate the chrominance signal, lb aid this pro

cess, the colorburst signal is added to the NTSC signal at the beginning of each scan line.

Consisting of 9 cycles of subcarrier with a known phase, the receiver circuit must phaselock to

this signal to provide a reference carrier for demodulation. Early receivers used injection locked

oscillators which are basicallyhigh-Q resonant circuits tuned to the subcarrier frequency. As the

time intervalofburst is known relativeto the sync pulse,a switch could be used to apply the sub-

carrier signal to the resonant circuit during the burst interval. The high-Q nature of the circuit

provided a lasting oscillation during the remainder of the line period.

The injection oscillator, while robust, required a number of precision tuned components —

the vast majority of current receivers use PLL techniques. Here, a quartz crystal at the subcarrier
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frequency is used to run aVCO. A phasecomparator is used to comparethe burst phasewith that

of the VCO. Feedback is applied to the oscillator to lock the frequency and phase to provide the

properdemodulating signal. Becausethe period of the burst signal is small compared to the line

period, direct phase comparison can be difficult. A bettermethod is to use the VCO output to

demodulate the burst signal itself. As the burst signal has known phase, a properly tuned VCO

should result in a known output. An errorin the output of the demodulatorcan be used to correct

the VCO phase.

3.6.2 Chrominance demodulation

Demodulation of the chrominance signal is fairly straightforward — the oscillator output

from the VCO described in the last paragraph is applied to two signal paths with a 90P phase

shift is applied to one path. These two signals are mixed with the chrominance signal to yieldthe

/ and Q colordifferencecomponents along with some out of bandcomponents which are subse

quently filtered out.

While two balanced mixers are required in the continuous time domain, ajudiciouschoiceof

the samphng rate in discrete time systems canmakethe demodulation process trivial. A sample

rateofAfscallows the demodulation to be performedby polarityinversion.This is because a sine

or cosine at/JC sampledat4fsc is the stream -1,0,1,0, -1...This greatly simplifies the demodu

lation, andin absence ofoverriding reasons, makes 4fsc the choiceof samphngrates for chromi

nance processing in the sampled data domain.

In situations wherethe sampled bandwidth is important, the NTSC signal canbe sampled at

3fsc. In this case, the samphng points are no longer vertically aligned, and the number of sam

ples per line is no longer constant. This makes construction of vertical filters such as comb filters

difficult The PALE (Phase Altemating Line Encoding) method [32] reverses the phase of the

samphng instants from line to line, and produces vertically aligned samples. However, the added

complexity of such a system is rarely justifies the extra circuitry involved.

The out of band components are removed by low pass filtering, which in the sampled data

domain can be realized asa 1/8 rate low pass filter. As withall other video filters, thegroup delay

characteristics are important, and linear phase throughout the passband is verydesirable, thereby

making sampled data FIR filters very attractive.
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3.6.3 De-matrixing of the chrominance signal

Subsequent to demodulation, the Pr, Pb and Y signals must be matrixed to yield the RGB

signals necessary for image output. Because the Pr, Pb and Y signals were originally obtained

from the RGB signals using a linear transformation, the exact opposite operation will return the

RGB values from the Pr, Pb and Y signals. [33]

3.7 Y/C Separation

The task of separating the luminance and chrominance components of the NTSC signal is

perhaps the most challenging and critical aspect of NTSC decoding. Techniques to perform the

separation vary from the very simple to extremely complex, with varying degrees of perfor

mance. Moreover, degree of separation affects the number and nature of image artifacts due to

mixing of the chrominance and luminance information [34],[35],[36]. While simple techniques

such as bandpass separation produced results satisfactory for consumer use, the advent of large

screen picture tubes and multimedia applications, where artifacts are much more visible, have

created a need for more advanced and effective methods of Y/C separation.

3.7.1 Effects of Incomplete Separation

Incomplete separation results in two effects, cross-color and cross-luma. Cross-color occurs

when high frequency luminance information is misinterpreted as chrominance information.

Demodulation of these high frequency Y components, especially those close to the subcarrier fre

quency, result in spurious signals in the color difference signals. These unwanted signals mani

fest themselves as image artifacts — for example, the striped shirt of a sports referee contains

high frequency luminance patterns which will cause a rainbow like color pattern to appear over

the stripes of the shirt.

The second effect, cross-luma, is the opposite, and is the result of chrominance components

being interpreted as luminance. Because of the choice of subcarrier frequency, leakage of the

chrominance into the luminance channel is masked to a considerable degree. However, in severe

cases, it manifests itself as a dot pattern in the image. This is often seen in large areas of bright

color with little change in luminance information.
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3.7.2 Bandpass separation

Referring to Figure3.4, separation of the Y and C components can be performed by band-

splitting techniques. Because the significantbandwidth of the C component is approximately 1

MHz, a 2.5 MHz low pass filter will produce a signal that is nearly completely Y. Similarly, a

3.58 MHz bandpass filterwith a bandwidthof 1 MHz will yield a signalthat contains most of the

C signal. However, there are two seriousdrawbacks to this method. First, the resultant Y signal

has substantially reduced bandwidth causing a seriousdegradation of the overall horizontal reso

lution of the image. Second, the output of the bandpass filter containshigh frequency Y compo

nents.

The first limitation can be overcome by the use of a notch filter in lieu of a low pass filter.

However, this increases the chance of cross-luma because sharp transitions in the chrominance

signal will cause a considerable amount of the chrominance energy to lie outside of the notch.

Because of this effect, receivers that use this technique will often suffer hangingdots at vertical

color transitions — for example, between the bars of a colorbar pattem.

The second limitation of this method is harder to circumvent. Because a bandpass filter

allows all the^energy within a range of frequencies to; pass, it cannot distinguish between-the

peaks of luminance energy and peaks of chrominance energy. Thus, images with large amounts

of high frequency luminance information will cause substantial amounts of cross-chroma to

occur, with its image artifacts.

3.7.3 Comb Filters for Y/C Separation

The choice of the subcarrier frequency in the NTSC system places the peaks of the chromi

nance signal in between peaks of the luminance signal.Therefore, a specialized filterwhose fre

quency response is adjusted to pass the peaks of the luminance signal while rejecting peaks of

the chrominance signal would act as an ideal Y/C separator. Such a filter would have multiple

transmission zeros at multiples of the line frequency,//,, while allowing signals between the zeros

to pass unhindered [37]. Such a frequency response is known as a comb filterresponse due to the

characteristic shape of its magnitude response (Figure 3.7).

Such a filter may appear to be difficult to construct at first, with multiple zeros spaced at rel

atively close intervals. However, a simple two tap FIR filter will result in such a response if the

delay in between tap weights is the reciprocal of the zero spacing. Thus, for this application,the
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delay element should be IH in length, or 63.5 ps in the NTSC system. Figure 3.8 shows a simple

Figure 3.8 2-Tap (1H) Comb Filter Structure

schematic of such a filter. Note that due to the difference being taken at the output summer, this

filter removes luminance peaks and leaves chrominance peaks. A true addition would result in

the opposite output, with the filter removing the chrominance signal.

Frequency

Figure 3.7 Magnitude Response of Video Comb Filter
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A parallel approach to understanding comb filters can be undertaken in the time domain.

Recall that the frequency of the subcarrier is 455/2//,.This implies that there are an integral num

ber plus one-half cycles of subcarrier per fine period. As a result, the absolute phase of the

unmodulated subcarrier inverts from line to fine. Most real imageshave a high degree ofcorrela

tion in image information between adjacent lines in both the luminance and chrominance

domains(Figure 3.9). As a result, addition of two adjacent lines reinforces the luminance while

Line n

Luminance (Y)

Chrominance (C)
Line n+1

Figure 3.9 Diagram showing correlation ofYand Ccomponents between adjacent scan lines

i

cancelling the chrominance; subtraction results in chrominance with cancellation of luminance.

As expected, these results are identical to thoseobtained by frequency domain analysis. In lim

ited cases, the assumption of correlation fail, with incomplete cancellation or even enhancement

of cross color/luma artifacts— these will be discussed later.

3.7.3.1 2H Comb Filters

The structure shown in Figure3.8 provides a single zero in the frequency response at inter

vals of//,. More delay elements can be cascaded to achieve a higher order filten Of particular

interest is the "2H" or 3-line filter shown in. This structure utilizes two delay elements to take

information from three adjacent lines, resulting in a double zero spaced at intervals of//,. This

leads to better separation of the two components. However, a bigger advantage is that the group

delay of the filter is one line, as opposed to half a line for the simple IH filter. This makes it easy

to compensate for the group delay — the structureshown in Figure 3.10 can be used to provide a

chrominance output and a group delay compensated composite output Finally, as will be dis

cussed below, 2H filters allow use of adaptive algorithms to provide the best performance under

all image conditions, including those that would give trouble with simple IH filters.
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Figure 3.10 Diagram of 2H VideoComb Filter

In all these comb filters, a design decision is made to generate chrominance or luminance

from the comb filter. The complementary signal is derived by subtractingthe comb filter output

from the composite signal. The integral line group delay of the 2H filter makes this operation

easier— IH comb filters require some type of half-line delay compensation before the subtrac

tion, which adds complexity and cost.

3.7.3.2 Adaptive Comb Filters

A major problem with comb filters is that they depend on the line to line correlation present

in most images. However, there will always be a class of images or portions of images where this

assumption is false. The most common problem area is that of a vertical color transition —

where the color changes dramatically from one scan line to next. With the advent of computer

generated graphics, such transitions are becoming more common, lb demonstrate the problem

caused by such a transition, assume that one line is red and the next line is blue. Where there

should have been a phase inversion (or very nearly so) in the chrominance signal, there now

exists a phase coherence. Thus, a signal intended to be devoid of chrominance energy now con

tains a large amount of unwanted chrominance signals. This also upsets the luminance signal
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because it is usually derived by subtraction of the now corrupt chrominance signal from the com

posite signal.

Adaptive comb filters [35],[38],[39] address this problem by looking atthe chrominance sig

nal across several scan lines to detect marked changes in chrominanceinformation. At that point,

they either switch to a simple bandpass Y/C separator, or switch to a simple IH filter where the

two lines being summed do not have a chrominance transition. Switching to a bandpass algo

rithm for one or two scanlines causes little visible artifacts because the area of impairment is so

small — switching to a IH algorithm is even less noticeable. Because of the requirement to

"look-ahead," adaptive comb filters usually utilize a 2H structure. Detection of a chrominance

transition can be accomplished by amplitude detection or phase correlationdetection. These cir

cuits can range from the simple to very complex, and are beyond the scopeof this dissertation.

3.7.4 Delay Elements for Comb Filters

The key componentin allcomb filters is the IH delay, which provides the necessary delayto

implement the desired transfer characteristic. The relatively high cost of comb filter circuits is

primarily dueto the difficulty of obtaining highperformance delay elements, which havea very

high ratio of delay time to bandwidth"1. Traditionally, there have been four major classes of
devices used to implement these delays: bulk devices, CCD technology, digital memories and

analog memories.

3.7.4.1 Bulk Delay Devices

Thesedevices makeuseof the finite propagation timeof an acoustic wave to pass through a

blockof material. Usually constructed from a sheet of glass about 2 cm long, theelectrical sig

nalsareconvertedinto ultrasonic wavesby way of a piezoelectric device.The waves receivedat

the other end of the sheet are reconverted into an electrical signal by another piezoelectric

device. The delay of the device is governed by the bulk wave propagation speed of the glass

sheet which varies with thickness and temperature. As a result, these devices require atuned LC

network at the output to trim the delay to the required value.Moreover, these devices have a seri

ous insertion loss which requires a recovery amplifier. In addition, these devices are physically

large and not integrable on a silicon circuit. Finally, the frequency response and group delay

characteristics of bulk devices is optimized for only a very narrow range of frequencies [40].

Thus, comb filters utilizing these devices are usually chrominance output with bandpass filters to
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remove components that would upset the bulk devices. Because of these drawbacks, bulk delay

lines are slowly being replaced by more advanced and less costly alternatives.

3.7.4.2 CCD Delay Lines

Charge coupleddevices (CCDs) configured as shift registers can be used to delay video sig

nals for comb filters in the sampled analog domain [41]. By cascading an appropriate number of

charge storage locations and clocking at a specified frequency, a delay of IH can be achieved.

Traditionally, the 4/K frequency is chosenwith 910 storage locations. CCDs enjoy a relatively

mature technology, andlower cost thanbulk devices [42]. Moreover, becausethe delay is strictly

a function of the clock, frequency and the number of sample locations, the delay period is fixed

andwill not drift independentof the clock frequency. Insertion loss is not an issue as the charge

readout amplifier can be configured to give unity gain through the delay element. However, the

technology needed to produce high quality CCDs for video delay lines is not compatible with

modern analog CMOS processes. In addition, CCDs suffer from noise problems and require rel

atively high voltages to achieve proper operation. Thus, their future in scaled, low-voltage cir

cuits is uncertain.

3.7.4.3 Digital Delay Lines

The advent of low-cost digital memories and video-rate analog to digital converters has

made possible the use of digital memories to implement the delays required for comb filters.

There are two main classes of digital delay lines, shift registers and circular buffers. Shift regis

ters work much like CCDs, shifting each bit ofdata from one storage location to the next at some

specified clock frequency until the delay period is reached. Circular buffers, on the other hand,

store bits of information in successive locations and read them back out after the delay period.

Much like CCD delay lines, the delay period is governed by the clock rate and number of sample

locations. Digital delays themselves are transparent to the data — noise and other degradation to

the signal can be attributed to the A/D and D/A conversions processes incumbent with digital

signal processing.

The main drawbacks of digital line delays are the requirement of an A/D and D/A converter

andassociated power and silicon area andthe power and silicon area of the delay memory itself.

While it can be argued that the cost of the data converters should be amortized over the entire

DSPtask performed (comb filtering is usually only a fraction of the signal processing performed

in a digital signal path), the power and area directly attributable to the delay lines can be consid-
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erable. An analysis of these costs versus the last implementation, analog line memories, is inves

tigated in detail within this dissertation, and culminates in the prototype circuit.

3.7.4.4 Analog Line Memories

The general principle of digital memories can be implemented in an analog circuit by replac

ing them with continuous valued storagelocations. Within the realm oflarge scale integrated cir

cuits, such circuits are best realized using switched capacitor techniques where the value is

stored as a charge on a capacitor. Both shift register and circular buffer topologies can be dupli

cated, but the latter is superior for analog switched capacitor circuits owing to its inherently

lower power and reduced complexity. Implementing a long delay using analog shift register

techniques would involve moving packets of charge many hundreds of times. Not only would

this be consume large amounts of power to move stored chargesonce per clock period, but it also

has a very high probability of corrupting the signal due to the large number of transactions. The

circular buffer topology moves the stored value only twice, once to write and once to read, inde

pendent of the delay period, and there is no power consumption associated with a given stored

value once it is written into its storage location.

The main challenges to implementing analog line-delays that arecomparable to performance

of digital memories are noise and power consumption. Because analog circuits have no "noise

margin," greatcare is requiredto devise a topology that protectsthe signal from extraneous noise

and circuit non-idealities while maintaining necessary circuit speed and meeting power con

straints. The largenumber of storage locations required to implement analogvideo line memo

ries accentuates these problems because of the parasitics associated with array structures. These

parasitics, especially stray capacitances, greatly impact the speed of the circuit and increase the

power consumption. Therefore, many of the circuit techniques used in the prototype circuit

address problems thatare the result of theseparasitics. Although thesedisadvantages may appear

to make analog implementations lessdesirable than digital implementations, the projected power

and area savingsof the analog implementation merits its use in cost and powercritical areas.
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CHAPTER 4

Prototype Comb Filter

4.1 Introduction

The prototype comb filter was designed and fabricated as a proof-of-concept circuit designed

to perform a 2H comb filtering function while obtaining at least 8-bit equivalent resolution and

linearity. In addition, the focus was to minimize power and sihcon area while maintaining full

functionality. Because the ultimate application of this circuit would be as a part of a larger

mixed-signal circuit, only components available in a standard double poly, double metal CMOS

process were used. The resultant work, which exhibits full functionahty and has performance

exceeding the 8-bit level in both dynamic range and linearity, requires no adjustments, a single

reference current and a single external clock. This chapterwill discuss the design of this proto

type chip at the system and circuit levels.

4.2 System-Level Design Considerations

System-level considerations centeron the actual architecture of the comb filter used to per

form the Y/C separation. As discussed in earlier chapters, the 3 lineor2H architecture is a good

compromise between complexity and performance. Other variables include the system clock

speed, the type of outputs provided, the choice of single-ended or differential architecture, and

choice of clocking scheme. While NTSC processing can be performed at 3fsc using the PALE

concept as discussed in Chapter 2, the circuit complexities necessary to implement a 3fsc comb

filter do not justify the 25 percent reduction in circuit speed requirements. For these reasons, and
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the fact that downstream processing of the chrominance signal can be greatly simplified, the

sampling rateof this circuit is set at 4fsc or 14.318 MHz for the NTSC system.

A fully differential architecture is utilized to minimize the possibility of power supply and

clock signal feedthrough from corruptingthe video signal. However, for this particular circuit, a

differential topology consumes roughly 70% more sihcon area than would a equivalent single-

ended design. Similarly, because all the OTAs use double the bias current,and the metal line par

asitics are larger due to the greater area of the circuit, the power is increased by roughly 75%

over a single-ended altemative. Because power and area are critical aspects of this prototype, a

single-ended design was considered. However, becauseof the large ratio of substrate to signal

line capacitance, excessive coupling of supply noise to the signalis hkely to occur. This is espe

cially critical at higher frequencies where the PSRR of active circuits begins to fall off due to the

reduction in loop gain. This finding corresponds well with past experience in analog switched

capacitor circuits which indicate that the advantages of differential topology outweigh the costs

[43]. However, this conjecture has not been rigorously proven for this particularapplication, and

in areaswhere power and areaareof absolute concern, an investigation into a single-ended alter

native may be warranted.

Finally, to simplify, and hence to first order reduce power in the clock generator, a single

phase master clock scheme is used. This has the added advantage that all clock transitions on the

chip occur at roughly the same instant, greatly reducing the chance of clock noise being injected

into a signal fine during a critical interval. Only one master clock is needed — all clocks are

derived internally from this signal.

4.3 System Overview

The architecture of the prototype circuit is that of a chrominance output 2H comb filter

whose block diagramis repeatedbelow asFigure 4.1. The actual implementation will be through

a sampled data analog system, utilizing switched capacitor like techniques to realize the line

delays. Figure 4.2 shows ablock diagram of the prototype circuit which implementsthe function

outlined in Figure 4.1. The comb filter is constructed from two sample/hold stages, two line

delays and a sealer/summer output stage.
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The data path is kept serial as much as possible to minimize the potential for fixed pattem

noise to be introduced into the signal. The use of parallelism to achieve the necessary throughput

results in a repetitive modulation of the signal due to offset and gain mismatches between the

parallel channels. This modulation is in effect a fixed pattern noise, and in video, is especially

noticeable. While the use of sampled data analog for video signal processing is not new

[44],[45], the proposed architecture [46] is unique in that critical areas of the signal path are

serial. Therefore, any non-idealities affect each pixel of information in the same way, dramati

cally reducing the chance of fixed pattem noise effects.

All operations of the chip are done in one of two phases, <^ and02,of a single clock. During

<J>!, the input is sampled by the input S/H andalso by the"zero delay" input of the output stage.

At the same time, the signals stored in both delay lines 910 clock cycles ago are readout; the out

putof the first delay line is sampled by the intermediate S/H stage andthe "single delay" input of

theoutput stage,while the output of the seconddelay line is sampledby the "double delay" input

of the output stage. During (J>2, me values stored in the input S/H and intermediate S/H are writ

ten into the first and second delay lines respectively. The signals applied to the output stage are

scaled appropriately and summed producing the desired output. A signal from the intermediate

S/H is also provided asa group delay equalized output signal for external use.

Design and operation of each component is detailed in the following sections. Contained

within the delay structure itself are the storage cells arranged in an array and the row multiplex

ers. Amplifiers (OTAs) are used to interface to the storage cells; access to individual storage

locations is accomplished through horizontal and vertical address generators. Not shown in

Figure4.2 are the bias generator, clock generator, and the output buffers.

4.4 Description of Silicon Technology

Although the analysis and architectural design of this prototype should be first order inde

pendentof the technology, it is useful to have in mind the particular silicon processused to fabri

cate the prototype. The circuit was designed with the Orbit Foresight™ 1.2 pm double poly,

double metal CMOS process. Although the process utilizes 1.2 pm gates, many of the design

rulesmimic that of a 1.5 pm technology with its larger parasitics and area consumption, lb facil

itate the most robust design possible, actual test devices were tested on a HP4145B to extract an

accurate level 3 SPICE model. In addition, gm-&& curves were extracted to provide operating
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point information for critical devices. Some key parameters of the technology are summarized

below — in the subsequent description of the design of key elements of the prototype, the

parameters below are assumed.

TABLE 4-1 Parameters of 1.2 urn Double Poly DoubleMetal Orbit Foresight™ Technology

Parameter Value Unit

Minimum Gate Length 1.2 pm

NMOS Vl0 0.8717 V

PMOS Vl0 -0.9637 V

NMOS po (SPICE LEVEL 3) 524.5 cm2/Vs
PMOS Po (SPICE LEVEL 3) 160.5 cm2/Vs

tox 22.5 nm

NMOSy 0.3121

PMOSy 0.1670

Minimum MOS Device Width 2.4 pm

Minimum Diffusion Spacing 1.2 pm

Minimum Poly Spacing 1.8 pm

Effective Minimum PMOS to NMOS Distance 6.0 pm

Minimum Poly to Active Spacing 0.4 pm

Minimum Gate Overhang 1.0 pm

Metal 1 Minimum Width 2.2 pm

Metal 2 Minimum Width 2.0 pm

Metal 1 Minimum Spacing 1.2 pm

Metal 2 Minimum Spacing 1.6 pm

Polyl - Poly 2 Capacitance 0.63/0.435* fF/pm2

* (Expected/Actual) — actual interpoly oxidethickness much greaterthanexpected.

4.5 Architecture of the Analog-RAM

The mostcritical section of the prototype circuit is thestructure used to delay thevideo sig

nal by the period of one scan line. As discussed in previous chapters, an implementation based

on an analog equivalent of a digital circular buffer, whose high level diagram is shown in

Figure 4.3, will beused to implement the delay line. The delay line is constructed from an array

of storage locations, with two commutators, controlled by non-overlapping clocks, <|>r and ^ to

permit storage and retrieval of information. The clock phases are arranged such that for agiven

storage location, the stored value is read first, then anew value is stored. It is important to note
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Figure 43 Generalized Concept of Analog Circular Buffer (Analog RAM)

that there is no restriction that storage locations be accessed in order, hence the name "Analog

RAM." However, for this particular application, a comb filter, the requirement is for a 63.5 ps

delay line.Thus, the storage locations are accessed sequentially, akin to a circular buffer, to form

adelayline.Note thatthe delayperiod is the product of theclock period andthe numberof cells.

For reasons given earlier, NTSC processing is best carried out at 4fsc — this implies that 910

storage locations will be required to provide the properdelay.

4.5.1 Storing Information onto the Analog RAM

The actual process of storing a value involves the transfer of the analog quantity into the

selected storage location, which is simply a smallcapacitor. Forreasons thatwill becomeevident

later, the quantityof interest is the charge on the capacitor plates rather than the voltage across

the device. Referring to Figure 4.6, anoperational transconductance amplifier (OTA) is used as a

transfer device to move charge from a sampling capacitor to the selected storage capacitor. The

action of the commutator is realized by using a select switch in conjunction with each storage

capacitor. This capacitor/switch combination willbe referred to as a storage cell as it represents

the unit structureneeded to hold one sample of information.

During the first phase, <j>i, the input is sampled on Cs, a sampling capacitor whose value is

nominally equal to those of the storage cells, using a parasitic insensitive, "bottom-plate" sam

phng method to minimize the effect of clock feedthrough. The charge stored onCsis then trans

ferred using the OTA during <J>2 onto a storage cell (CA, CB, Cc in the above figure) within the



Architecture of the Analog-RAM 75

Storage Cap Array

<h <l>2

Jr"UJr"U,

Figure 4.4 Simplified Schematic of Analog-RAM During Write

arraythrough a storage switch (A, B, Q. This process can be repeated to sample new values and

store them in selected storage cells as needed.

4.5.2 Reading Stored Values from the Analog-RAM

The inverse to the above operation, reading a stored value, is accomplished using a similar

structure, in which an OTA is used to take charge from a selected storage call and integrate it

onto a capacitorto produce an output voltage (Figure 4.5). During the first clock phase, a com

mon grounding switch and a switch which selects a particular storage cell within the array are

closed. The OTA then takesthe charge and integrates it on Cj,which is nominaUy the samevalue

as the Cs in Figure 4.4 and the storage cell capacitors. This results in a voltage at the outputof

the OTA which is proportional to the charge read out of the selected capacitor. The other clock

phase is used to resetCj so that the circuitis ready to perform another read operation.

4.5.3 Overall Read/Write Architecture of Analog-RAM

The storage arrays shown in Figure 4.4 and Figure 4.5 are the same, and hence, the circuit

schematics canbe combined to demonstrate the overall operation of the Analog-RAMas shown

in Figure 4.6.Two switches havebeenadded to isolate the read and writecircuits to prevent data

corruption. All switches are driven from one of the two non-overlapping phases, which are

arranged such that the read and write operations are time interleaved. In this particular applica-
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OUTPUT

Figure 4.5 Simplified Schematic of Analog-RAM During Read

^2 Storage Cap Array '1

Figure 4.6 Simplified Analog RAM Schematic

tion, each clock is asserted for half of the 70 ns clock cycle, with the read clock, fa, asserted

before the write clock, fa, for a given selection of a storagecell as shown in Figure4.7.

A key concept which has been alluded to is the fact that the stored value is represented as a

charge, rather than a system where the values are stored as capacitor voltages. This has two

major advantages: (1) first order insensitivity to storage capacitor nonlinearity, and (2) first order
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Figure 4.7 Timing Diagram forCircuit of Figure 4.6

insensitivity to storage capacitor mismatch. Given that there are nearly 1000 storage cells per

delay line, these two factors allow a great deal of flexibility tominimize the cell area. Although

notimplemented in this prototype, the allowance of nonlinearity suggests that MOS capacitors

could be used to substantially reduce the storage capacitor area. The lack of critical matching

requirements mitigates the need tomaintain minimum capacitor sizes or use specialized geome

tries due to lithographic requirements.

The transfer fiinction of the Analog RAM is governed by the ratio of Cj to C5. The sample

and hold circuit that feeds the write OTA should be viewed as a voltage to charge converter —

Cs must be linear, but as there are very few of these capacitors within the circuit, this require

ment is not burdensome.'Similarly, the read OTA and integrating capacitor C/, which also must

be linear, should be viewed as a charge to voltage converter. Thus, as long as the capacitors

within the storage array do not leak charge, the output voltage will be a linear function of the

input voltage.

Second-order effects that would contribute to a deviation from a true unity gain transfer

function include incomplete settling of the amplifier, clock feedthrough, random noise, incom

pletecharge transfer and amplifier offsets.The causes, effects andcircuitsolutions to these prob

lems will be discussed in detail in subsequent sections in this chapter.

4.6 Topology of the Storage Array

An examination of the overall circuit showed that unlike most switched capacitoranalog cir

cuits, this circuit would be parasitic dominated. That is, the dynamics, frequency response and

transfer characteristics of the circuits would be dictated more by the parasitics present than the

driven circuit element. This finding is not surprising given that the majority of the circuit area is

consumed by two large arrays of storage elements. As with DRAMs the parasitic capacitances
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associated with long metal tines and multiple source-drain diffusions associated with arrayed

transistors can total into the tens of picofarads. Therefore, unlike conventional design processes

which begin with the active circuitry and later compensate for the parasitics, the design of this

circuit must begin with the storage cell to determine the approximate parasitics that will be seen

by the remainder of the circuit.

4.6.1 Contents of the Cell

The first item to be determined is the contents of the cell. At a minimum, each storage cell

must contain a storage capacitor and a method of selecting the cell. The most straightforward,

two switches and a capacitorimmediately showed the difficulties of parasiticdominated circuits.

A simphfied, single-ended equivalent circuit is shown in Figure4.8. Although this circuit will

SELECT LINES

Figure 4.8 Prototype Storage Cell Configuration

operate with a single cell, adding a large number of cells as needed to realize a large delay line

results in an unworkable solution. First, the switches on either side of the storage capacitor con

tribute a significant amount of parasiticcapacitanceon both the output of the OTA and the sum

ming node. Second, the select switches which allow access to the storage cell possess a

considerable amount of channel resistance. This results in a feedback zero due to the series resis

tanceand the large parasitic capacitances which result in loop instability. Enlarging the switches

to reduce the resistance increases the parasitic capacitance due to the source-drain areas. As a

result, the frequency of the zero is a weak function of the switch size, making it difficult to

remove the instability. In addition, the total load on the OTA increases, thereby slowing the
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entire loop down. As a result, it was determined that this circuit with two series switches is

impractical, at least in the given technology.

4.6.2 Two-Dimensional Array

One other fact discovered in early experimentation is that a linear array is impractical for a

910 tap delay Une. Even with minimum size switches, an array of 910 storage cells would result

in 910 parallel source-drain parasitics totalling into the tens of picofarads. Although it may be

possible to make the circuit work, driving such large parasitic capacitances would result in a

large amount ofCV2/power to charge and discharge the parasitics. Such apenalty isinappropri

ate for a low-power design. This finding led to the concept of a 2-D array to reduce the parasitics.

The total parasitic capacitance seen by the OTA at any given time can be reduced if all 910

elements are not in the circuit at the same time. Thus, if the 910 storage cells could be broken

into sub-arrays, and only the active sub-arrayis connected to the OTA at any one time, then the

parasitics seen by the OTA can be substantially reduced. This is the concept of the 2-D array. By

breaking the 910 cells into a rectangular arrayconsisting ofM rows of N cells each, then the par

asitics could be reduced by approximately a factor ofM. Unfortunately, 910 is not an easily fac

tored number, its factors being 2,5,7, and 13. Reasonable choices for Af are therefore 10,13,14,

and 26. The corresponding choices of N are 91, 70, 65, and 35. Determination of the optimum

combination ofM and N depends not only on the actual values of the parasitics, but also the costs

associated with switching the rows in and out.

Row (de)-multiplexers are used to route the signal from the OTAs to the proper row. The

switches within these "muxes" have channel resistance and their source-drain areas contribute to

parasiticcapacitance. Therefore, increasingM carries with it the penalty of adding mux parasit

ics while reducingthe parasitics due to the cells themselves. Becauseit is impossible to optimize

the loop dynamics without knowing the relativevalues of the parasitics, an overall circuit archi

tecture forthe 2-D array andthe specific cell schematic andlayout are necessary prior to comput

ing the final values ofAf and N.

4.6.3 Single Switch Storage Cell :; "• ._

An obvious extension of the analysis of Section 4.6.1 on page 78 implies that reducing the

number of switches in the storage cellwould result in animmediate win withrespect to loop sta-
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bility, area and power. The principle advantage of the two switch design is that each storage

capacitoris uniquely isolated. That is, once the switches areopened, the chargeon the capacitor

is fixed and cannot be altered inadvertently by any another part of the circuit. A closer view of

Figure 4.8 shows however, that both switches are not necessary to uniquely address each cell.

Note that the common line connected to the summing node is always at ground (or the common

mode voltage in a differential circuit). During the read operation as depicted in Figure4.5 and

Figure 4.6, the common line remains at ground. Thus, connecting the plates of each of the stor

age capacitors to that line as shown in Figure 4.6 should, in principle, not affect operation of the

circuit.

Computer simulations of the circuit of Figure 4.6 prove that the lack of switches on both

sides of the capacitor does not affect the proper operation of the circuit. However, the circuit

does become very sensitive to capacitive loops — that is, a loop of two or more storage cells

where the charge in the capacitors can be transferred between them. This occurs when there is

either a conductive or a parasitic capacitive shunt across the select switch. Finally, although not

unique to the single-switch topology, care must be taken to insure that any charge injection into

the storage cells is charge independent. The single-switch of this topology shown in Figure 4.6

has a Vqs that is signaldependent. As a result, unlessotherprecautions are taken in the circuit,a

chargethat is a function of the signal is impressed upon the circuit at that instant will be injected

into the storage capacitor leading to harmonic distortion. This limitation is overcome by moving

the single switch to the opposite side of the storage capacitor (Figure 4.9), thereby accomplish

ing "bottom-plate" sampling. As a result, provided the OTA is settled, the switch has a Vqs that

is independent of the signal, thus preventing signal dependent chargeinjection. Isolation of the

cells is accomplished even after moving the switch as one plate of the storage capacitor is dis

connected from the remainder of the circuit. Thus, the charge representing the stored value is

trapped on the plate and remains to be read out at a latertime independentof the other plateof

the capacitor, assuming no leakage or breakdown.

4.6.4 Cell Addressing

Given the 2-D array, a method must be provided to access each individual cell. A row-col

umn accessing method, similar to those used for DRAMs, has been shown to be efficient and

robust method of cell access. However, in a DRAM, the AND function of the row and column

signals is performed implicitiy by the pass transistor. This method is notusable for the analog
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Figure 4.9 Simplified Analog-RAM Circuit with"bottom-plate" sampling

RAM as described here because activating a column line would enable all the cells in that col

umn. While appropriate for the selected row, for all the unselected rows, a capacitive loop

between the row parasitics and the selected column would exist as shown in Figure 4.10 which

would corrupt the signal.

DRAMs avoid this problem by reading the entire contents of the row when the row select is

asserted. However, this requires N (number of columns) read channels, which implies N sense

amplifiers, or in the case of an analog RAM, N read OTAs. Clearly, this would result in a large

static power dissipation, and is not appropriate for a low power design.Thus, a method of using

row-column addressing and activating only the actual selected cell is needed.

Activation of an unique cell is accomplished by embedding a simple decoder within each

cell which logically ANDs the row and column signals. The output of this AND is used to drive

the select switch. As a result, only the actual addressed cell has its storage capacitor connected to

the circuit and its parasitics. The main drawback of this approach, the overhead of embedding a

logic gate in eachcell, is minimizedby usinga two transistor transmission gate logic AND cir

cuit as shown in Figure 4.11. Although this 2T AND circuit does not produce full logic swing

given a certain sequence of inputs, for use within this analog RAM circuit, proper outputs to

drive the select switch are obtained.
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Figure 4.11 Two TransistorTG AND Gate for Cell Select

Thus, the circuit elements and topology for the storage cell has been determined. A fully dif

ferential schematic of the storage cell is shown in Figure 4.12. The two remaining variables are
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Figure 4.12 Complete Schematic of Storage Cell

the storage capacitor size and the size of the select transistor. Once these have been fixed, it is

possible to perform a layout and determine the magnitudesof the parasitics so that the remainder

of the circuit can be designed. Of particular note are the stray capacitances marked Cstray in

Figure4.12. These are the capacitances that will lead to a capacitive loop within the arraywhich

will corruptthe charge stored within the cells. As a result, it is crucialthat the value of these stray

capacitancesbe kept to a minimum with judicious use of shielding.

4.6.5 Sizing of Storage Capacitor

The actual size of the storage capacitor is driven by a desire to make is as small as possible

while remaining within the limits imposed by thermal noise, matching requirements, immunity

to clock feedthrough and loop dynamics. Minimum size is desirable because of the large number

of storagecells required — a small increasein capacitorvalue, hence its areawill lead to a sub

stantial increase in the overall area of the delay line. Thus, careful sizing of the capacitor is an

important design step.
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4.6.5.1 Thermal Noise

The combined channel resistances of the switches in the feedback circuit of the write OTA

contributea broad-band thermalnoise which is sampledonto the storagecapacitoralong with the

input signal. As the switch begins to open, the channel resistance increases thereby increasing

the noise power. However, the increasedresistance combined with the storagecapacitance form

a low pass filter network which effectively reduces the noise bandwidth. As a result, the standard

deviation of the expected noise power sampled onto the storage capacitoris independent of the
/kT

switch size, and is given by /—, where k is the Boltzmann's constant and T is the absolute tem

perature [43]. As a point of reference, a lpF capacitor would have 64 pV of noise impressed

upon it. For this prototype, the desired dynamic range is on the order of 50 dB, and a conserva

tive value for the signal swing is 1.5Vp.p, which implies that the noise must be less than 1.67

mVrms- Thus, the minimum capacitancedictatedby thermalnoise is 1.47 fF. Although the actual

value of the noise due to "kT/C effects will be several times this value due to multiple sampling

operations,it is obvious in this technology, thermal noise is not the limiting constraint.

4.6.5.2 Matching Requirements

Although the circuit is first-order insensitive to mismatch of capacitors within the array, size

constraints due to matching are still an issue. Becausethe samphng capacitors and the integrat

ing capacitors in the R/W circuit are nominally the same value as the storage capacitors, mis

matches in the capacitor sizes can result in a non-unity gain through the delay line. Although it

would not result in fixed pattem noise, it will be a randomvalue from chip to chip and will affect

the final transfer function resulting in incomplete separation of Y and C components. As deter

mined in a previous section, mismatches as small as 1 percent can cause serious degradationof

the transfer functionnotch depth. Studies have shown that 1 percentcapacitor matching requires

aminimum capacitor area of36 pm2 in a 1.2 pm technology [47],[48],[49]. For the technology
used in the prototype, this translates to a minimum capacitor value of 20 to 30 fF depending on

the degree of fringing fields considered. However, achieving this degree of matching assumes

that the fringing fields are subjected to the same conditions on both capacitors. Hence, either

dummy devices or shield plates arerequired. As a result, the actual area of the storage capacitor

will be considerably larger than that implied by the capacitance. Thus, the areal advantage of

reducing the capacitanceis not as strong as might have first been imagined.
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4.6.5.3 Clock Feedthrough Rejection

The "bottom-plate" samphng method used in the storage array mentioned in Section 4.6.3 on

page79 does not eliminateclock feedthrough, it merely attempts to assure that the injection of

chargeis independent of charge. In an ideal differential circuit, such a injection of charge would

result in acommon mode shift which would be eliminated provided the allowable common mode

range is not exceeded, hi practical differential circuits, there is a finite CMRR, and a non-ideal

matching between the two symmetric devices in the circuit As a result, there will always be a

small differential signal that results from clock feedthrough. The critical parameters that deter

mine what the magnitude of this error will be arethe size of the switch in question, the switch

gate swing, arid the capacitive load seen at both terminals of the switch. Prior work regarding

clock feedthrough has shown that the channelcharge will tend to flow into the side of the switch

with lower impedance. Therefore, to obtain a repeatable splitting of the charge, the impedances

that the switch sees must be kept consistent. An examination of the circuit in question

Cparasitc (BIG)

"I ^parasite

ov

To Other Cells

^
Figure 4.13 Circuit to analyze clockfeedthrough

(BIG)

(Figure 4.13) shows that there is a large parasitic capacitanceon one side of the switch, with the

storage capacitor, which is much smaller in relative size, on the otherside.Therefore, a majority

of the charge is expectedto flow into the parasitic. However, a portion will flow into the storage

capacitor— care must be taken that the portion that flows into the capacitor is consistent from

cell to cell andthat the positive andnegative halvesof the circuitinject charge equally [50].
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The first criteria, constant division of the chargeis helped by the large parasitics. Because the

parasiticsoriginate from the accumulated row capacitance, and remains constant, the impedance

on that side of the select switch will remain constant. Moreover, it is larger than the storage cell

capacitance by a significant factor thereby sinking a large portion of the charge. What fraction

does flow into the cell capacitoris dependent on matching of the value of the capacitor from cell

to cell. More important though, is insuring that the two sides of the differential circuit inject an

equal amount of charge to the cell capacitor so that a differential error voltage does not occur.

Strictly speaking, for this circuit, the variance in the differential error is more important, as that

will contribute to noise. A constant differential error will cause a DC offset to arise, but is unim

portant in this circuit so long as the magnitude is sufficiently small to prevent saturation of the

subsequent circuit stages.

The switch size will be stated here a priori as (20/1.2), as the process to obtain this number is

described later. As a result, there will be a channel capacitanceof approximately 40 fF leading to

a channel charge of 200 fC assuming a 5 volt switch gate swing. A conservative 1 percent mis

match of this charge was assumed giving rise to a 2 fC error charge, half of which or 1 fC would

flow into the storage capacitor.Assuming a 1 volt signal on the capacitor, and "8 bits" of desired

SNR, this sets the minimum storage capacitance at 250 fF. In reality, the error should be signifi

cantly less than this due to the non-equal splitting of the channel chargeand better than 1 percent

matching of such a large transistor. However, for this design, 250 fF was determined to be the

minimum size of the capacitor for these purposes.

4.6.5.4 Loop Stability and Dynamics

The criteria imposed on storage cell size by loop stability and dynamics is the most difficult

to compute of those considered because it is inherently an iterative process. The limitation arises

from the fact that there is in reality a complex network in the feedback loop of the OTA due to

the non-zero resistance of the switches. As a result, an improper mix of parasitics, switch sizes

and storage cell capacitor (which acts as a feedback element), will lead to poor settling or even

oscillations. At the same time, a solution that preserves stability may result in an exceedingly

long settling time which would prevent proper operation of the circuit

The major problem with an analytical solution to this problem is that the parasitics are a

complex function of storage cell capacitor size, cell layout, switch size, and array topology, as

each of those affect the parasitics, which are the dominant elements in the feedback loop. The
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Figure 4.14 Simplified circuit showing parasitic capacitances and resistances

only practical method found to solve this problem was through iterative computer simulation

based on extracted parasitics from actual layout.

Early simulations revealed that there is an upper limit on the total series resistance in the

feedback loop for reasons of stabihty. This is expected as the resistances combined with the par

asitic capacitances form a lag network which contributes to excess phase. Unfortunately, this

implies large devices as the (VGS-VT) of these devices is hmited by the difference of the supply

voltage and the common mode voltage. Some improvement can be obtained by using comple

mentarydevices at the cost of significantly increased source-drain parasitics. As thereis a strong

desire to minimize circuit area, a decision was made to placemost of the allowable resistance in

the cell,whilemakingthe multiplexerswitches large, thereby minimizingcell area. Complemen

taryswitches in the cell wereconsidered, but rejected in favor of aslightlylarger (20/1.2) NMOS

device due to the added parasitics, added area, andcomplexityin drivingboth PMOS andNMOS

switches.

A lower limit on the cell capacitance was determined using simulation based on settling

time. Hand analysis of the circuitof Figure 4.14 is difficultdue to the multiple poles in the feed

back loop. However, if the simplification is madethatZ?,^ is sufficiently small, then the circuit

reduces to a second order loop whichis easily tractable. Consider the small signal simphfied cir-
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cuit of Figure4.15. If a test current in injected at the output, and the closed loop transfer function

Figure 4.15 Simplifiedcircuit for computation of loop dynamics

computed, the result is that of a typical second order system with a

loop dynamics are given by D(s) which is of the form:

N(s)

D(s)
form. In this case, the

v_,t L>n<Ki

'4£[^-fi?l"'Pi?) (4.1)

21 s2
which can be expressed in the standard form of 1+—s+ —^ where £ is the damping factor.

Expressing (4.1) in this form results in: n

CLCpRp

s =

cP+cL+-^

2VCLCPRFgm

A good value of £ as acompromise between stability and settling is 0.707, where the system

has poles 45 degrees off the real axis [51]. An examination of (4.3) shows that under the condi

tionsof large parasitics (Q,, Cp » Cp) the valueof%is affected most dramaticaUy by the ratio

of Cp to the parasitics. Too small a value of Cp will result in an overdamped and hence slow

response. The value of %canalso be affected by changing the forward Gm of the OTA, but note

that there is only a square root dependence on gm, making this approach not as attractive as alter

ing the capacitive ratio.

The settling behaviorof a two-pole system with %equal to 0.707 is closely approximated by

a single-pole system whose pole frequency is equal to ©n in the two-pole case. Thus, an addi-

(4.2)

(4.3)
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tional constraint must be included so that an equivalent "8-bit" settling behavior is obtained.

Approximately 5.5 time constants are required to obtain adequate settling — assuming a settling

period of 25 ns, this means that ©„ must be at least 240 Mrad/s. Combining this with (4.2) and

(4.3), with the estimated value of CL and CP of 4 pF, the required Gm is only 1mS. However, if

the previously computedvalue of 250 fF for Cp (based on matching requirements) is used with

thisvalueofGm, the resultant value of 5 is nearly 8.0, whichleads to a very slow settling tail. In

fact, thedesired value of 0.707 is notachievable with this value of Gm. Thus, either CporGm or

both must be increasedto bring the value of£ to the desired value.

An examination of (4.3) showsthat givena set of fixed capacitances, £ canbe decreased by

increasingo^, and hence Gm:

C| CpcP+cL+-^
*" 2CLCpRF(0n (4'4)

It is obvious from (4.4) that increasing the value of Cp will also aid greatly in decreasing the

value of £. However, it is in fact the ratio of Cpto the parasitics which affects the value of £. In

this particular circuit, making Cp larger impliesa larger storage cell area and hence larger para

sitics. Becausethe majorityof Cp and Q, are due to the accumulated parasitics associated with

the array, simply increasing the value of Cpdoes notnecessarily improve the ratio of the parasit

ics to Cp. However, increasing the value of (^ through increased Gm does not, to first order,

affect the value of the parasitics. Thus, a combination of these two approaches will be needed to

obtain the desired value of £.

The value of Q, and Cp are a complex function of the cell layout and the choice of dimen

sions for the 2-rD array, and a closed form expression for optimization through analytical meth

ods is practically impossible. After considerable computer simulation, a choice of M = 14, N =

65,and Cpof 330 fF wasdetermined, based on adesire tomakethecell size as small as possible

yet meet all the constraints on the size of Cp outlined above. These values of M, N, and Cp

roughly give a balanced parasitic of 3 to 4 pFeach. Because the square law relationship between

settling time and Cp is much stronger than the relationship between Gm and settling time, an

emphasis has been placed on increasing Cp as much as possible given size #id parasitic con

straints. Increasing the value of Cp beyond 330 fF was investigated to reduce the requirements

on the OTA, but was deemed counterproductive due to the escalating cell size and parasitics
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which would increase both chip size and power consumption. Thus, the resultantvalue of Gm

required to maintain £ in the neighborhood of 0.707 is approximately 100mS assuming a value

oflKflfor/?F.

Obtaining a value of 100mS for the forward Gm may appear abit unreasonable if the design

ofthe OTA is restrictedto a single state topology. However, as will be discussed later, the proto

type circuit will use a modifiedOTA to achieve a higher forward Gm thanwould be achievable

with a standard design.

4.6.6 Select Switch Sizing

It was stated earlier a priori that the select switch size is (20/1.2). The sizing of this switch

wasperformed interactively usingcomputer simulations to achieve loop stability and speed. The

expression for£ found in the previous section, Equation 4.4, showsthatthe valueof Rp— deter

minedby the switch size — combineswith the forward Gm of the OTA to improveloop dynam

ics. Because of the relative difficulty in obtaining a large forward Gm compared to lowering Rp,

the approach ofusingalarger thanminimumswitch wastaken. Unfortunately, the effective"on"

resistance of the switch is this circuit quite high due to the low (VG5 - VT) available. The com

mon mode voltage presentat the switch is the OTA input common mode voltage, which is fortu

nately less than half-supply — allowing for body effect, the (Vgs - Vj) of the switch can be

expected to be about IV. Thus, to obtain the value of lKfl used in the abovecomputations, a

switch size of (20/1.2) was selected. Cell layout considerationsdiscussed in the next section set

the limitations on the size of the select switch. This was considered in obtaining the final size of

the switch, as increasing the switch further would increase the parasitics, Cp andQ,, thus reduc

ing the effectiveness of a decreased switch resistance.

4.6.7 Cell Layout

Given all the values of the elements in the storage cell depicted in Figure 4.12, the task now

turns to producing a cell layout that is compact and minimizes parasitics yet provides isolation

and shielding of stray capacitances, hi addition, as the array is configured as a 2-D array, a

method of bussing signals in a row-column manner is required. The cell must be fully differen

tial, and strict adherence to symmetry is required to achievethe necessary common-mode rejec-'

tion.
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Each cell requires Vpp, V55, the row and column address fines, two pairs of data hnes, two

storage cells, two select switches and thelogic necessary todecode the access signals. The aspect

ratio of the cell needs to be chosen such that an array of 14 rows and 65 columns retains a rea

sonable aspectratio. To achievethis, the cell is laidout suchthatit is roughlytwice as tallasit is

wide, withthewidth of thecelldictated by thesizeof thestorage capacitor. The capacitor aspect

ratio is kept below 2:1 to minimize fringing capacitance asa proportion of the plate capacitance.

The axisof symmetryis ahorizontal linethrough thecenter of thecell,with mirror symmetry for

all analog signal parts.The logic is placed at the center of the cell, and is shielded from the ana

log sections by the supplies which act as an AC ground. Thus, the inherent asymmetry of the

logic is shielded from the analog sections. A n-well shield is placed underneath the storage

capacitor and is connected to a clean VDD supply. The select switch is placed immediately adja

cent to the storage cell — a Metal 2 shield plate is placed over the switch and a portion of the

storage capacitor to minimize stray capacitance across the switch. This stray capacitance acts as

a shuntcapacitance across the entire array, and if it is large enough, will contribute to an IIR like

response, degrading frequency response. The area to be shielded is atrade-off between shielding

effectivenessand added parasitics. The actual shielded area wascomputed to reduce the valueof

the stray parasitics to less than0.05% of the storage capacitance.

The supplies, data lines, and the row address lines are bussed horizontally across the cell in

Metal 2 with the column select running vertically in Metal 1 along one side of the cell. Once

again a design trade-off exists, this time between metal width and parasitics. The distributed

capacitance and resistance of the metal lines must not contribute to excessive delay, especially

on the row selectline. Fortunately, there is no static powerconsumption in any of the cell com

ponents thereby alleviating the need for heavy supply and ground lines, nor is there any section

of the cell that requires an accurate voltage reference. The resultant cell layout can be seen in

Figure 4.16. Bussing of signals in both vertical and horizontal dimensions allows construction of

an array by butting the cells next to eachother, minimizing the overhead of array construction.

Ample substrate and well contacts are present to minimizethe possibility of stray noisecoupling

from underneath the active circuit. As discussed earlier, a Metal 2 shield plate extends over the

access switch and part of the capacitor. The overall cell size is 40 pm x 77 pm, with the size

bel|§hmited by both active area and metal pitch. Using these cells, the array of910 storage cells
occupies an area of2.8 mm2.
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Cell Access Logic

NMOS Access Switch

Figure 4.16 Storage Cell Layout

4.6.8 Row Multiplexers

Incumbent with the 2-D array outlined in the previous sections are the row (de)multiplexers

required to route the signals to and from the read/write OTAs to the proper row with minimum

insertion resistance while isolating the unwanted parasitic capacitances. The strategy involved to

optimize the design of the muxes is similar to that of the cells, but not as critical. Here, the goal

is to minimize the series pass resistance while keeping the added parasitics to a reasonable level.

Although each row will only see the parasitics associated with each mux, the OTA will see the

source/drain diffusions of all the rows combined. This is also another reason that M = 14 was

chosen over an alternative layout with more rows. Finally, these switches are used to isolate the

write and read OTA circuits from each other to prevent run-through of the data.

4.6.8.1 Mux Switch Design

Each row contains one write mux and one read de-mux, each of which contains four

switches — differential sets of the summing node and OTA output lines. Because these switches

serve to isolate the write and read OTAs from each other, they must switch at the clock rate.

Thus, one limitation of the switch size is the amount of gate drive available to toggle the
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switches and the power consumed by the operation. However, the limiting factor is the parasitics

associated with large switches—multiplied by the number of rows, these appear at the terminals

of the OTAs affecting the circuit by adding more load capacitance and by reducing the overall

loop gain. Complementary pass gates are used in certain locations unlike the cell to provide the

lowest series resistance. Switches connected to the summing node of the OTAs use a single

NMOS switch to minimize parasitics, as they will be at the input common mode voltage of the

OTA, which is fairly low. However, the switches at the output of the OTA, which swing about

the output common mode voltage (approximately half-supply), use complementary switches

because under certain conditions, the NMOS switch will either cut off or have a very high pass

resistance (Figure 4.17).

30.8/1.2 30.8/1.2

Figure 4.17 Arrangement ofWrite/Read Muxes (SE equivalent)

The actual sizes of theswitches was determined through acombination of analysis and com

putersimulation. Most critical is the sizingof the PMOS gate, as this contributes the most resis

tance under high swing conditions as well as the largest parasitic capacitance per unit on

resistance. The final values (30.8/1.2) for the NMOS switches and (92/1.2) for the PMOS are

based on an asymmetrical folded layout, in which the majority of the source-drain diffusion is

placed onthe array side of the switch — this minimizes the load seen by theOTAs.
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4.6.8.2 Multiplexer Logic

The muxes contain simple logic to perform a logical AND between the row select line and

thewrite orread strobe. The output of thislogic provides theproper signal to enable the switches

to perform the write and read operation. The circuit consists of a static CMOS NAND gate fol

lowed by an inverter to generate true and complement outputs as there are both NMOS and

PMOS switches present Devices were sized to provide a Ins (nominal) rise/fall time for the

switch gates.

4.6.8.3 Auxiliary Output for Shunt Capacitor

A technique used to speed thecircuit dynamics which was implemented in theprototype will

be discussed in Section4.9 on page 112 which uses an auxihary shunt capacitor. However, it

should be notedherethatin addition to providing the gate drive signals for the mainswitches, a

portion of the signal is used to drive a SPDT NMOS switchused in this capacitor This increases

the load on thelogicgate withinthe mux resulting in aslightly larger than expected gate size.

4.6.8.4 Read Switch Delay Circuit

Included in the demux circuit is a one shot circuitused to delay the turn on of the read enable

switch (shaded in Figure4.17). This is a safety measure to insure that the remainderof the circuit

is switched completelyto the read mode beforethe switchis closedto prevent lossofcharge and

data corruption. Two critical events must occur before the read enable switch is closed. First, the

write enable switch which connects the array to the write OTA must be open. Second, the read

OTA output shunt switch, (required becausethe OTAs areused only duringhalf the clock period

— during the other half, they are disabled by shunting the differential outputs), must open before

the read enable switch is closed. Although the entire chip is clocked with two non-overlapping

clocks, this safety measure is included to allow for process variations which may cause

unmatched clock skew, and because of the fatal nature of the potential mistiming (e.g. if the read

enable switch closes too early, the charge in the storage cell will flow either into the write OTA

or be shunted to ground — in either case, the data is irrecoverably lost).

The circuit makes use of a delay stage and logic (Figure4.18) to produce the desired wave

form. The gate delay of the two inverter chain determines the one-shot delay. In the prototype

circuit, inverterswith longer thanminimum channellength were used to increase the delay avail

ableto provide the required safety margin.
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Figure 4.18 One-Shot Delay Circuit

4.6.8.5 Layout Considerations for the Multiplexers

An area of substantial concern is the mixed signal nature of the multiplexers. One part is

involved with the actual switching of the analog signals from the OTAs, while adjacent to the

analog switches are digital circuitsswitching fairly large loads with fast edges. Although the cir

cuit is synchronously clocked, steps were taken to minimize the couphng possibleboth capaci-

tively over the active areas and through the substrate.

To achieve this isolation, the analog and digital areas were separated by at least one metal

line at AC ground potential. In addition, a heavily doped grounded substrate stripe hes between

the analog and digital sections. Finally, the well/substrate connections for the digital devices are

tied to separate VDD/Vss lines to preventa noisy digital supply line from couplingnoise into the

substrate.

Although the write mux and read de-mux are essentially independent circuits, in order to

minimize the routing of clocks and to segregate as much as possible the digital sections from the

analog sections, bothmux and de-mux circuits are laid out in oneblock.The layout allows tiling

in the vertical direction with pitch equal to thatof the vertical dimension of the storage cell. Sig

nals to and from the OTAs as well as supply andclock signals are tapped at eitherthe bottom or

top of the tiled stack. The resultantcell size is 70pm x 520 pm (HxW).

4.6.9 Assembly of the Storage Array

The 910 storage cells and the 14rowmultiplexers are combined together to form the storage

array used by the circuit to provide a IH delay. Due to the bussing of the metal hnes acrossthe
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cells, all components of the array are simply tiled together — there are no extra metal lines

required. Figure4.19 shows the relative floorplan of the array. In the completed circuit, there are

two of these storage arraysas two lines of delay are required to realize the desired transfer func

tion.

STORAGE CELL ARRAY

(14 Rows of 65 Cells Each)

Figure 4.19 General Floorplan of Storage Array

c
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4.7 Design of the OTA

4.7.1 Introduction

As was discussed in earlier sections, especially Section 4.6.5 on page 83, the OTA must, in

additionto usual requirements of speed and stability, have a very high forward Gm, in the neigh

borhoodof 100 mS. Such values ofGmarerarely found in traditional switched capacitorcircuits,

as these values of Gm are not usually needed and imply large devices and/or high bias currents.

Moreover, loop stabihty problems may arise when the forward Gm is increased to too high a

level. However, in this prototype circuit, the overwhelming dominance of parasitic capacitances

mitigates the stability problem to a large degree, at the same time increasing the requirement on

the amplifierGmto achieve adequate speed.This sectionwill discuss the varioustopologies con

sidered and an analysis of the chosen design.
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4.7.2 Amplifier Specifications

4.7.2.1 Effect of Finite Amplifier Gain

While the analysis and design of switched capacitor circuits is most easily undertaken using

the ideal op-amp approximation, at some point, the effects of finite amplifier gain must be con

sidered [52]. For the prototype circuit, the OTA will be operated as a SC integrator performing

charge transfer as shown in Figure4.20.For a perfect ideal OTA, the transfer function at DC is

Cs

o-Hh

Cp=t

Figure 4.20 Circuit to demonstrate effect of finite amplifiergain

given by (-CslCj) as expected, and can be determined, to the limit of capacitormatching, which

can be on the order of 100 ppm. However, if the conditions are relaxed to allow a non-infinite

forward gain, Aql, in the amplifier, the DC transfer function is given by:

Cc + Ci + d
CT+

(4.5)

LOL

which shows anothererrorterm due to the non-infinite gain of the amphfier. Note that the error

term is adversely affected by large parasitics at the summing node. For conditions such as those

found in the prototype circuit, where Cp » Cj, the additional error factor canbe approximated

as the ratio of Cp/A0L to Cj. Thus,

^."eCl (4.6)

where 6 is the allowable error. From earlier chapters, Cp is approximately 4 pF, while Q has

been determined to be 330 fF. Thus, to maintain a 1 percent gainerror, anopen loop gainof 1200

is required. Although this effect of finite amplifier gainmanifests itself as a gainerror, which can
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be compensated for later in the circuit, because it is dependent on the value of parasitics rather

than actual circuit elements, the degree to which the gain is affected is somewhat uncertain. As a

result, it is desirable to minimize this effect.

4.7.2.2 Secondary Requirements

In addition to the Gm and gain requirements, the OTA must, minimize power consumption

and maintain reasonable output swing. Characteristicsthat are not as important in this circuit are

input offset voltage and noise. Because the underlying reasoning for this work is to demonstrate

the lower power requirements of analog circuits, the OTA needs to be as efficient as possible,

while at the same time be as simple to boost reliability and speed and provide adequate signal

swing to improve the systems SNR. Due to the fully serial nature of the signal path, and the fact

that video signals are DC corrected at each subsequent signal processing block, the absolute off

set voltage of the amplifiers is not critical, so long as they do not have short term drift, and do not

cause the subsequent stages of the circuit to saturate. Finally, as the overall SNR goal of the cir

cuit is in the low 50dB range, the noise performance of the OTA is not a primary concern.

4.7.3 Basic Single-Stage Amplifiers

Because of the relatively fast settling times required by the circuit (~25 ns), simple single-

stage amplifiers are of interest because they have the minimum number of devices — hence

poles in the transfer function — while providing the amplification desired. Within this class of

amplifiers, there are two main divisions, unfolded ("telescopic") cascode amplifiers and folded

cascode amplifiers. Each has its own strengths and weaknesses as outlined below.

4.7.3.1 Unfolded 'Telescopic" Cascode OTA

Unfolded cascode OTAs, also known as "telescopic" due to the shape of the schematic, are

single stage amplifiers with active loads and cascoding to achieve high gain with minimum num

ber of active devices [53]. The transfer characteristics of such an OTA are easily defined, since

the circuit can be assumed to have a single-pole response when placed in a capacitive feedback

loop. The open loop gain of this circuit is simply the product of the gm of the input devices and

the output impedance at the output nodes. The overall Gmof the circuit is simply the gm of the

input devices, and the unity gain frequency is just the capacitiveload at the output divided by the

gm of the input devices.
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Figure 4.21 Schematic of'Telescopic" OTA

The simplicity of this design, however, also restricts the abihty to change the specifications
wof the OTA. To achieve the desired 100 mS of Gm with this OTA in this technology, the -J-I
L D

product wouldJiave to be approximately 80, implying that the input devices would have to be

quite large with a correspondingly large bias current (e.g. 10000/1.2 at 10 mA). Such a large

device would present an input capacitance of almost 20 pF, which would adversely affect the

feedback network thereby negating the efforts of the previous section to optimize the value ofthe

storage capacitor. In addition, the large bias currents necessarywould result in excessive power

dissipation, in direct conflict with the desire to produce a low-power analog solution to the task

at hand. Moreover, as the gainof this type of OTA is inversely proportional to the square root of

the bias current, operating the OTA at thesebiaslevels would resultin a very low open loop gain,

which would result in substantial errors in the analog RAM transfer function. Finally, "tele

scopic" OTAs have a fairly hmited output swing with a correspondingly small input common

mode rangedue to the dangerof placingthe inputor input cascodedevices into the triode region.

The effect of this particular limitationis dependent on the designof the overallsystem. In circuit

where large dynamic range is of paramount importance, the loss of available signal swing is

highly undesirable. However, in this application with itsmoderate dynamic range requirements

(~50 dB), the effect of this limitation may not be of substantial concern.
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The restriction on input common mode range is a bit more troublesome, as it imphes that

measures to insure that the input common mode voltage does not drift out of specification is

required. Such drifts usually come from clock feedthrough and offsets in the system "AC

ground" reference voltages. Such measures can usually be taken through the use of replica bias

circuits to generate the precise voltages necessary for proper circuit operation while tracking

drifts due to temperature and supply.

Coupled with this restriction is the fact that the input and output common mode voltages are

by definition different for this architecture. This presents a problem for circuits that have cas

cades of switched capacitor circuits. A common mode level shift circuit is required in between

each state — while this can be easily accomphshed using the standard four switch S/H circuit, it

introduces another potential source of offsets to the signal. This presents a limitation for circuits

that are DC sensitive; however, the application of this prototype circuit, video, is first order

insensitive to DC offsets as they are removed after processing. As a result, as long as the offsets

are small enough to prevent saturation of the subsequent stages, the added penalty of common

mode shifts are not that severe.

4.7.3.2 Folded Cascode.OTA

The restrictions on input common mode range and output swing of the "telescopic" OTA can

be overcome through a slight increase in circuit topology known as the folded cascode OTA [54].

In this circuit, the differential output current from the input devices is steered into a separatehigh

impedance node which can swing a much larger range without the danger of placing critical

devices into the triode region. At the same time, the input common mode range of the devices is

increased as the Vps of the input devices becomes first order independent of the output voltage.

Finally, the input and output common mode voltages can be made equal, thereby simplifying the

interstage circuits.

The price for this added flexibility is reduced bandwidth. As shown in the diagram of

Figure4.22, the signal path includes a PMOS device operating as a common gate device.

Although the bandwidth of a common gate device is near the/j of the device, the pole resulting

from this can affect the achievable settling time of circuits that use this type of OTA. Some

designs "flip" the circuit upside down, with PMOS input devices and a NMOS common gate

device to take advantage of the higher/7 of the NMOS device. However, such a strategy reduces

the available gain and Gmofthe OTA due to the inherently lower performanceof PMOS devices.
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Figure 4.22 Schematic of Folded Cascode OTA

Due to the prospects of reduced settling performance, and low gain and Gm from PMOS

input devices, and the fact that the difference in the input and output common mode voltages is

not a critical issue in this system, the advantages of the folded cascode architecture did not

appear to outweigh the loss in speed and added complexity.

4.7.3.3 Class AB OTAs and Dynamic Biasing

The OTA architecturesdetailed in the previous two sections operate in the class A region—

that is, the devices in the circuit are biased in their active region over the full input and output

range. However, class A amplifiers areinherently inefficient circuits and dissipate the majority of

the power consumed in current sources. Circuits that need to drive a large amount of parasitic

capacitances require large bias currents to achieve adequate slew rate as the maximum differen

tial output current is hmited to twice the quiescent bias current.Class AB amplifiers, on the other

hand, allow the output current to exceed the quiescent bias current by a large factor to charge

large capacitive loads, while keeping standby current at a very low level, thereby increasing

overall power efficiency. This makes class AB amplifiers such as those proposed by Black, Cas-

tello, Lewis and Gray [55],[56],[57]attractive when powerconsumption is akey parameter.

Along with the class AB structure, many power efficient amplifier schemes use a form of

dynamic biasing. In its simplest form, dynamic biasing adjusts the device bias currents to match
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the instantaneous requirements of the amphfier. For example, the bias current can be adjusted to

be large at the beginning of an integration cycle, then slowly taper off as the amplifier settles.

During the period of time the amplifier is quiescent, the overall bias current can be kept very

small. In addition to power efficiency, this method also provides improved open loop gain. An

analysis of the forward open loop gain of a single stage OTA shows that the gain is a function of

the gmr0 product of the devices. MOS devices exhibit increasing gm and decreasing r0 with an

increasein draincurrent However, the increase in gm follows a squareroot dependence while the

output resistance is a linear function. Thus, the overall gain of actively loaded MOS amplifiers

tends to decrease with increasing bias currents. As a result, an inherent trade-off exists between

fast slewing and accuracy in switched capacitor circuits. By using dynamic biasing, however, the

bias currents can be made to taper off during the last portion of the clock period allowing the

amphfier to exhibit high gain while providing the largechargingcurrentsnecessary at the startof

the clock period.

Although the class AB architecture and dynamic biasing schemes present attractive methods

of providing low power solutions to providing high gain and output current capability, as with

the folded cascode amplifier, the added number of devices necessary to implement these circuits

results in reduced frequency response and correspondingly lengthened settling times. In addition,

it is unclear as to whether the additional high frequency poles would interact adversely with the

complex feedback network presented by the prototype chip. While it is not clear that a viable

solution to this particular circuit design problem could or could not be addressed using class AB

amplifiers, for purposes of simplicity and robustness, it was decided not to pursue these styles of

amplifiers for the prototype circuit.

4.7.4 Two Stage OTAs

Two stage amplifiers as shown in Figure 4.23 are an alternative to the cascode amplifiers of

the previous section [54]. A short analysis of the open loop gain, and the frequency response of

single stagecascode amplifiersversus this style of amplifier, however, shows that this simple two

stage amphfier is inferior to the basic single stage amplifier. Because this style of amplifier has

two poles in the forward path, stability in a closed loop configuration cannot be guaranteed. As a

result, a compensation capacitormust be included in the circuit Miller compensation using Cq

providesthe dominant pole, while the output loadQ, providesthe non-dominantpole. In the sin

gle stage amphfier, the output load forms the dominant pole, with the common-gate (cascode)
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Figure 4.23 Schematic of Two Stage Amplifier (single-ended equivalent)

device contributing a non-dominant pole nearthe devicefj. Any two pole system with suffi

cient closed loop gain will result in pole splitting — the time constant of the loop is approxi

mately proportional to the reciprocal of half the non-dominant pole. Thus, comparing the non-

dominant pole of the two stage amplifier, g^Cy to the non-dominant pole of the cascode

amplifier, g„JCgs, it is obvious that for circuits with large Q,, the single stage amphfier pro

vides a faster settling solution.

Anotherconcern with the two stage amplifier in this prototype circuit is the additional pole

introduced by the feedback network unique to the circuit. As a result, a three pole system

results, which exhibits stabihty problems even with moderate amounts of loop gain. Because

of this andthe fact that two stageamplifiers are likely to be slowerthantheirsinglestagecoun

terparts, the two stage architecture was not considered to be viable for the prototype and will

not be discussed further.

4.7.5 Single Stage Amplifier with Preamp Stage

Unfortunately, the available single stage architectures do not provide a simple solution to

the requirements of high gain andlarge Gm that are required in this circuit. As a reminder, the

desired Gm is on the order of 100 mS, while the desired minimum A0L is 1200. Because the

factors which increase forward Gm tend to lower the forward gain, a combination of device

sizes and bias currents which meettherequirements while maintaining areasonable power and

area is not feasible in this technology. Therefore, a modification to the standard single stage

amplifier is proposed.
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4.7.5.1 Low-Gain Wide-Bandwidth Preamp

Addition of a low-gain, wide-bandwidth voltage preamplifier stage to the circuit has the

effect of increasing both the forward Gmand A0l while affecting the stability of the system to a

minimal degree. By using the simplest structure possible, the gain bandwidth product of the

preamplifier can approach the inherent device fj. Preamplifiers with a gain of 5 V/V can have

bandwidths exceeding 500 MHz in this technology, while reducing the required Gm and A0L

requirements for the main amphfier to 20 mS and 250 V/V, both of which are achievable in this

technology.

The structure shown in Figure4.24 uses an all NMOS g„Jgm stage to provide the gain

Vdd

PBIAS O

NBIASQ

O+OUT

O -OUT

Figure 4.24 Schematic of Wide-Bandwidth Preamp Stage

required in the preamplifier. The voltage gain is adjusted by sizing the load devices appropri

ately. In the prototype circuit, adrawn p ratio of 18.3 wasusedto give avoltage gain of approxi

mately4.3 V/V However, the effective (J ratio is closer to 20 giving a voltage gain of 4.5 V/V.

Attempts to raise the voltage gain are hindered by the increasing PBIAS voltage necessary for

operation. Making the load devices smaller would require that the PBIAS voltage be above

4.25V, which would substantially affect the supply marginsof the design. The input devices are

sized at 470/1.2 with a tail current of 800 pA.

The common mode output is determined by the value of PBIAS, and the load device size.

Because the output common mode voltage is (PBIAS - VGs.had), this voltage is not uniquely
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defined across process variations, necessitating the use of a replica bias circuit to generate the

PBIAS voltage. The input common mode range is quite narrow for this circuit and is bounded on

the lower side by the minimum Vps of the tail current source, and on the upper side by the

required output common mode voltage — for the combined amphfier, it is quite low as will be

seen shortly.

4.7.5.2 Complete OTA Circuit

The preamp of the previous section is cascaded in front of a standard "telescopic" OTA dis

cussed in Section4.7.3.1 on page98. The resulting amplifier is shown in Figure 4.25. Because

Vdd

PrLBIAS

O

PrBIAS

Figure 4.25 SchematicofOTA with Preamp

O PBIAS1

(1000/1.4)x2

O PBIAS2

O+OUT

40-OUT

the outputcommonmode is undefined for this type of configuration, anauxihary circuit is neces

sary to fix the common mode output voltage. This circuit, denoted CMFB in Figure 4.25, is

detailed in Figure 4.26. It uses a capacitive divider to determine the commonmodevoltage with

a switched capacitor circuit to replenish the charge on the capacitors. The sizeof the capacitors
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Figure 4.26 Detail of Common Mode Feedback Circuit

used in the CMFB circuit are a function of the aUowable common mode pedestal, and the loop

dynamics of the common mode circuit. Vqcm is me desired output common mode voltage of the

OTA, while NBIASl is the voltage determined by the replicabias circuit necessary to balance the

circuit. The switches replenish the charge on the center capacitors each clock cycle to compen

sate for leakage. Because the NBIASl and tail currentbias voltages arequite close to the negative

rail, single NMOS circuits are acceptable, while the switches for Vqcm use complementary

devices to minimize the switch on resistance.

The sizing of the devices in the main amphfier is atrade-off between areaand speed, keeping

in mind the performance of the devices as a function of currentdensity. Normally, the size of the

input device of a single-stage amphfier is dictated by the total Gmneeded in the amplifier. How

ever,in this topology,the total Gm is the product of the A0l of the preamplifier andthe gm of the

input device. Thus, by increasing the gain of the preamplifier, the main amplifier input device

can be made to provide a smaller amount of gm. The properpartitioning of these two parameters

is dictatedby the relationship between total Gmand the bandwidth of the amphfier.

The gm ofa MOSFET in saturation is given by:

=̂ J] (4.7)

2 *while the input capacitance of the same device is simply ^WLCox. The pole formed by the'
preamplifier stage is due to the input capacitance of the main amplifier combined with the output

resistance of the preamplifier, which is, for all intensive purposes, the resistance of the diode
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load, and is simply the inverse of (4.7), adjusted for the size of the load device. Moreover, the

gain of the preamplifier, for a fixed preamplifier input device, is proportional to the diode load in

the preamplifier. These give several relationshipsbetween the device sizes, bandwidth and over

all Gm which are important to the design of this style of amplifier. Because of the square-root

relationship between main amplifierinput device size and total Gm, and the linear relationship

between the preamplifier diodeloadresistance and the totalGm, coupledwith the linearrelation

ship between the main amphfierdevice size andthe pole frequency, there is a net Gm-bandwidth

productgain by making the preamplifier gainashigh as possibleby raising the diode load resis

tance while using a small device for the main amplifier. As mentioned previously, the limitation

to this approach is the maximum gain available in the preamplifier due to headroom problems.

The final input device size was fixed at (420/1.2)keeping these considerations in mind. Unfortu

nately, a deviceof this size would require about 8mA of drain current to provide the required Gm

of 20mS. This creates a serious problem, for the resultant (Yqs - Vj) of the devices would seri

ously impact the available output swing.

Clearly, some method of reducing the Gm requirements of the amplifierare required, as the

above bias current is unreasonable fora low powerdesign. Fortunately, a technique described in

Section 4.9onpage 112 uses an auxiliary capacitor to effectively double the value of Cppresent

in thecircuit. Recalling the square-law dependence of 5 as a function of Cp, it becomes clear that

doubhng the effective Cp to 660 fF reduces the minimum required Gm of the cascode amplifier

to 6.6 mS. This in turn reduces the biasrequirement to 800 pA which is very reasonable forthis

application.

The active load is a PMOS cascode current source formed with two (1000/1.4) devices.

Actualtest devices characterized demonstrated alarge difference in available r0 between 1.2 pm

and 1.4 pm length devices. While increasing thechannel length further would improve ther0 of

the current source, there would have to be corresponding increase in the device width adding

area to the circuit In addition, the required gain in the main amplifier is only 250 V/V; thus,

maximizing the output resistance is not critical to this circuit.The gatesof the devices arebiased

by voltages generated in the bias circuit described later.

The NMOS cascode devices are sized identically to the input devices, and arebiased inter

nally to prevent potential OTA to OTA crosstalk problems thatcould arise by sharing a common

bias line. The PMOS currentsources areextended to providea bias currentof 1/10 the main cur-
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rent. This current is fed into a stacked diode connected device to generate a Vqs plus a AV to

keep the input devices fully saturated. The choiceofbiascurrent in this section of the amphfieris

a trade-off between power dissipation and chip area versus the impedance at the gates of the

NMOS cascode devices. The value ofAV is set at approximately300 mV based on the character

istics of measured NMOS devices in this technology.The stacked devices arecomposed of four

devices in series — although only two devices are required to form the bias circuit, four devices

were used to allow the use of 1.2 pm devices to improve matching between the bias leg and the

main circuit leg.

The circuit is biased at the negative rail using a pair of non-cascoded tail current sources

sized at (462/1.2) which are biased by the common mode feedback circuit described above. Min

imum length devices were used as the CMRR at this point is not as critical, with much of the

common mode being removed by the preamplifier. Finally, the bias for the preamplifier is pro

vided by a pair of (546/1.6) devices whose gate is biased by the bias generator. Here, longer

channel lengths were used to provide a higher output resistancegiving rise to better CMRR.

4.7.5.3 Layout Considerations

In addition to the usual precautions of symmetry for differential circuits, the circuit

Figure4.25 was laid out with carein severalother respects. First, most all devices arecompound

devices composed ofmany smaller devices in parallel. This is not only necessarydue to the large

aspect ratio of these devices, but also facilitates matching. Thus, the input devices and tail cur

rent sources are composed of (42/1.2) segments, while the PMOS current sources are composed

of (100/1.4) segments and so forth. Thus, the current source for the cascode bias could be made

very close to 1/10th the main current by using one (100/1.4) segment, lb balance this extra cur

rent, the tail currents were made 10 percent largerby adding an extra (42/1.2) segment.

A factor unique to the overall layout of the circuit dictated a Metal 2 shield be placed over a

portion of the main amphfier input and cascode devices. This is because the amplifier output

fines were routed fairly close to these devices, and any stray capacitance would be Miller multi

plied and result in degraded performance.

Finally, each section of the circuit is isolated using metal lines at AC ground potential and

ample substrate contacts and substrate diffusions are provided to minimize noise and potential

differences. On chip bypass capacitors are provided for the PBIASl, PBIAS2 and preamplifier
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tail current biaslines to minimize on chipnoise pickup. These are formed using poly-poly struc

tures are and situated underneaththe supply rails — thus, they consume no extra area on the die.

4.8 Bias Generator

4.8.1 Introduction

To simplify the circuit and maximize the probability of first silicon working, a simplified

biascircuitwas used forthe prototype. This circuit takes anexternal reference current andgener

ates the necessary voltages to bias the OTAs in addition to providing the input and output com

mon mode voltages for the OTA which are required in variouslocationsthroughoutthe circuit.

4.8.2 Reference Voltage Generation

The bias circuit is shown in Figure4.27 takes a single external reference current which is

then mirrored as necessary to provide the required output voltages. Cascode devices areused on

the input diode so that the input device has a Vqs comparable to the tail current sources in the

amplifier and the other current setting devices in the bias circuit A small bleeder resistor formed

by a (3/160) PMOS device insures start-up of thecircuit The inputbiascurrent is mirrored twice

to form three replica currents from PMOS devices. The first output is used to determine the

proper input bias voltage. Using a four device structure similar to that in the OTA, the voltage

developed atNode A represents the proper VGS for the preamplifier input device. This voltage is

then raised a diodedrop and to provide the gate drive for a source follower to provide low output

impedance. The secondPMOS current source is usedto generate the preamplifier loadbias. Note

that this bias point indirectly determines the input common mode voltage present at the main

amplifier inputs. As discussed earlier, the "telescopic" OTA has a fairly limited input common

mode range, thus control of this voltage is important to proper operation of the circuit Once

again, a four device structure is used to generate the"ideal" inputcommonmode voltage for the

main amplifier. This is then increased by the VGS of the preamplifier load device to give the

proper bias voltage for the preamplifier. Although the impedance at the PrLBIAS node is quite

highdue to the fairly smalldevice(42/2.2), no source follower schemesimilar to the inputcom

mon mode bias voltage generation was used. This is for two reasons — first, while the input

common mode bias voltage sees glitches in the load due to switchingof sample/hold stages, the

preamplifier load bias line sees a fairly constant load. Second, includinga source follower would

limit the maximum PrLBIAS voltage to VDD minus the sum of the VGS of the source follower
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(800/1.6)x2
Vdd

11~(450/1.2)
(400/1.2)x4 o

PBIAS1

PBIAS2

PrBIASQ
NBIAS1

(546/1.6)x4 (546/1.6) (160/1.2)x4 (420/1.2)x6

Figure 4.27 Schematic of OTA Bias Generator

plus the V[)sat of the PMOS current source. Because of the fairly high voltages at these points,

the Vqs of a source follower could be well above IV due to body effect This would limit the

maximum voltage available forPrLBIAS, andthus limit the gain available in the preamplifier. As

determined earlier, maximizing gain in the preamplifier is advantageous; thus, omission of the

source follower stage produces a net overall win for the system. The final PMOS current source

is used to bias up the NMOS and PMOS reference voltages for the main amplifier. The NMOS

bias voltage (NBIASl) which is used indirectly by the OTA through the common mode feedback

circuit, is generated by a diode which is cascodedto emulate the VDS seen in the actual OTA to

provide best matching. The PMOS referencevoltages (PBIASl and PBIAS2) aregeneratedin the

same way, with another four stacked device structure to generate the AV to insure saturation of

the cascode devices.
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4.8.3 Output Common Mode Voltage Generator

The common mode output voltage of the OTA is not defined by any circuit. The CMFB cir

cuit within each OTA will force the common mode output voltage of each OTA to be the OCM

voltage. Thus, it is advantageous to make the OCM voltage a value such that the output swing of

the OTA is maximized. The device sizes and other characteristics of the OTA have been

designed for a 5 volt supply — under these conditions, maximum swing occurs with a OCM of

approximately 2.7 volts.

The internal OCM generator uses a polysilicon resistive divider to generate the 2.7 volt sig

nal, and buffers the voltage to provide a low impedance output. Because the ideal OCM voltage

can drift due to process and temperature variations, an option is made to allow an external volt

age to be applied to the buffer amplifier so that the OCM voltage can be altered from outside.

The buffer circuit (Figure 4.28) is open-loop to avoid stability problems, and drives a source

follower circuit for low output impedance. Minimum channel length is used in the mirror as the

error due to output resistance is minimized by the low VDS across both devices. The circuit is

biased with the NBIASl fine from the bias generator.

VDD

4.6K

5.4K

Figure 4.28 Output Common Mode Generator Schematic
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4.9 Auxiliary Feedback Capacitor Stage

4.9.1 Introduction

In the previous sections, it was found shown that if some method of increasing the effective

valueof CF, the feedback capacitor, couldbe found whileminimaUy impacting the magnitude of

the parasitics, a huge gain in circuit speed could be achieved. This section will describe the use

of an auxiliary feedback capacitor placed in the circuit which accomplishes the above. Recall

thatthemajority of the parasitics are due to the accumulated parasitics from eachcell.Thus, any

addition to the cell itself, includingadjustments to the component sizes/values, would probably

increasethe parasiticsseen by the circuit and hence negate any benefits of the modification. As a

result, an auxiharycapacitor is addedoutside of the storage cell, but within the row multiplexer

to increase the effective feedback factor.

4.9.2 Write Cycle Auxiliary Capacitor

The auxiliary capacitor is required only during storage cell write, for only during the write

phase does the adverse feedback ratio exist. Recall the simplified circuit discussed earlier,

repeated here as Figure 4.29,except that an additional capacitor has been added. Note that this

a

Conceptual

^parasitic-output

Figure 4.29 Simplified Write Circuit with Auxiliary Feedback Capacitor
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capacitor is not part of the storage array, and hence adds minimal parasitics of its own. This

capacitor, C^, is sized nominaUyto be equal in size with Cceu, such that the paraUel combina

tion of Cceu and Caux is twice Ccea, or 660 fF. Note that this results in half the charge flowing

into Caux, thereby reducing the magnitude of the stored signal.This loss is overcome by using a

double size capacitorin the input sample and hold to the write amphfier.

The capacitor is connectedto the circuitthrougha doublethrow NMOS switch. One plateof

the capacitor is permanently connected to the summing node of the write OTA. Because this

node, in theory, does not move in voltage, this connection should not affect the circuit operation

except that it adds a smaU amount of parasitic capacitance. The other plateofC^ is connected

to the "wiper" of the switch. One pole of the switch connects to the output of the OTA, while the

otherpoleconnects to AC ground. It is important thatthecharge stored in CflUX is completely dis

charged before the next write cycle. Otherwise, it would contribute to charge sharing between

two ceUs,and affect the transfer function of the Analog-RAM. In particular, when used as a hne

delay, the frequency response wiU suffer, as an IIR-like response wiU be added. IncidentaUy, this

is precisely the effect avoided by shielding against C^ in Figure 4.12. Therefore, an ade

quately sized device must be used for the SPDT MOS switch. Based on "on-resistance" studies

similar to those'used to size the mux switches, a device size of (18.6/1.2) was chosen based on

layout considerations.

The gates of the switch arecontroUed by the auxiliarycapacitoroutput of the mux described

in Section 4.6.8.3 on page94, and are driven with opposite non-overlapping clocks to prevent

charge from being lost from the OTA output to ground. These clocks are derived from the gate

drives to the main mux switches, thus insuring that the auxihary capacitor operates in synchro

nism with the remainder of the circuit. Because of the relatively smaU size of the switch com

pared with those used in the mux, the additional clock load is not significant, and is easily

compensated by slightly increasing the size of the mux clock drivers.

The auxiliary capacitorand SPDT switch are laid out as partof the multiplexer — although

only one of these circuits is necessary for the entire array, for purposes of layout and clock sim

plicity, it was decided to include an auxiliary capacitor stage for each row of the array. Because

all the required clock and signal lines are present in the multiplexer, the impact on the layout is

minimal, and no lengthy, parasitic filled routing is necessary.
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4.9.3 Effect of Auxiliary Capacitor

The primary goal and effect of the auxihary capacitor is to increase the effective feedback

around the write OTA. As far as this is concerned, the auxiliary capacitor accomplishes this goal

weU, and as predicted earlier, the loop damping factor of the circuit is reduced while at the same

time reducing the Gmrequirements on the OTA. However, like aU things, there is a cost paid with

this approach. In particular, because Caux in parallel with the selected ceUcapacitorappears to be

a charge divider, a fraction of the signal is diverted and subsequently thrown away. While the

loss of the chargecan be made up as described earher in the input stage, the exact fraction of the

input charge that flows into Caux cannot be governed weU.The relative fractions of charge that

flow into Cceu and Caux are a function of the relative capacitances. The danger is that due to ran

dom mismatches in the capacitors, there wiU be a random variation in the ratioof Ccc// to C^

contributing to a random variation in charge sharing.

Because each row has a single Caux, while the Cceu is unique to each storageceU,variations

in the value of Ccen from ceUto ceUwiU result in gain variations as each ceUis selected. This is

highly undesirable, for if the cells are used in a video line delay, it can easily contribute to fixed

pattem noise. Fortunately, the size of the capacitors is such that in this technology, relatively

good matching is expected from ceU to ceU,on the order of 0.1%. Moreover, because any fixed

pattem noise will be on a pixel to pixel basis, and hence relatively high in frequency where the

eye is less sensitive to noise, the degradation to image quality should be negligible. Thus, the

original advantage of capacitor mismatch insensitivity described for the storage array in general

is curtailed with the use of this technique. However, given the specifics of this implementation,

access to high-quahty capacitors, and the speed limitations of this technology, the trade-off of

capacitor accuracy for speed is justifiable.

One other issue is that of capacitor linearity, also discussed earher. Unlike the matching

issue, as long as the non-linear characteristics of the capacitors are matched between Ccell and

Caux, andthe two capacitors areroughly equal in size, the effects of the non-linearitywiUbe neg

ligible. Therefore, high-density capacitors such as MOS devices can stiU be used with this

approach,although matching requirements specified above may prove to be difficult to meet with

lower quality capacitors.

The importance of this auxhiary capacitor technique wiU probably fade in the future, as it is

a method of extracting a bit more speed out of a technology, which is bound to improve. In this
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application, a clock speed of 4fsc is required ^- faUing short of that, even by 10 percent would

makethe circuit unusable. This inflexible requirement, combined with the fact thatthis particular

technology is marginal for this application justify theuseof this additional technique. With faster

technologies, however, it is anticipated thatthe auxiliary capacitor wiU be removed andattempts

made to utilize only the ceUcapacitanceas feedback.

4.10 S/H and Summer Stages

4.10.1 Introduction

At the input to each write OTAis a sample and hold stage, whichnotonly stores the incom

ingvalue, but performs thenecessary voltage to charge conversion. There are two such stages in

the entire circuit, one atthe input to the first delay fine, and the second located in between delay

lines to feed the second delay. Inaddition, there is asummer stage which takes outputs from both

delay lines in addition to the current sample, scales and sumsthem with a final output OTA to

form the output signal. Because these are basically similar structures, their design wiU be dis

cussed as a group.

4.10.2 Input S/H Stage

The inputsample and holdstage shown in Figure 4.30is a fuUy differential S/H stage which

<>h$l *2,^

INPUT.

ICM

NMOS: 4/1.2)
PMOS: 9/1.2)

M1 M3

TD Cs CJ
♦l

M2 M4
(32/1.2j

9leariy

Figure 4.30 Input S/H Stage (1/2 Differential Circuit)

OCM

M5 ICM

OUTPUT

employs "bottom-plate" sampling to avoid signal dependent charge injection. During <|>]v the
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sampling switches are closed, and the input signal is applied across the sampling carjacitor, Cs.
The sampling switch, M2, isswitched by an "early" fa, oraclock that isasserted along with fa,
butis de-asserted slightly earlier. Note that opening M2 samples thesignal, foroneplate of the

capacitor isnottotaUy isolated. Because M2 always has the same source and drain voltages, ICM

or input common mode, thecharge injected from the channel due to M2 being opened is same,

regardless of the input signal. Thus, a signal independent sampling operation is performed.

Opening Ml then completes the sampling operation. During <J>2, M3 and M4 are closed, thereby

aUowing chargestoredin Cs to flow into the summing nodeof the writeOTA. Because the OTA

is configured as a charge transfer circuit, the charge in Cs is puUed out and transferred onto the

storage cell as described earlier in this chapter.

Note that the top plate of the capacitor is switched to OCM (output common mode) in this

case. This difference is necessary because the OTA used has unequal input and output common

mode voltages. It can beseen that if a "zero output" from the OTA is applied to the input of this

circuit (i.e. the absolute voltage equals OCM), then the output ofthis circuit isICM, orthe equiv

alent "zero" output as far as the input of the OTA is concerned. Thus, this circuit also acts as a

level shifter to compensate forthelevel shift introduced bytheOTA. Cascading of OTA and S/H

stages is possible without adverse effects from common mode level shifts using this technique.

However, care must be taken that the same reference voltage is used throughout the circuit.

Therefore, a central bias circuit is critical to successful operation of the circuit; mismatches

between the ICM voltages throughout thechip contribute to a fixed DCoffset Fortunately, the

nature of video processing aUows for a DCoffset to be removed easUy, andfor thisapplication,

the sensitivity of this technique to offsets is not an issue.

In addition to providing sampling, an extra transistor, M5 is introduced to clamp the OTA

inputs. Referring toFigure 4.9, it is evident that the OTA is unused halfthe time, namely during

fa. Moreover, there isnofeedback applied totheamplifier, and dueto random offsets, theampli

fier wUl saturate when leftdisconnected. Because theamplifier could possibly entera funny state

of operation, and take a long time to recover, allowing the amplifier to saturate is undesirable.

Thus,M5 serves to clamp the inputto ICM during fa. Simtiarswitches areused to shortthe dif

ferential outputs of the OTA together at the same time.

Transistors Ml and M3 are complementary switches, while M2, M4 and M5 are single

NMOS switches. TheICM voltage is fairly close to thenegative supply rail, and hence, enough
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gate overdrive is supplied with the gates at Vpp such that there is sufficient conduction through

the channel if the source of the transistor is at ICM, as is the case with M2, M4 and M5. How

ever, the source voltage of Ml and M3 are not defined, as it represents the signal voltage. It is

possible that with high swings, the source voltage of Ml and M3 could be high enough to pre

vent a single NMOS switch from functioning. As a result, a complementary switch was used to

insure proper closure of the switch for aU conditions. Near minimum size switches are used to

minimize channel charge injection. However, M5 must be sized fairly large due to the large

amount of parasitic capacitance located at the input of the write OTA. A (32/1.2) switch is used

to insure that the inputs areclamped securely to the ICMvoltage.

Layout of the circuit is critical to insure matching of between the two differential halves and

with other components on the chip. RecaUthat the auxiliary capacitor scheme requires that the

input capacitor be twice as big as the storage capacitor. Two "unit" capacitors are arranged in

parallel so that the not only the areas but the perimeters are doubled to match capacitance due to

fringing effects. Dummy Poly 1 - Poly 2 structures are placed on the outside edges of the capac

itors to minimize the effect of a "bias" in processing.The entire capacitor arrayis covered with a

Metal 2 shield to prevent stray fields from affecting the input signal. Finally, a grounded weU

with a ohmic substrate ring is employed to reduce the effect of substratenoise coupling.

4.10.3 Intermediate S/H Stage

This stage is essentiaUy identical to the input S/H stage described above, and is used between

the two delay hnes. As with the input S/H, the storage capacitor is double size to provide the

extra charge that wiU be thrown away in the auxUiarycapacitor.Clocking, layout and interface to

this circuit is identical to that of the input S/H stage.

4.10.4 Output Scaling and Summing Stage

This section serves to take the signals that represent vertically aligned samples of a video

signal, scale them and sum them to yield the desired signal. Recall that the idealized transfer

function of a 2H comb filter is:

H(z) = 0.25z"2-0.5z_1 +0.25 (4.8)

Because the gain through the delay lines is nominaUyunity, the output stage must first scale each

signal (zero delay, IH delay and 2H delay) appropriately and sum them together. The circuit is
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designed in a fashion very similar to that of the input S/H, but with three sets of inputs, sampling

switches and sampling capacitors. Scahng of the signals is accomplished by altering the size of

the capacitors according to the desired coefficient. Again, a set of unit size capacitors are used to

insure that a high degree of matching is achieved. During the output clock phase (fa), the charge

in all three sampling capacitors are transferred using an output OTA to form the output. A signal

inversion for the IH delayed signal is accomplished by cross coupling the differential signals.

4.10.4.1 Effect of Mismatch in Scaling and Non-Unity Gain in Delay Line

It is important to discuss the effects of a mismatch in the scahng capacitors, as they would

affect the overaU transfer function obtained. The effects caused by non-unity gain through the

delay line as a result of finite OTA gain can also be lumped in with the capacitor mismatch as a

source of "coefficient error." In order to analyze the effect of such errors, it is necessary to inves

tigate the transfer function given in (4.8) more closely. SpecificaUy, non-ideal coefficients wiU

affect the stopband performance of the filter—in this type of filter, zeros are formed by cancel

lation of the weighted signals. Any deviation in the coefficients wiU result in incomplete cancel

lation with resultant loss of attenuation. Thus, the overaU comb filter notch depth is most

severely affected by the matching of the gain through the delay stages and the weighting capaci

tors.

Consider a generalized three tap FIR filter with tap coefficients A, B, and C. The resulting z-

transform transfer function is given by:

H(z) =A +Bz_1 +Cz~2 (4.9)

The magnitude squared response of such a filter is given by:

|H(ejfflT)| = [A +BcoscoT +Ccos2©T]2+ [BsincoT +Csin2coT]2 (4.10)

The zeros of such a filter will be located at:

-B±Vb2-4AC
2A

(4.11)

The locations of the zeros determine the frequency response, especiaUy that of the stopband —

there are three distinct cases to consider:
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(1) The argument inside the square root is greater than zero. Then, there are two real

zeros, on either side of the point (-1,0) in the z-plane at a distance determined by the

argument inside the square root (Figure4.31 (b)). If the goal is to place a double zero at

the frequency corresponding to half the sampling rate, then minimizing the argument,

B2~4AC iscritical, the tap weights for the prototype comb filter nominaUy have aratio of
1 : 2 : 1 (A .• B : Q; thus, if the product AC is less than one, real axis zeros wiU occur.

This is especiaUy undesirable as the frequency response wiU contain no zeros. A reduc

tion as small as one percent in the values ofA and C with respect to B causes a reduction

in the notch depth from infinity to -46 dB, with a corresponding worsening of the

response at other frequencies.

Im{z} lm{z}

Re{z} efe

Re{z}

Figure 4.31 (a) Ideal Double Zero at (-1,0); (b) Real Axis Zeros;
(c) Complex Zeros on Unit Circle; (d) Complex Zeros off Unit Circle

Re{z}

Re{z}

(2) The argument inside the square root is zero. This is the ideal situation, with a double

zero, giving the classical second order "cosine" filter (Figure 4.31 (a)).
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(3) The argument inside the square root is less than zero. Complex zeros wiU result,

given by:

Re{z}=l5 (4.12)

T r , V4AC-B2
{Z} =± 2A (4*13)

Two sub-conditions then exist. If A andC are essentiaUy equal,then the zeros wiUlie on

the unit circle, as the sum of the squares of the real and imaginary parts of the zeros

equals one (Figure4.31 (c)). Otherwise, the complex zeros wiUhe off the unit circle at a

distance proportional to the ratio of C toA (Figure 4.31 (d)). Complex zeros lying on the

unit circle are actuaUy advantageous, as it gives two nuUs in the response of the filter,

spread slightly apart in frequency, with a zone of high attenuation in between. This

results in a higher degree of separation of the Y and C components than in case (2)

above. The same holds true to some extent with complex zeros off the unit circle, with

the caveat that the nuUs wiU no longer be true zeros. However, the effect of mismatches

is lessened, as the error is distributed betweenthe real andimaginary components of the

zeros. A one percent error results in nuUs of -63 dB, compared with -46 dB as was the

case with real zeros (Figure 4.32).

The conclusion of this analysis is that complex zeros are much preferred to real zeros.Thus, an

error such thatcoefficients A and C becomeslightly greater than ideal asopposed to slightlyless

wiU provide the greatest immunity against coefficient mismatches.

4.10.4.2 Compensation of Mismatch in Coefficients

Given the results from the previous section, it highly desirable to skew the coefficients such

that the ratio wiU nominaUy become (1.01 : 2.00 :1.01). Considering the signal path of the cir

cuit, the final outputsummerhas three inputs, thatof zerodelay, one of IH delay andone of 2H

delay. The two sources of coefficienterror are non-unity gain through the delay stage, and scal

ing capacitor mismatch. The first effect is to a degree deterministic — negating capacitor mis

matches between Cs and Cj in the delay stage, the non-infinite voltage gain of the OTA wiU

cause an error which is given by (4.5), which shows that in this case, there wiU be a reduction in

gain of approximately the ratio of CP/A0L to C/. The OTA canbe expected to have a minimum
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Figure 432 Frequency Response of a (1:2:1) FIR Filter as a Function of Coefficient Mismatch

Aql of approximately 1500, while implies a shghtiy less than 1 percent gain loss through the

delay hne.

This loss in the signalcanbe easilymadeup by adjusting the size ofCf,however, in the pro

totype, was not done. Therefore, based on just the gain loss, the effective gain at the input to the

output summer is (1.00 : 0.99 : 0.98), which implies final tap coefficients of (0.25 : 0.495 :

0.245). Although these are not ideal tap coefficients, analysis of the previous section shows that

it wiU stiUresult in a double zero — however, the filterwiU not be linear phase, and wiU exhibit
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a narrower stopband compared with the ideal case. Since the effect is minimal, modifications to

the circuitry to compensate for the lost gain in the delay stages were not made.

The second sourceof errors is random and is the resultof mismatches in the capacitors, both

in the delay lines and in the output summer. While they areindependent of each other, the effect

is the same, in that they both affect the integrity of the coefficients in the final filter function.

While carehas been taken in the layout of the output scalingcapacitors, a random errorof 0.3%

can be expected with the unit capacitor size used in the output summer (22pm x 22 pm). Similar

sized capacitors areused for Cs and Cj in the delays. Under worst case conditions, a 0.3% error

wiUoccur in both the line delays and in the summer. Various combinations oferrorsare possible,

but the set which most accentuates potential problems is the one which causes the zeros of the

FIR filterto spht and he on the real axis. Based on the 0.3% errorband for each set of capacitors,

the worst case set of final coefficients is (0.250 :0.503 :0.250). This wiU result in a notch depth

of 50 dB, rather than the theoretical infinite notch. As a figure in excess of 30 dB is considered

adequate, steps to diminish these non-idealities were not pursued.

4.11 Output Buffers

One of the great advantagesof implementing this filter function in a standard analog CMOS

technology is that the circuit can become a partof a much largerVLSI signal processing circuit.

Such was the intent with this circuit; the circuit concept and design made no efforts to drive sig

nals to the outside world. It is intended in a real application that the output of this circuit will be

processedby a on-chip chroma demodulator and matrix. However, in the interests of testing this

chip with minimal downstream processing, a method of observing the output of the filter from

the outside is necessary.

Because this the output of the circuit is sampled dataanalog, an accuratebuffer circuit capa

ble ofdriving tens of picofarads of stray capacitance to video rates is necessary. In the interest of

simplicity, a simple source foUowerbased buffer is used. Because of the inherent non-linearity of

source foUowers due to the body effect, a PMOS device was used as the output device to aUow

the source of the device to be tied to the bulk through an isolated n-weU. While this presents a

fairly large capacitive load to the device, compared with the capacitance of extemal loads, the

added penalty is minimal compared with the gain in linearity.
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To further improve the linearity, a feedback loopwith a simple gmr0 amphfier is usedto lin

earize the circuit and stabUize the gain. This simpleamplifier with a gain of approximately 30V/

V is expected to reduce the nonlinearities of the bufferto weU under 1 percent. The circuit dia

gram of the buffer is shown in Figure4.33.

VDD=5V

All device lengths = 1.2um3
BIAS1 M6(W=2400) B|AS2 _ M1 (W=1960)

OUTPUT

(WW
R = 30Q

M2.3 (W=980) K
M7 (W=2400) M 4,5 (W=490)

VSS r h
Figure 4.33 Circuit of Output Buffer Circuit
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INPUT
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y- M8,9(W=5)

The buffer is a single-ended circuit; two identical stages are used to buffer each half of the

differential output. While this means that the outputs are not truly differential, due to the hnear

nature of the outputbuffer, commonmode signals are transmitted through the buffers. This wiU

aUow external reconstruction of a single-ended equivalent of the differential signal with full

rejection of common mode noise. The output driver, M7, is biased with sufficient current (set

extemaUy) to drive the capacitance at the output. An output resistance of 30 ohms is used to

decouple the load capacitance, preserving stability. The two bias voltages (BIAS 1 and BIAS 2)

are generated by forcing external currents into diode-connected devices of equal size. This

aUowstailoring the characteristics of the amphfier to the load, which is a function of the extemal

circuitry connected to the chip.

M8 and M9 form a complementary switch which takes acts as an output sample and hold.

This is included as the signals present within the chip are of the retum-to-zero (RTZ) form. If an

output sampling process were not included, the RTZ waveform would have to be replicated at

the output resulting in large signal swings regardless of the frequency of the output waveform.
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By sampling the signal, the RTZ waveform can be converted into a zero-order hold waveform

which reduces, on average,the magnitude of the signal swings. In addition to reducing the power

dissipation in the output drivers, this also reduces the amount ofnoise coupled into the substrate

from the output drivers back into the analog circuitry.

The sampling clock is timed to close a short period after the settling cycle begins. At the start

of <j>2, the OTA which producesthe output signal is beginning to settle. As the signals within the

circuit are RTZ, the first portion of the settling period is spent bringing the output from zero to

near the final voltage. Delaying the closing of the switch prevents the output from attempting to

track the first partof the settling curve. The switch is timed to close roughly two time constants

after the beginning of the settling cycle, and opens at the end of the settling cycle, so that the out

put of the buffer holds the final value for that clock cycle. This delayed clock is produced by a

circuit very similar to that shown in Figure 4.18.

4.12 Clock and Address Generation

4.12.1 Introduction

The clocking philosophy of this circuit is to use a single two phase non-overlapping clock

throughout the chip. The reasons for this aretwofold: first, no complex clock generatoris neces

sary to produce all the clock edges and keep the edges in order, and second, during the sensitive

settling period, there are no clock transitions to inject noise into the circuit. This simple clock

scheme is possible because aU events that need to occur in the circuit are synchronous. AU reads

from the outside (input sampling), and reads from both delay hnes occur during fa, while all

writes to the delay lines and the output buffers occurduring fa. CeU selection, which occurs after

fa and before <|>lf adds the only degree of complexity to the clocking scheme. Cell selection

should be complete priorto a read attempt and deselction should not occur priorto completion of

a write. Clocks on the chip are separated into two groups, the analog clocks which control the

OTAs and sampling switches, and the address generation clocks, which govern cell selection.

The intent is to use a single extemal clock to drive both groups — however, to aUowexperimen

tal adjustments, the two groups are driven separately and an adjustable delay is incorporated on

chip to aUowthe relative phase between the two clock to be adjustable in roughly 1 ns steps.
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4.12.2 Analog Clock Generation

The analog read/write section of the circuit requires a two phase non-overlapping clock of

both polarities plus some early versions of these clocks. Early clocks are asserted at the same

general time astheequivalent "regular" clock, and share thesame asserting edge. However, they

are deasserted shghtiyearher than theregular counterpart such that theearly clockis completely

deasserted prior to thedeassertion of theregular clock. The purpose of this is to facUitate a signal

independent charge injection samphng scheme, commonly known as bottom plate sampling and

discussed earher in this chapter.

Assurance that clock edges are non-overlapping is essential to prevent leakage of charge

which would corrupt the signal. While gate delays can beused to implement the proper order of

clock edges, the result is heavily dependent on the load presented to each clock line. Thus, a

closed loop approach to generating a non-overlapping clock is used. Two cross coupled NOR

gates in conjunction with an inverter string are used to produce the requisite clock edges. The

CLKIN

O

All device lengths =1.2 um. Unit inverter PMOS width = 114 \un, NMOS
width = 62 pm. NOR gatePMOS width =500 um, NMOS width =240 um.

Figure 4.34 Non-Overlapping Clock Generator

circuit of Figure 4.34 takes as ininput asingle 50percent duty cycle clock at4fsc, and generates

aU the clocksrequired by the analog section of the chip. Use of the cross coupled NOR insures

that the two clock phases are non-overlapping — two additional inverters are used in the feed-
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back loop to add additional delays to insurenon-overlapping edges.T\vo additional invertersare

used at the outputs of the NOR to provide the delay for the early clock.

In addition to providing the early clock, the two inverters shift the time-axis such that the

internal clocks are delayed with respect to the external clock input. This is important as it gives

time for the ceU selection circuitry setup time to complete addressing of the ceUs. The fact that

the early clock is asserted shghtiy earher is not an issue, as the earlyclock is used only for the

sample-hold stages which aredisjoint from the storage cells.

Simulations prior to fabrication of the circuit showed that adequate margins were obtained

with the circuit as shown. As clock loads are relatively constant within the circuit, no further

steps were taken to insure clock integrity.

4.12.3 Cell Selection and Address Generation

The ability to access each ceU individuaUy within a 2-D storage array requires that some

methodof row-column decoding be performed withineachceU. As stated earher in this chapter,

each ceU contains circuitry to connect the ceU to the analog signal busses when both its row and

column accesslines areasserted. The task of producing the signalsto properlyaccessthe desired

ceU to perform the delay hne function is thatof the horizontal andvertical address generators.

The general scheme of address is to choose a row, and access each ceU within the row in

order, incrementing the row when the last ceU is reached. This is repeated until ah rows have

been accessed, when the cycle repeats. This implies that a relatively fast horizontal address gen

erator is needed, while the vertical generator need only switch at a relatively low frequency.

However, because the time avaUable for row changes is the same as that for a horizontal ceU

change, the transitionmust be fast (~ 1 to 2 ns), though the frequency of the transitions is quite

low (-220 KHz).

The relatively large capacitive load on both the horizontal and vertical access hnes imphes

that large clock drivers are required to achieve sharp transitions. Moreover, the row access line is

also used by the row multiplexers to determine which row is active, thus the load due to that

logic is added to the load presented by the array itself. From layout and extraction, the estimated

loads on the horizontal address generator (column select) is about lpF, while the load on the ver

tical address generator (row select) is about 2.5 pF.
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Both horizontalandverticaladdress generators are implemented as shift registers, connected

in a circular fashion. A single "1" bit is injected at the start with a reset circuit, the remainder

being "0"s, with the digital clock moving the "1" from column to column. In a similar fashion,

the verticalshift registers operate in the sameway, but are clocked with an incrementsignal gen

erated when the horizontal shift register reaches the end of the row. The design of the two shift

registers are slightly different, mostly due to a change in design philosophy made partway

through the chip layout. The horizontal shift register uses the classical two phase non-overlap

ping clock design, while the vertical shift register utilizes a true single clock phase (TSCP)

scheme [Yuen, Svensson 289]

4.12.3.1 Horizontal Shift Register

The horizontal shift register consists of 65 stages, of which 64 are body ceUs. The circuit is

fed with a two phase non-overlapping clock of both polarities (4 clock lines), and was chosen

over competing designs due to is compactness and robustness. A slight modification is made to

aUow for resetting the shift register bank. Because it is critical to have identicaUy one activecol

umn atatime, a reset circuit is usedto force aU butoneoutput to zerouponpower up. Each body

ceU forces a zero when the reset line is asserted. The remaining "head" ceU forces a one upon

assertion of the reset signal. Thus, a single "1" bit is propagated down the shift register.

FROM PRIOR
BODY STAGE

"RESET

<h»<h

TO COLUMN
SELECT DRIVER

TO NEXT
BODY STAGE

TO COLUMN
SELECT DRIVER

Figure 4.35 Schematic ofHorizontal Shift Register Body Cell

Figure 4.35 shows a diagram of the "body" ceU, and shows the modification made to the stan

dard two phase clocked shiftregister for reset purposes. The inverter in the first stage is replaced

with a NAND gate with one input tied to the RESETline. NormaUy high, this line, when low

forces the outputof the body ceU to be a zero, regardless of the prior inputclocked in. Thus, it

allows setting aU outputs of the shift register to aknownvalue forreset purposes.



128 Prototype Comb Filter

The head of the shift register is shghtiy different, in that the NAND gate is replaced with a

NOR gate with an inverting input connected to the RESET line (Figure 4.36). Inspection shows

RESET

FROM END OF ..
SHIFT REGISTER*'

<h»<h

TO COLUMN
SELECT DRIVER

TO NEXT
BODY STAGE

TO COLUMN
SELECT DRIVER

Figure 4.36 Schematicof Horizontal Shift Register Head Cell

that when thereset line is asserted, theoutput of theceU is forced to be a"1".Thus, in conjunc

tion withthe bodycells, this insures that a"1" is placed atthe first column and zeros are placed

in all other columns.

The outputs of the shift register are used to drive the column select drivers which are used to

drive the bushnes in the array. Because the two arrays are clocked synchronously, a single hori

zontal shift register is used to drive two drivers, one for each storage array. The timing of the

driver output is critical to insure thattwo cells are notactivated atonce. Thus, aone-shot delay is

incorporated in the driver to aUow the previousceU to completely deselect.

Earlier in the design process, a method which took the input from the previous driver to

detect that the prior selection was deselected was used. While this method is in a sense more

robust in that it looks at the actual logic level of the previous column select line instead of

depending on gatedelays, it was not used fortwo reasons. First, andmost importantly, the circuit

added delays to the driverwhich upset the timing required at the end of the write cycle, and sec

ond, it restricted ceU accesses to a sequential pattern. FinaUy, it added complexity at the begin

ning and end of the shift register.

The final drivercircuit(Figure 4.37) utilizes scaled inverters to drivethe large parasitic load

and uses two long channel inverters to provide the delay. Because the sense of the ceU decode

logic requiresan inverted column select, the additional inversionis providedas partof the driver:
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Figure 4.37 Column Select Driver Schematic

The overaUlatency of the driver provides enough time between the external clock edge and the

ceU selection waveform to give the analog circuit ample setup time.

4.12.3.2 Vertical Shift Register

The vertical shift register makes use of the TSCP logic style. Because the vertical shift regis

ter is clocked each time the "1" bit in the horizontal shift register returns to the head ceU, a sim

ple clocking mechanism is preferable to the two phase, non-overlapping scheme used in the

horizontal shift register. In return for increased complexity and areain the logic, instead of four

waveforms, only a single waveform needs to be generated by the row increment logic.

The body ceU of the vertical shift register makes use of the basic TSCP latch, with the first

inverter replaced by a TSCP NAND gate as with the horizontal shift register as shown in

Figure 4.38. The head ceU differs, just as in the horizontal case, in that the NAND gate is

replaced by an inverter and a TSCP NOR gate. Thus, upon assertion of the reset line,- a "1" bit is

placed at the first row, while zeros are forced on all other rows.

As with the horizontal shift registers, the output of each body ceU provides input to a buffer

which drives the large load presented by the array. BuUt into the row driver is a lockout mecha

nism to prevent selection of two rows at the same time. While not used in the horizontal case, it

was included here to provide an extra margin of safety against process variation (both device

speed and parasitics). Using simple combinatorial logic, it looks at the final output of the previ

ous row, and does not aUow the current row to be asserteduntil the previous row is fuUy deas

serted (Figure 4.39). Although the two storage arrays areclocked synchronously, each array has

its own shift register due to layout considerations.
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Figure 438 Vertical Shift Register Body Cell Schematic

FROM SHIFT
REGISTER

N=5.2
P=8.o

N=8.8
P=13.4

FROM PREVIOUS BUFFER

N=20
P=39

TO NEXT BUFFER

AN=80
P=156

ALLL=1.2

•TO ARRAY

Figure 4.39 Row Buffer Schematic

4.12.3.3 Row Increment Logic

When the logical "1" bit is propagated to the end of the horizontal shift register, it is returned

to the head ceUto repeat the pattern.When the "1" bit is returned to the head ceU, a logic signal

is applied to the row increment circuitryto generate the clock for the vertical shift register. This

signalthen increments the position of the "1" bits in the vertical shift registers. The signal which

is returned is logicaUy ANDed with the fa clock, to provide a clock signal which wiUresult in a

row change at the end of the currentwrite cycle and before the next read cycle. Buffers are pro

vided as the clock loads arequite largedue to the largemetal line area. The circuitry itself is very

simple due to the use of TSCP logic in the vertical shift register. Earlier designs using the two
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phase non-overlapping clock scheme required complex logic to generate the four clock signals

necessary to effect a bit shift The row increment logic is shownin Figure 4.40.

FROMHORIZ. _
SHIFT REGISTER
END

ALL L=1.2. GATES MINIMUM UNLESS SPECIFIED.

CLOCK FOR

N=24 4 N=24 4 VERTICAL SHIFT
p=io.6 p=35.8 REGISTER

N=48.8
P=71.6

Figure 4.40 Row Increment Logic Schematic

4.12.3.4 Row Reset Lockout Logic

Special care is required to prevent two rows from being selected at once, or more specifi-

caUy, an access being made to the storage array during the row change. Accessing a ceU when

more thanone row is asserted wiU result in charge sharing anddata loss. As the delayincurred in

changing the rowsis a function of parasitics and device speed, and is process dependent, a posi

tive lockout mechanism to prevent the above is implemented. WhUe most column select drivers

are connected directly to the horizontal shift registeroutputs as outlined above, the driver to the

first column is connected through the lockout logic.

The lockout logic wiU aUow the first column select to be asserted only after the row incre

ment logic has successfuUy propagated a row change instruction to the vertical shift registers.

The "1" bit is propagated in the vertical shift register on the falling edge of the clock. Thus, a

chain of inverters provides a delayed version of the vertical shift register clock. This is then

ANDed with the column 1outputof the horizontal shift register to provide the drive to the buffer

stage. By doing this, the chanceof a false accessduringrow transitions is minimized.

A sideeffect of this system is thatthe time avahable for ceU reads during the first columnis

slightly less than that for the othercolumns. This is a potential problem of fixed pattemnoise.

While this is highly objectionable, a dual row access is a fatal error and the risk of injecting a

smaU degree of fixed pattern noisewasjudged to be acceptable to insure proper operation of the

circuit.
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Figure 4.41 Row Reset Lockout LogicSchematic
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4.12.3.5 Power On Reset

Circuitry to insure that the address generators are in a known state after power up is required

to insure that only one ceU per storage array is selected at any one time. This is accomplished as

described above by asserting the RESET hne upon applicationof power to the circuit. This hne

must be deasserted at the proper time in the clock cycle to insure properoperation. Circuitry to

accomplish this is provided by the power on reset logic.

The upper portion of the circuit (Figure4.42) is used to produce the reset signal for the hori

zontal shift register. The circuit produces a reset pulse which is exactly one clock period long

timed to coincide with the horizontal shift register independent of the length ofthe extemal reset

signal.This is required so that the "1" bit which is placed at the head of the shift register is prop

erly propagated on the next clock cycle.

Simharly, a simUar mechanism is provided by the lower half of the circuit for the vertical

shift register. This takes input from the horizontal reset circuit and the clock for the vertical shift

register to produce a reset signal for the vertical shift register which is exactly one row period

long. Both circuits reset on their own and do not depend on any gate delays to provide the needed

signals.

4.12.3.6 Digital Clock Generation

The purpose of the digital clock generator is to provide the two phasenon-overlapping clock

for the horizontal shift register. AU other clock edges necessary for address generation are
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Figure 4.42 Shift Register Reset Circuit Schematic

derived from these two signals as described above. The strategy for accomphshing this is very

similar to that used for analog clock generation. Cross coupled NOR gates (Figure 4.43) areused

to generate the non-overlapped clocks; however, the overlap time is minimized by eliminating

unnecessary inverter delays, as a slight leakage in the shift register does not cause irreparable

harm to the circuit Large clock buffers areused to drive the large loads presented by the hori

zontal shift register. The large load is due to both the long metal lines and the large number of

gates driven by the clock hne.

4.13 Circuit Layout

The layout philosophy of the circuit was to minimize the possibility of digital clock noise

from upsettingcritical analog signals. Bottom plates of capacitors and long analog signal lines

are shielded with grounded substrates. The substrate connections of the digital gates are con-
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Figure 4.43 Digital Clock Generator Schematic

neaed to their own supply lines in an effort to prevent the noisy digital power supphes from

injecting noise into the substrate. The floorplan of the circuit foUows the pictorial block diagram

given in Figure 4.2 very closely, with the digital clocks at the left of the circuit, the storage ceUs

in the middle, and the analog circuitry to the right of the chip. Ample supply connections are pro

vided at all points of the circuit. Separate supphes are provided for digital, digital substrate, ana

log, output buffer and pad ring. Figure 4.44 shows a high-level layout of the prototype circuit.

ESD protection is afforded through the use of back biased diodes enclosed within a double

guard ring. Series resistance was not used to prevent any degradation of frequency response.

Pads connected directly to a large area source/drain diffusion do not contain ESD diodes. Digital

input pads contain a buffer stage to insure that consistent edge waveforms are applied to aU

points in the circuit, and to compensate for any signal level mismatch.

Probe pads are attached to critical lines such as clocks, bias voltages and OTA inputs and

outputs to aUow troubleshooting of the circuit if necessary. In addition, it provided a means to

monitor the bias voltages and internal circuit waveforms.

Tb avoid problems stemming from voltage drops in the power supply lines, very wide metal

hnes are used for the analog power supply. The computed supply drop is less than 2.5 mV.

Because of the large area consumed by the bus lines, large bypass capacitors are fabricated
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Figure 4.44 Prototype Chip Floorplan

underneath the metal lines. These capacitors are used as supply bypass for the OTAs, and are

also connectedto mostbias hnesto provide anextra degree of damping.
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CHAPTER 5

Experimental Results

5.1 Introduction

The prototype circuitdescribed in the previous chapter has been fabricated using the 1.2mm

n-weU Orbit Foresight™ [58] process. Fifteen devices were fabricated, of which sixwere tested

to produce theresults reported here. A smaU layout error in the Metal 2 layerprevented complete

operation of the circuit as originaUydesigned. Of the 15 devices fabricated, three failed DC test,

with excessive supply current. The layout errorprevented operation of the read OTAs for both

storage arrays. Of the remaining 12 chips, six were chosen on the basis of good experimental

results found by monitoring the waveform at the outputof the first OTA via probe pads. These

six were then "repaired" by use of a focused ion beam to correct the error. Subsequent to this

step, all six circuits functioned fully with no furtheradjustments.

This chapter wiUdescribe the test circuitused, and wiUreportthe measured resultsobtained

by testing these six circuits both electricaUy and by visual inspection of the resultant video

image.

5.2 Test Fixture

The prototypecircuitis requires a fairly simpleinterface. Requiredinputsignals are adiffer

ential video input signal, a 4/5C clock, a reference bias current, an optionalexternal OCM refer

ence voltage, and a 5 volt supply. Two 3-bit digital control signals are used to adjust the time

offset betweenthe digital and analog clocks for experimentation. The circuit produces two dif-
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ferential analog voltages, one representing the comb filter output, and one representing the out

put of the first hne delay (delayed composite).

The test fixture, in addition to supplying the above signals, must perform the single-ended to

differential conversion at the input to the chip, the inverse operation at the output, and output

waveform reconstruction. Moreover, a means to derive the luminance signal from the delayed

composite and chrominance signal is implemented. Finally, the test fixture provides several inde

pendent, regulated and filtered power supplies for use within the test fixture and to power the

chip itself.

The test fixture assumes that a 75C1 single-ended lVp.p composite video wiU be applied to

the input The input is then scaled, and a DC restoration performed to clamp the sync tip level to

a known value. A single-ended to differential conversion is then performed using a discrete dif

ferential amplifier, which also sets the common mode voltage to that appropriate for the chip

under test.

+5V

Capacitances inmicrofarads.
MCI4576 is a self-contained gain of 2 video amplifier.

Figure 5.1 Test Fixture InputCircuit

U2
1/2 MC14576

ToS/Eto
Diff.
Converter

The circuit for the input side of the test fixture is shown in Figure5.1. A 75C2 resistor is used

for termination. R2 sets the amplitude of the signal to be used. Ul acts as a buffer to drive the DC

clamp formed by C2, R6, Dl and R7. The clamp operates by forcing the most negative voltage

of the input waveform to be a diode drop from the voltage formed by R7. Because the sync tip is

the most negative voltage of a video signal, and is consistent, this circuit performs the function

weU and has a wide bandwidth.
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After the signal is DC clamped, it is then buffered by U2 to drive the single-ended (S/E) to

differential converter (Figure 5.2). The circuit is comprised of a set of matched transistors form

ing a current source and a differential amplifier. An adjustment for offset (R13) and output com

mon mode (R8) is available for trimming. The current source is a integrated PTAT device

(LM334). The outputs are taken from the coUectors of the differential pair and are fed directly to

+5V

Figure 5.2 Test Fixture Single-Ended to Differential Converter

the chip under test.

The two outputs of the chip are differential, and need to be converted back to a single-ended

signal for display on a video monitor. In addition, due to the sampled data nature of the signal, a

reconstruction filter is required to eliminate higher-frequency components. The output then

needs to be buffered to drive a 75Q load.

Filtering of the output signal is accomphshed using a pre-manufactured filter unit (TOKO

2722) which has a nominal \KQ impedance. Becausethe source foUower amplifier in the chip is

large, run with large bias currents, and enclosed in a negative feedback loop, source termination

of the filter is performed with a single 2KQ resistoracross the differential outputs. The ground
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terminals of the filter unit are tied together to form a virtual ground, and output termination is

accomplished with another 2Kft resistor.

Conversion of a differential signal back to a S/E signal is accomplished using a current sum

ming techniqueusing current mirrors(Figure 5.3). Here, eachsignal is fed into abaseof a emitter
+5V

Differential
Input (from DUT) To Secondary

Filter

OUTPUT

Figure 53 Test Fixture Differential to Single-Ended Converter Circuit

foUower (Ql, Q2). A current proportional to the voltage drop across R14 and R15 flows in each

leg of the circuit Q4 and Q5 form a current mirror, the resultant two currents are summed at the

node connected to the input of the final buffer amplifier. Q3 serves as a VBE multiplier and

adjusts the quiescentvoltageof at the bottom of R14, whichmust match the voltageat the input

of the amphfier(nominaUy ground).

Two of these differential to S/E circuits are contained within the test fixture, one for the

delayed composite output, one for the comb filter (chrominance) output. The secondary filters

are present to experimentaUy determine the effect of bandpass filtering the chrominance before

subtracting from the composite signal. Because the bandpass filter (TOKO 6276) adds group

delay, anequivalent delay is added asthe secondary filter in the composite channel.
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The single-ended outputs are then differenced to yield the luminance signal. Two difference

circuits are included, one to operate on the direct (non-secondary filtered) outputs, while the

other works with the bandpassed chroma. In most cases, the difference in performance between

the two is negligible — some variationwas noted in the comb notch depth measurement

The remainder of the test fixture consists of power supply regulators, bias current generators

and digital clock circuits which are of little interest. The entire test fixture is fabricated on a 4

layer printed circuit board with integralpower and ground planes for low-noise.

5.3 Measured Performance

Evaluation of the chip is divided into two parts: (1) electrical measurements with quantita

tive results, and (2) subjective visual measurements basedon the resultingimage on a high qual

ity video monitor.

The electrical measurements of interest are:

Comb Notch Depth @ 3.58 MHz

Composite Channel Frequency Response

Power Consumption

Dynamic Range (Random Noise)

Fixed Pattem Noise (220.3 KHz)

Full Scale Input Voltage

Linearity

Differential Gain and Phase

Measured results for the above parameters are summarized in Table I. These results are

representative of chips taken from three separate wafers from the same processing run. The tests

were conducted at room temperature and nominal supply voltage (5.0 VDQ. No attempt was

made to regulate the actual junction temperatureof the chip. Based on selfheating, it is estimated

that the actual operating temperature of the circuit is in the vicinity of 305K. The measurements

in the above table will be discussed individually in detail:
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Table I:Summaryof Measured Performance(T=25°C, VDD=5V)

Parameter Value

Comb Notch Depth @ 3.58 Mhz >28dB

Composite Channel Freq. Resp. ±1.1 dB@ 4.2 MHz

Power Consumption 170 mW

Active Area 11.7 mm2

Dynamic Range (random noise) >51dB

Fixed Pattern Noise (220.3 Khz) 0.2% FS (-55 dB)

Full Scale Input Voltage 2-6Vp)
Linearity better than 0.3%

Differential Gain less than 1%

Technology 1.2-pm Double Poly CMOS

5.3.1 Comb Notch Depth

This measurement reflects the effectiveness of the filter itself. The measurement is taken in

two ways. The first looks at the absolute depth of the comb notch by clocking the circuit at

exactly 4fsc and using a sine wave nearthe subcarrier frequency as input The input frequency is

then varied to determine the maximum attenuation. This provides a very good value, approxi

mately 35.5 to 36.0 dB. The second method uses the delayed composite channel and the chromi

nance output to form the luminance output. The maximum attenuationof the chrominance signal

in the resultant luminance signal is then measured. This value, which more closely represents a

typical applicationof the circuit results in a minimum notch depth of 28 dB.

Both values are shghtiy lower than expected, and can be attributed to several causes. First,

and foremost, the technique discussed in the previous chapter to skew the zero locations of the

filter was not done, mostly due to oversight As a result, the non-unity gain through the delay

hnes caused the filter zeros to be in non-optimal locations resulting in reduced filter efficiency.

The second cause is related, and is due to the mismatch in the capacitors used to weight the three

signals being summed inside the chip. As discussed in Chapter 4, the result of mismatch is
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reduced filtering action. Finally, the figure derived using the second method described above is

very sensitive to path matching between the luminance and chrominance signals. Because the

circuit depends on cancellation of two signals to remove the chrominance component, slight

variations in amplitude or delay can adversely affect this measurement. This measurement was

taken with both the bandpass signalpathandthe directsignalpath. Due to the groupdelay varia

tion between the bandpass filter and the compensating delay, the measurement was 2 dB worse

with the bandpass method, registering 26.3 dB. Using the direct path, the measurement was the

reported 28.2 dB.

5.3.2 Composite Channel Frequency Response

This measurement reflects any degradation in the signal as a result of passing through the

delay line. Because the delayed composite channel should ideally mimic the input expect for a

delayofexactly IH, acomparison of the frequency response betweenthis outputand the inputto

the chip is useful. The channel exhibited a typicalhigh frequency droop, probably as a result of

parasitic capacitances forming a unwanted low pass filter within the delay line. The measured

valueofdroop wasmanually compensated for sin xlx, as the outputofthe chip represented azero

orderhold. After compensating forthe droopinducedby the staircase output, the measured result

showed that the maximum attenuation at the NTSC bandedge (4.2 MHz) is 1.1 dB for allchips

tested.

5.3.3 Power Consumption

The DC powerconsumption of the chip wasmeasured by summing the current drawn by the

analog circuits andthe internal digital circuits and multiplying the by the nominal supplyvoltage

of 5.0V. Power dissipated by the paddriversandthe outputbuffers were not included in the com

putation, as they do not reflect the power dissipatedby the circuit itself. The measured value, 170

mW, alsoincludesthe powerdissipated in the analog biascircuit—if this circuitis incorporated

within a larger circuit, this bias could be shared, and hence, the power attributable to the circuit

would be lower, in the vicinity of 160 mW.

A significant portion ofthe power is dueto thedigital portion, drawn mainlyascharging cur

rents for the relatively large capacitive loads on the column selectlines. The digital drivers used

in the circuitwere designed very conservatively to obtain very fast transitions. Optimization of

these circuitscould result in some savingsof powerwhile maintaining properoperation.
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5.3.4 Dynamic Range (Random Noise)

This measurement reflects the noise present in the signal exclusive of any periodic signals.

The measurement is conducted by applying a flat field of 50IRE (half scale) as input and measur

ing the RMS value of the noise present at the output of the signal. The measurement was con

ducted using both a spectrum analyzer and an oscilloscope, and yielded a value of greaterthan

51 dB below full scale using both methods. This measurement is consistent with the 8 to 9

"equivalent" bit resolution expected for this circuit

5.3.5 Fixed Pattern Noise (220.3 KHz)

This measurement, made on a spectrum analyzer, determines the magnitude of spurious

noise with a periodic nature. Although a serial data path was maintained as much as possible, the

use of a two dimensional array and the accompanying switching of rows unavoidably injects

some noise into the signal. Noise due to the changing of rows will appearat l/14th the hne rate,

or 220.3 KHz.

The output spectra with a 50 IRE fiat field input showed components at multiples of 220.3

KHz as expected. The squareroot of the sum of the squaresof the firstthrough seventh harmonic

was down 55 dB (less than 0.2%) of full scale. No other significant periodic noise was observed.

Fixed pattem noise was also measured in a slightly different manner, using an oscilloscope.

The signal was AC coupled and a flat field applied.The oscilloscope was adjusted to magnify the

section of the trace representing the glitch due to fixed pattem noise. The amplitude of this noise

is then compared to the full scale output voltage. The magnitude of the glitch is observed to be

approximately 4 mV, which is 56 dB down from full scale. Thus, this measurement agrees well

with that obtained using the spectrum analyzer.

5.3.6 Full Scale Input and Linearity

These measurements are complementary, as the linearity of the circuit is a function of the

maximum signal applied. The circuit linearity was measured using both a 100 KHz and 1 MHz

sine wave at the input with the circuit clocked at 4fsc. A high-Q bandpass filter was apphed to

the output of the signal generator to remove spurious components which would affect the mea

surements. The output was observed on a spectrum analyzer, and the square root of the sum of

the squares of the first through fifth harmonics noted. In order to minimize any contributionof
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the external amplifiers or filters, measurements weretakenatthe input and the outputof the chip

using a differential probe. The final reported value represents the distortion added by the chip

itself. Measurements at 1 MHz are slightly skewed assinx/x and other factors affected the higher

harmonics. More meaningful results were obtained using a 100 KHz signal. Incidentally, this

represents a more realistic measurement, as most video signals do not contain large amplitude

high frequency signals. The distortion measurements werea sensitive function of the inputvolt

age when increased beyond 2.6 Vp.p. A distortion measurement of 50 dB below fundamental

was measured for ainput voltage of2.6 Vp.p, increasing to42 dB at 2.7 Vp.p.

This measurement also exhibited sensitivity to the OCM voltage within the circuit This is

expected as the OCM voltage indirectly determines the output swing available at the OTAs

within the circuit. These measurements were obtained using an external reference voltage

trimmed to maximize the input range. The internally generated voltage results in an input range

about 200 mV less than the values above.

5.3.7 Differential Gain and Phase

This measurement is a type of nonlinearity test [59]. Differential gain is the change in the

gainof the circuitat 3.58 MHz as a function of the average DC level, while differential phase is

the change in the delay of the circuit at 3.58 MHz as a function of average DC level reported in

degreesof the 3.58 MHz signal. This type of distortion is usually a resultof a non-linear capaci

tance such as a junction capacitance interacting with the circuit impedance to form a low-pass

network. As the value of the capacitance is a function of the DC value, the pole of the network

changes, and hence the gain and phase of the 3.58 MHz signal is altered.

Differential gain is measured using a signal known as a modulated ramp, which consistsof

40 IRE (286 mV) of a fixed phase chrominance signal superimposed on a slow triangle wave

whose value rises from zero to full scale in one hne period. Differential gain is the difference in

the chrominanceamplitude when observedat a zero and full scale DC voltage.

Measurements taken on the prototype chip showthat the differential gain is less than 1 per

cent, limited by measurement techniques. Similarly, the differential phase is known to be less

than 1.5degrees,but again is limited by the measurement technique. More precise measurements

using a vectorscope were not available at the time of this writing.
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Both the linearity and the differential gain/phase measurements are slightly suspect due to

the presence of the output buffer amplifiers on chip. Although enclosed within a negative feed

back loop, the gain of the forward amplifier is low, around 30 V/V. Thus, the amount of distor

tion cancellation available is limited. The source foUower in the amplifier has the source tied to

the well in an effort to reduce distortion due to body effect. Unfortunately, this introduces the

well-substrate capacitance into the circuit This capacitance is a fairly large valued, non-linear

capacitance which will interact with the output resistanceof the amplifier to form a DC voltage

dependent pole, which is the exact cause of differential gain and phase. The magnitude of error

contribution attributable solely to the buffer amplifiers is non measurable without destroying the

test device, as access to the inputs of the buffer stage is limited.

5.3.8 Active Area

Although not an electrical parameter, it is useful to note the active areaof the circuit and ana

lyze the relative area consumption of the various parts of the circuit The total active area,

excluding pads and output buffers is 11.7 mm2. This area is divided among four main areas: (1)

the storage arrays, (2) address generators, (3) analog read/write amplifiers and bias circuitry, and

(4) clock generation and power-on reset circuitry.

5.3.8.1 Storage Array Area

The storage array consists of 910 storage cells each 40 pm x 77 pm in area. Row multiplex

ers are added to each row at the right edge of the array. Tiling ofeach storage cell allows packing

of the cells without any extra area for routing. The row multiplexers include all the circuitry and

routing necessary for interface to the amplifiers, including the auxiliary capacitor circuit. The

resultant area ofeach storage array is3.425 mm2.

5.3.8.2 Address Generators

The horizontal and vertical address generators occupy the area surrounding the storage

arrays and feed cell access signals from two sides of the array. As with the storage array, each

cell of the address generator is tiled to match the pitch of the storage array. The combined areas

ofthe address generators is2.441 mm2.
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5.3.8.3 Analog Read/Write Amplifiers

Immediately to the right of the storage array are the row of amplifiers which comprise the

read/write circuitry to interface to the storage array. The five OTAs, bias generator, OCM gener

ator and S/H stages are all arranged in one long block surrounded by the two wide supply buses.

The area consumed bythis portion ofthe circuit is2.074 mm2.

5.3.8.4 Clock Generator and Reset Circuitry

The two clock generators and reset circuitry comprise the remainder of the active area. Each

clock generator has a 3-bit adjustable delay for experimental purposes whose areais not included

in this computation. Certain other miscellaneous circuitry essential to the operation of the circuit,

but too small tobe categorized individually are included inthis area figure of0.359 mm2.

Figure Figure 5.4 shows a photomicrograph of the circuit.

5.4 Functional Performance

Testing to insure that the circuit performs the function intended, in addition to meeting the

electrical specifications, is carriedout by applying an actualvideo signal to the circuit and noting

the output. The signal used for this test is known as EIA coloibars, and consists of vertical bars

of the primary colors plus all combinationsof the three primarycolors.The bottom portion of the

signal contains white, black and the subcarrier signal. This signal is appropriate for testing the

effectiveness of the Y/C circuit as it contains a staircaseluminance value, sharp transitions and

fully saturated colors.

Application of this signal to the circuit should yield a delayed composite signal at the one

output, and a pure chrominance signal at the other. Figure5.5 shows an osciUoscopephotograph

of the input signal on the top trace, and the output chrominance signal on the lower trace (vertical

scale arbitrary). As can be seen, the luminance component represented by the staircase DC level

is completely removed from the lower trace. Figure 5.6 shows a similar photograph, with the

derived luminance in the middle trace. Note the cancellation of the chrominance signal in the

luminance trace.

Further verification of the performance of the prototype circuit is carried out using real

images rather than laboratory test signals, and are discussed in the next section.
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Figure 5.4 Layout Plot of Prototype Chip

5.5 Visual Inspection

Selection of appropriate images to determine the effectiveness of the circuit falls into two

categories: (1) images that show gross impairment without comb filtering, and (2) images that

will accentuate faults in the circuit, especially fixed pattern noise. The first category is fulfilled

by images that contain a large amount of high frequency luminance. Most ordinary images con

tain only small areas of high frequency luminance. The impairments are visible, but are not of
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Figure 5.5 Input (EIA Colorbars) (top) and Chrominance Output (bottom)
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Figure 5.6 Input (top), Derived Luminance (middle), Output Chrominance (bottom)

enough area to accurately judge the performance of the comb filter. As such, the multiburst test

signal is used for this test. Multiburst consists of an all luminance signal with vertical bars con

sisting of various frequencies, one of which is subcarrier frequency. It is important to point out

that a luminance signal at subcarrier frequency does NOT make it a chrominance signal, for

although it has the right instantaneous frequency, it lacks the proper line to line phase inversion

between lines required of chrominance signals. NTSC decoders without comb filters however,
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make this exact error, and process the high frequency luminance signal as chrominance. This

results in a large areaof rainbow-like colors, which are a totally fictitious artifact due to the fail

ure of proper Y/C separation. Application of a properly functioning comb filter, on the other

hand, should treat the multiburst signal as pure luminance and route nothing to the chroma

demodulator.

Application of a standard NTSC multiburst pattem as input to the prototype chip results in

complete removal of cross color components when viewed on a monitor.This provides subjec

tive verification of the effectiveness of the comb filter. [Note: Because reproduction of the test

images in black and white would provide no meaning, they areomitted in this dissertation.]

The second category of images, those to find visual impairments, are best performed with a

real image, as opposed to an instrument signal. As the artifact most likely to contaminate the

video output of this circuit is fixed pattem noise, an image with large areasofmedium luminance

colors with little background patternis best. Fixed pattern artifacts areeasily seen in such images

as there is nothing to mask the impairment.

A test image meeting the above criteria was processed by the prototype chip. The results,

when viewed on a monitor, showed no impairments due to fixed patternnoise, nor was there any

evidence of distortion due to differential gain or phase. The overall noise floor was undisturbed,

indicating that any additive noise is below the noise in the originating source.

5.6 Additional Tests

Two additional tests were performed, mainly to determine the operating margins of the

devices. First, the circuit was operated at reduced supply voltages to determine the supply mar

gin. Second, the chip was operated with increasing clock rates until proper operation ceased.

5.6.1 Operation with Reduced Supply Voltage

The device under test was subjected to reduced supply voltages (both analog and digital) and

performance measured. As expected, the maximum input signal, and hence the magnitude of sig

nals within the circuit, was reduced as the supply was reduced due to saturation of the OTAs. The

circuit operated with reduced signal swing at room temperature with a supply voltage as low as

3.9 volts. Operation at lower supply voltages is probably possible with optimization of the OCM
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voltage. However, if low voltage operation is thedesign goal, aredesign of theamplifier is prob

ably in order. Nevertheless, successful operation a reduced supply voltages implies that a suffi

cient marginexists in the currentdesign.

5.6.2 Operation with Faster Clocks

This test complements the above test; the frequency of the reference clock is increased while

operating at the rated supply voltage of 5.0 VDC. Of particular interest is operation at 17.734

MHz, which is four times the subcarrier for PAL video signals. At this frequency, the circuit

operated as designed, although visual tests were notpossible due to lack of PAL testequipment.

However, a proper transfer function was verified via osciUoscope tests. Operation at increased

clock frequencies beyond 19 MHz results in reduced gain through the delay lines, presumably

due to incomplete settling by the OTAs. No attempts were made to determine the ultimate limit

of operation as non-unity gain through thedelay lines implies that a proper comb filter cannot be

constructed.

5.7 Future Modifications to Prototype Circuit

As onlyonerun of silicon was fabricated of theprototype circuit, noopportunities existed to

makechanges to the design based on measured results. Some areas warranting a closer look for

improved performance are:

Use of Class AB/B amplifiers with faster technologies to improve power efficiency of
the analog sections.

Investigate theclocking scheme of the analog section so that the same amplifier can
be used for bothwrites and reads. This would reduce the amplifier count by 40 per
cent

Implement changes totheoutput summer/sealer section to compensate for non-unity
gain in the delay lines.

Implement aring of dummy cells around theperimeter of thestorage arrays to insure
better matching of cells.

Change horizontal address generator to asingle clock phase circuit, thereby simplify
ing the digital clock generator.

Redesignoutputbuffers (if needed) to improve distortion and linearity characteris
tics.

Investigate low-voltage (3.3 V) operation of the circuit.

Determine the effects ofusing single-ended circuitry.
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In addition to the above, the obvious extensions to higher resolution and faster access times are

of interest. However, as shown in this dissertation, it is unlikely that resolutions in excess of 11

to 12 bits will be practical with analog techniques. Continued pressure from digital designs using

aggressively scaled technologies will continue to pressure the use of analog signal processing

techniques in the near future.

5.8 Conclusion

The measured electrical parameters, function tests and visual inspection of the resultant

video image all conclude that the prototype circuit performs as expected. The chrominance com

ponentof the signalis successfully separated from the incoming composite signalto avoid cross

color and cross luma effects that plague traditional NTSC decoders. Power and area figures sup

port the hypothesis that a properly designed analog circuit can perform this task in less power

and areathan an equivalent digital design [60]. The problems of fixed pattern noise which have

prevented analog basedsolutions from working properly havebeen mitigatedwith the serial data

path approach employed in this circuit. Noise performanceof this circuit shows that video rate

switched capacitorcircuits are viable at the 8 to 9 bit range, and that this resolution meets the

requirements for NTSC processing [61]. Finally, operation of switched-capacitor circuits with

large parasiticshas been demonstrated.
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CHAPTER 6

Conclusions

6.1 Summary of Research Results

This research shows that analog signal processing is both viable and potentially more effi

cient (using power and area metrics) than equivalent digital methods for a class of signal pro

cessing tasks, hi particular, there are fourmajorresults from this work:

1) An analysis of therelative performance of analog and digital signal processing technolo

gies has been undertaken. Based onthis, it has been concluded that considering onlythe

power and area of the actual processing circuitry, signal processing tasks with modest

(< 60 db) dynamic range requirements are more efficiently undertaken withanalog pro

cessingcompared to equivalent digital processing techniques.

2) A differential "Analog-RAM" circuit topology suitable for analog signal processing

tasks involving transversal filters withlong timedelays has beendeveloped. This circuit

demonstrates adynamic range in excessof50 dB andoperates with anaccess time of25

ns.

3) A prototype circuit which utilizes the Analog-RAM has been conceived, designed and

fabricated. Operating as a comb filter forNTSC video signals, the resultant circuit con

sumes less power and area than competing all-digital designs using a 1.2-pm CMOS

technology with a 5 volt supply. This circuit also demonstrates circuit techniques useful
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for the design of switched-capacitor circuits operating in the presence of large parasitic

capacitances.

4) The performance of the Analog-RAM based NTSC comb filter has been experimentally

evaluated. The resulting performance exceeded the requirements of consumer television

receivers in all respects.

6.2 Projected Performance in Scaled Technologies

Analog circuitry is often at a disadvantage in scaled technologies due to limitations from

thermal noise in the sampling process. Thus, it is important to project the performance of the pro

totype circuit described in this thesis with scaled technologies.

First and foremost is the effect of reducing the size of the samphng and storage capacitors.

Although the circuit uses capacitors in the 300 fF range, such sizes are not required to maintain

an adequate noise margin from thermal noise. If a projection to a low-voltage technology is

made, the signal swing within the circuit may be reduced significantly. However, even with a 0.5

volt (RMS) swing, to maintain a "9-bit" dynamic range, a capacitance of less than 10 fF is

required. This implies6peration with a0.2-pm gate length technology.

The limitation imposed on capacitor size within the circuit is that of the ratio of storage

capacitanceto parasitic capacitance. Thus, as the technology is scaled, the parasiticsaffecting the

circuit should also scale. Thus, it is anticipated the performance limitation of this particular cir

cuit with scaled technologies is that of parasitics, not thermal noise.

The effects of severe short-channel effects in the MOS transistors is less clearly defined. It is

known that the gain available in the amplifiers falls off as the channel length is shortened; thus,

additional measures to maintain the minimum required amplifier gain may need to be taken. The

reduced supply voltages available with scaled technologies will affect the analog switches in the

circuit — gate drive boosting circuits such as charge pumps may be needed to insure adequate

conductance in the switches. However, it is anticipated that this circuit could be redesigned in a

0.8-pm technology with no major changes—use of this faster technology may mitigate the need

for the auxihary capacitor circuit, thereby restoringthe immunity of the circuit to storage capac

itor mismatches.
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