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DQDB MAC Chip Datasheet

Frederick L. Burghardt Ting Y. Kao My T. Le

Abstract

This document describes an overview of The DQDB MAC Chip which
implements the Distributed Queue Dual Bus protocol and operates at
STS-3 or DS3 rate. The chip interfaces with 4 external units: the Seg
mentation and Reassembly Board, the Other MAC chip in the node, the
Physical Layer, and the Host.
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1 FEATURES:

• Implements Queued Arbitrated (QA) Functions of the Medium Access
Control(MAC) sublayer protocol of the IEEE 802.6 standard (Metropoli
tan Area Network)

• Operates at STS-3 (155.520Mbps) and DS3 (44.736Mbps) rates

• Implements Bandwidth Balancing protocol

• Allows pre-loading of bandwidth balancing and timeout constants

• Provides on-chip MID lookup table

• Provides Scanning function

• 8-bit interface with Physical Layer

• 32-bit interface with the Segmentation and Reassembly board

• Provides TTL compatible I/O

• Requires a single 5V power supply
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2 GENERAL DESCRIPTION

Throughout this document, the term MAC refers to the DQDB MAC Chip.

The MAC implements the Queued Arbitrated functions of the Distributed Queue
Dual Bus (DQDB) protocol according to the IEEE 802.6 (Metropolitan Area
Network) standard. The chip supports STS3 rate at a nominal clock speed
of 20MHz and was designed with 2.0 micron VLSI CMOS technology. It can
also operate at DS3 rate at a nominal clock speed of 6MHz. Because a MAC
is connected to only one bus, a typical DQDB node will have two MACs, one
connected Bus A and another to Bus B.

The MAC performs three major tasks:

• Receiving cells that are addressed to this node
When a new cell arrives, the Physical Layer signals the MAC by asserting
the NewCell input coincident with the first byte of the cell. The Physical
Layer then transmits data to the MAC at the rate of eightbits per clock
cycle.

The MAC monitors for cells with a Destination Address that matches its
own address, or for cells with a Message Identifier that has been marked
valid in the on-chip MID lookup table. Ifeithercondition is met, the MAC
will copy the cell.

To copy the cell, the MAC checks for errors, strips off cell header and
trailer, and passes the payload in 32-bit words to the Reassembly unit
of the Segmentation and Reassembly (SAR) board. In addition to data,
the CellBegin, CellFull, CellValid, and CellEnd flags are transmitted to the
Reassembly unit as status signals.

• Sending data to the Physical Layer
When the node has data to send, the Segmentation unit (on the SAR
board) asserts the SegSendReq signal. The MAC places the send request
on it's DQDB queue.

When the queueing counters indicate that sending ispermitted, the MAC
accepts 46bytesof data from the Segmentation unit in 32-bit words, adds
a header and trailer, andtransmits the new cell viathe Physical Layer at
eight bits per clock cycle.

Reception of the first word in each DQDB payload is acknowledged by
assertion of the AckSeg signal to the Segmentation unit.
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• Managing the local DQDB queue
The MAC fully implements the DQDB Queueing protocol.
The Request Counter registers outstanding requests for bandwidth. These
requests are made by other MACs on the same bus.

The Count Down Counter is loaded with the contents of the Request
Counter when the MAC receives a SegSendReq from the Segmentation
unit, and decremented each time an empty cell passes through the Phys
ical Layer. Sending is allowed when the Count Down Counter reaches
zero.

The Bandwidth Balancing Counter limits the number of consecutive cells
that can be transmitted.

DQDB queuemanagementrequires communication betweenthe two MACs
in a node. When the MAC on bus A (MACA) has data to transmit, it
sends a request for bandwidth to its companion MAC (MACB). MACB
then sets the Request bit of a cell on bus B, if that bit is clear. When
MACs on bus B downstream from MACB detect the set Request bit, they
signal the bus A MAC in their node to register the request in the bus
A Request Counter. In this way, MACs on bus A upstream from the re
questing MACA will allow empty cells to pass to satisfy the bandwidth
requirement.

This procedure is symmetric for bandwidth requests from MACB.
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3 CELL STRUCTURE

Header Payload

7 bytes 44 bytes

ACF NCI

ACF (Access Control field)• 8 bits

NCI(NetworkControl Information) - 32 bits

ST (Slot Type)-2 bits

MID(Message Identifier) • 10 bits

SN (Sequence Number) - 4 bits

PLL

PLL(Payload Length)• 6 bits

CRC (Payload CRC) • 10 bits

4 LOGIC SYMBOL

ST MID

CRC

1—I I 1 * *

CetWow

CeUFUD

CeOEnd

CeOVaM

ToSARP1:q
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5 PIN DESCRIPTIONS

PHYSICAL LAYER INTERFACE

FromPhy[7:0] (Inputs)

8 bits ofdata from the Physical Layer. Data is received at the rate of20MHz,
and is read while the CLOCK is high. The first byte of each cell should arrive
coincident with assertion ofNewCell (also from Physical Layer).

ToPhy[7:0] (Outputs)

8 bits of data to the Physical Layer. Data is either a retransmission of cells
received by the local node or transmission of local data in place of an empty
cell. ToPhy[7:0] is valid within a window surrounding the rising edge of the
CLOCK.

SAR INTERFACE

FromSAR[31:0] (Inputs)

32 bits of data from the Segmentation unit of the SARboard. Data is received
at the rate of 5MHz (internally generated clock), and is read while CLOCK is
high.

ToSAR[31:0] (Outputs)

32 bits of data to the Reassembly unit ofthe SAR board. Data changes value
after every fourth rising edge of the CLOCK. ToSAR[31:0] is synchronized to
the Reassembly unit with the CellBegin and CellEnd signals.

NewCell (Input, active high)

NewCell is used to indicate the arrival of a new cell from the Physical Layer.
NewCell should beasserted onthe rising edge ofCLOCK coincident with arrival
of the first byte of the cell.

CellBegin (Output, active high)

CellBegin is asserted on the falling edge ofCLOCK one-half cycle after ToSAR[31:0]
is stable. It indicates that the values on ToSAR[15:0] represent the first two
bytes of the cell payload. ToSAR[31:16] is invalid for the first word.
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CellFull (Output, active high)

CellFull is asserted at the same time as CellBegin if the following conditions are
met:

• The cell Destination Address matches the node address, or the MID table
entry is valid.

• The NCI is valid.

• The busy bit is set.

CellValid (Output, active high)

CellValid is asserted at the same time as CellEnd if the following conditions are
met:

• The payload length is correct

• The CRC is correct

• The CellFull signal was asserted at the start of the current cell.

CellEnd (Output, active high)

CellEnd isasserted on thefalUngedge ofCLOCK one-halfcycle after ToSAR[31:0]
changes value. It signals that ToSAR[31:16] represent the last two bytes of the
cell payload. ToSAR[15:0] is invalidfor the last word.

SegSendReq (Input, active high)

SegSendReq is asserted by the Segmentation unit when data is ready to be
transmitted. When the MAC detects SegSendReq, the value in the Request
Counter is loaded into the Count Down Counter, MACSendReq is asserted, and
the request is queued for sending when the proper DQDB queue conditions are
met.

Once a send request has been made, SegSendReq must not be asserted again
until AckSeq is received by the Segmentationunit.

For the first 32 bit word in each DQDB payload, the MAC reads only the low
half-word (FromSAR [15:0]), and ignores FromSAR[31:16].

AckSeg (Output, active high)

AckSeg is asserted on the falling edge of CLOCK when queue conditions have
been met for transmission of cells to the Physical Layer. FromSAR[15:0] is
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latched during the positive half cycle just prior to assertion of AckSeg. New
data is required at FromSAR[31:0] by the second rising edge following assertion
of AckSeg.

It is recommended that the initial half.word of each DQDB payload be held sta
bleat FromSAR[15:0] until AckSeg isasserted, sincethe time between SegSendReq
and AckSeg is not guaranteed.

MAC INTERFACE

MACSendReqln (Input, active high)

MACSendReq In is asserted by the MACon the opposite bus when it has data to
transmit. MACSendReqln is connected to MACSendReqOut of the correspond
ing MAC (on the opposite bus).

MACSendReqOut (Output, active high)

MACSendReqOut is asserted shortly after SegSendReq is asserted. The corre
sponding MAC (on the opposite bus) registers the request in a local counter,
and will set the Request bit of a cell passing on the opposite bus if that Re
quest bit is cleared. The local counter is decremented when a Request bit is set.
MACSendReqOut is connected to MACSendReqln of the correspondingMAC.

BusSendReqin (Input, active high)

BusSendReqin is asserted by the MACon the opposite bus when the request bit
of a cell passing on that bus is set. The MAC registers the request by increment
ing its Request Counter by one. BusSendReqinis connected to BusSendReqOut
of the corresponding MAC.

BusSendReqOut (Output, active high)

BusSendReqOut is asserted when the Request bit of a cell passing on the bus is
set. The Request bit indicates that a downstream node on the opposite bus has
data to transmit. This action queues the request in the corresponding MAC.

BusSendReqOut is connected to BusSendReqin of the corresponding MAC.
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AUXILIARY PINS

ExtAddrMatch (Input, active low)

ExtAddrMatch is asserted by an external address comparator when the desti
nation address in a BOM cell matches one of a set of addresses for the local
node.

ExtAddrMatch must be asserted before or at the same time as the 27th byte of
the cell, and held for two cycles.

Init (Input, active high)

Init resets the state of the MAC and begins a MID table initialization sequence.
The MID table initialization takes approximately 16,000 cycles. All entries of
the MID table are set to invalid.

Reset (Input, active low)

Reset puts the MAC in a known starting state, ready to process data.

Const (Serial Data Input)

Const is a serial data input used during the Counter Constant Loading process.
The first eight bits programthe Bandwidth Balancing Counter, and the second
eight bits set the period of the MID table time-out algorithm.

ShiftConst (Input, active high)

ShiftConst controls shifting ofthe serial data stream at Const. When high, data
is shifted with CLOCK, when low, there is no change.

Mode (Input, active high)

Mode switches the scan path between Scan mode and Normal mode. In Scan
mode, MAC state can be serially loaded at Scan In and serially read at ScanOut.
In normal mode (Mode = 0), the scan path is disabled.

Scanln (Serial Data Input)

Scan In is the MAC state scan path input.

ScanOut (Serial Data Output)

ScanOut is the MAC state scan path output.

Revision: 2.0



Bay Bridge

TP1

TPl monitors the status of the MID_table_valid interface signal between the
MID subsection and the MAC subsection. MID.table.valid (active high) indi
cates when the time stamp for a given MID is valid.

TP2

When in Scan mode, TP2 monitors an intermediate location in the scan path,
between the MID Table Control circuitry and the rest of the MACstate.

When in Normal mode, TP2 can be used as a status flag that is active (low)
when a valid BOM or SSM is received and the MID table entry is valid before
the time stamp is applied.

TP3

TP3 monitors the status of the enableWrite signal in the MID subsection. This
signal is active when a time stamp is written to the MID table.

TP4

TP4 monitors the ready.tojsend signal in the MAC subsection. This signal is
active (low) when the following condition is true: send request queued AND
count down counter equals zero AND bandwidth balancing counter does not
equal zero. When ready.tojsend is asserted, data will be transmitted to the
physical layer when the next empty cell (busy bit = 0) arrives.
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6 PINOUT

6.1 by FUNCTION

CellBegin 123
CellFull 122

CellEnd 120
CellValid 119

FromSAR[31] 62

FromSAR[30] 63

FromSAR[29] 64

FromSAR[28] 66

FromSAR[27] 67

FromSAR[26] 69

FromSAR[25] 70

FromSAR[24] 71

FromSAR[23] 72

FromSAR[22] 74

FromSAR[21] 75

FromSAR[20] 76

FromSAR[19] 77

FromSAR[18] 79

FromSAR[17] 80

FromSAR[16] 81

FromSAR[15] 82

FromSAR[14] 84

FromSAR[13] 85

FromSAR[12] 86 /
FromSAR[ll] 87

FromSAR[10] 89

FromSAR[9] 90

FromSAR[8] 91

FromSAR[7] 92

FromSAR[6] 94

FromSAR[5] 95
FromSAR[4] 96

FromSAR[3] 97
FromSAR[2] 99
FromSAR[l] 100

FromSAR[0] 102
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SegSendReq 104

AckSeg 103

ToSAR[31] 31

ToSAR[30] 30

ToSAR[29] 29

ToSAR[28] 28

ToSAR[27] 26

ToSAR[26] 25

ToSAR[25] 24

ToSAR[24] 23

ToSAR[23] 21

ToSAR[22] 20

ToSAR[21] 19

ToSAR[20] 18

ToSAR[19] 16

ToSAR[18] 15

ToSAR[17] 14

ToSAR[16] 13

ToSAR[15] 11

ToSAR[14] 10

ToSAR[13] 9

ToSAR[12] 8

ToSAR[ll] 6

ToSAR[10] 5

ToSAR[9] 4

ToSAR[8] 3

ToSAR[7] 1

ToSAR[6] 132

ToSAR[5] 130

ToSAR[4] 129

ToSAR[3] 128
ToSAR[2] 127

ToSAR[l] 125

ToSAR[0] 124
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NewCell

ExtAddrMatch

FromPhy|7]
FromPhy[6]
FromPhy[5]
FromPhy[4]
FromPhy[3]
FromPhy[2]
FromPhy[l]
FromPhy[0]

MACSendReqln
MACSendReqOut
BusSendReqin
BusSendReqOut

Mode

Scanln

ScanOut

TP1

TP2

TP3

TP4

Init

Reset

Const

ShiftConst

PhyClk

Vdd

GND

NC
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44

51

43

42

41

39

38

37

36

34

46

49

48

47

110

109

107

105

108

112

113

114

115

117

118

33

7,17, 27
35, 45, 55, 65
73, 83, 93
101, 111, 121,131

2, 12, 22, 32
40, 50, 60
68, 78, 88, 98
106, 116, 126

105,112, 113

ToPhy[7] 61

ToPhy[6] 59

ToPhy[5] 58

ToPhy[4] 57

ToPhy[3] 56

ToPhy[2] 54

ToPhy[l] 53

ToPhyfO] 52

11
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6.2 by POSITION

ToSAR[7] 1 FromPhy[0] 34
GND 2 Vdd 35
ToSAR[8] 3 FromPhy[l] 36

ToSAR[9] 4 FromPhy[2] 37

ToSAR[10] 5 FromPhy[3] 38
ToSAR[ll] 6 FromPhy[4] 39
Vdd 7 GND 40

ToSAR[12] 8 FromPhy[5] 41

ToSAR[13] 9 FromPhy[6] 42

ToSAR[14] 10 FromPhy[7] 43
ToSAR[15] 11 NewCell 44
GND 12 Vdd 45
ToSAR[16] 13 MACSendReqln 46
ToSAR[17] 14 BusSendReqOut 47
ToSAR[18] 15 BusSendReqin 48
ToSAR[19] 16 MACSendReqOut 49
Vdd 17 GND 50
ToSAR[20] 18 ExtAddrMatch 51
ToSAR[21] 19 ToPhy[0] 52
ToSAR[22] 20 ToPhy[l] 53
ToSAR[23] 21 ToPhy[2] 54
GND 22 Vdd 55
ToSAR[24] 23 ToPhy[3] 56
ToSAR[25] 24 ToPhy[4] 57
ToSAR[26] 25 ToPhy[5] 58
ToSAR[27] 26 ToPhy[6] 59
Vdd 27 GND 60
ToSAR[28] 28 ToPhy[7] 61
ToSAR[29] 29 FromSAR[31] 62
ToSAR[30] 30 FromSAR[30] 63
ToSAR[31] 31 FromSAR[29] 64
GND 32 Vdd 65
PhyClk 33 FromSAR[28] 66
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FromSAR[27] 67

GND 68

FromSAR[26] 69

FromSAR[25] 70

FromSAR[24] 71

FromSAR[23] 72

Vdd 73

FromSAR[22] 74

FromSAR[21] 75

FromSAR[20] 76

FromSAR[19] 77

GND 78

FromSAR[18] 79

FromSAR[17] 80

FromSAR[16] 81

FromSAR[15] 82

Vdd 83

FromSAR[14] 84

FromSAR[13] 85

FromSAR[12] 86

FromSAR[ll] 87

GND 88

FromSAR[10] 89

FromSAR[9] 90

FromSAR[8] 91

FromSAR[7] 92

Vdd 93

FromSAR[6] 94

FromSAR[5] 95

FromSAR[4] 96

FromSAR[3] 97

GND 98

FromSAR[2] 99
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FromSAR[l] 100

Vdd 101

FromSAR[0] 102

AckSeg 103

SegSendReq 104

TP1 105

GND 106

ScanOut 107

TP2 108

Scanln 109

Mode 110

Vdd 111

TP3 112

TP4 113

Init 114

Reset 115

GND 116

Const 117

ShiftConst 118

CellValid 119

CellEnd 120

Vdd 121

CellFull 122

CellBegin 123

ToSAR[0] 124

ToSAR[l] 125

GND 126

ToSAR[2] 127

ToSAR[3] 128

ToSAR[4] 129

ToSAR[5] 130

Vdd 131

ToSAR[6] 132
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6.3 PACKAGE LAYOUT

PNMLKJHGFEDC BA

32 29 26 24 23 20 19 14 13 10 7 5 2 131 1

35 33 30 27 25 21 18 15 12 9 6 3 132 128 2

38 36 34 31 28 22 17 16 11 8 4 1 129 125 3

40 39 37 130 126 123 4

43 42 41 127 124 122 5

46 45 44 121 120 119 6

47 48 49 116 117 118 7

52 51 50 115 114 113 8

53 54 55 110 111 112 9

56 58 61 107 108 109 10

57 60 64 103 105 106 11

59 63 67 70 74 77 82 83 88 94 97 100 102 104 12

62 66 69 72 75 78 81 84 87 91 93 96 99 101 13

65 68 71 73 76 79 80 85 86 89 90 92 95 98 14

PNMLKJHGFEDC BA
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7 TIMING

7.1 INPUT

INPUT TIMING

PhyCIc 50% duty oyde nocrtna). OSS - 205.78m period. STBS • 5144m period.

mtn unta mu untts

NewCed S

ExtAddriltateh 0

RromPhy(7:0] 0

SegSandReq 5

from8ARpi:C] 0

MACSendReqln 0

BusSendReqin 0

Ink 0

Reootti 0

Mode 0

Etoanln 0

SNROonet 0

Comt 0

3M

m

\u

3M

1«

3M

SM

cycle

oyde

oyde

oyde

1« oyde

1« oyde

1/4 oyde

1/4 eyde

rata rotf* max

1 1 2

2 " -

untta

oyde(t)

eyde(e)

eyde(e)

oydefe)

oyde(»)

oyde(e)

oyde(e)

oyde(e)

oyde{*)

oyde(«)

oyde(t)

eyotoM

eyde(a)

eetlbytef

•voofTuntndtd

ExtAddrUatoh en be balduntl evakuttonle oomptets (or the next oel.
*** Indofidtety

— Doee not apply (bold) or at any tone (portion).
Al setup and holdvat** relative to the rising edge of PnyCfc.
Number* Inthe tabie above an veld (or both OSS and STBS. The dagram* below arespedm to STBS.

PhyCIc I—I 5m

Internal dock /////^

I 1
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7.2 OUTPUT

OUTPUT TIMING

TPLH TPHL SETUP WIDTH

(oydet)

FXJ POSITION

(STS3) eellbytat

CoOBegtn 25 22 26 1 1 20

CettFul 25 22 20 1 1 29

CouVefd 25 22 28 1 1 CeuBegm + 48

CellEnd 25 22 28 1 1 CeHBogin+48

ToSARf31:C] 28* 21* 2B
-

2 29~

AckSeg 24 21 27 1 1 2

ToPhyJ7:0] TO BE MEASURED

MACSendReqOut 22 18 29 2 2 -

BusSendReqOut 22 IB 29 2 2 -

TestPdnt 24 21 27 2 1 —

SsanOut 23 20 28 2 1 _

Maximum.

Therest word is doBvered at byte 29. The remaining 12word* Mow at4 oyde Intervale.
— Doe* not apply.

All time value* are In nanosecond*.

SETUP |^« W«*^mf*roim time between an output change ofetate andthe
next riling edge ol PhyCIc at ST83 (5144m period). TMsveJuo I* not gttsnmteed

Approximate riee ttm* t* 42m. Approximate tall tine le 3.0m.

PhyCOc

PhyCflc

eignaJe

Vaxwloa a timing caqulxaw alaotxLoal varlSloatlcD aftax Cab
Ttarn nuabax* mbcrrm ax* appsodaata aapaetad valoaa.
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7.3 PHYSICAL AND SAR INTERFACES (STS3)

PHYSICAL AND SAR INTERFACE TIMING
(BTSS)

Ml/DM/Ml/DM ocmin/anvcn Dl/M/W/W

XUI>>It/IWI Dl/U/BVM

Ot/M/91/M

1*1 HUM •« si m »» no t» an ut *» tie

0 SegScrxReq carts asserted a anyme Hswoet.lorascndtoooDurlntreodnTnBda^lBaowra,
trn^tc assened atoaatrswcyoesbcftMsNBwCel

© TrosoM«aocarea(jttntmj(»j!mg¥(Ncht»dMlrpiJ3«o«aTpled

© Tr«M»M^exaa*J8cirde3bawmtraasqcaB9dCel8e^
BXX- byte runber XXftcm NswOeO (ACFis bye 1).
DXX - databytarunDar XX(dza byte11srrradatdy aterthereader).

PnyGk edge esspordfele lorouoputtransden

Oegntng of ccfl
Mxarun pjse wtth (sngto qrde axDnrrandBd)
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7.4 DQDB QUEUE HANDSHAKING

PhyCtk

NewCel

PhyCOc

NewCel
i i—i r

18

RocnPhy

BusSendReqOut

DC ~x td y kc!( y m wa y~ itt y tt/tm y~«ib7car

MACSendReqln end ftjtSenctReqtn can beassertedatanytime. Both elmdd do asserted for two cydoe.

© J L Request Counter-o J •»_ Request Counter oO

® TriatlmingrslaSomrfcbelweanBegSerelP^trt

BXX - byte number XXfrom NewCel (ACF Isbyte 1).
OXX-databyte numberXX(databyte 1btrnmodatar/after tnsheader).

PhyCkedgereeponeUeforoutputtnmrJon.

Ds^nrinQ of mQ
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8 FLOORPLAN

32 pads

CLK
DR INPUT DATA BUFFER

MAC SUBSECTION

FROM
SAR

BUFFER
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