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THE IDENTIFICATION OF PSEUDO-RECIPROCAL

PIECEWISE-LINEAR VECTOR FIELDS, f

Robert Lum and Leon O. Chua. ft

Abstract

A vector field is called pseudo-reciprocal if it is either the composition of a matrix

with a reciprocal piecewise-Iinear vector field or under composition with a matrix

becomes a reciprocal piecewise-Iinear vector field. Of particular interest are those

pseudo-reciprocal vector fields formed from the composition of a matrix with a re

ciprocal piecewise-Iinear vector field. Such vector fields are especially amenable to

construction as electronic circuits.

In this paper, the identification of such vector fields is completed for the cases

when the matrix is either invertible, invertible symmetric, symmetric positive definite

or diagonal positive definite. In the process of such identification, a decomposition of

the original vector field as the composition of a matrix and a reciprocal piecewise-Iinear

vector field will ensue. The algorithm for identification is sufficiently deterministic to

be fully implementable as part of a larger software package dealing with electronic

circuits.

f This work is supported in part by the Office of Naval Research under Grant N00014-89-J-1402.
ft The authors are with the Department of Electrical Engineering and Computer Sciences, Uni

versity of California, Berkeley, CA 94720, USA.



§0. Introduction.

The particular question that concerns this paper considers the decomposition of a piecewise-Iinear

vector field as the compositionofa matrix, either invertible, invertiblesymmetric, symmetric positive

definite or diagonal positive definite, and a reciprocal piecewise-Iinear vector field. Thus, it is the

identificationofa psuedo-reciprocal vector field for whichthere is a decompositionwith a matrix that

is either invertible, invertible symmetric, symmetric positive definite or diagonal positive definite.

Resolution of the above question allows the quick and efficient identification of piecewise-Iinear

vector fields whose electronic implementation is less complicated than the general piecewise-Iinear

vector field but not as simple as other types of piecewise-Iinear vector fields.

§1. The reciprocal vector field.

In this section the concept of a reciprocal vector is introduced. Sufficient and necessary conditions

for their identification are then presented.

Definition 1.1. Let £(x) be a vector field of the form

rbu bin•*r "Ofl"

*

= i +

.xn. -Qfn- •bni ... bnn

where 0 < a2n + ... + a)n, 0 < ^ + ... + 0]n for j = 1... m. The signature ofa point x is the
m-tuple given by

sig(x) = (sgn(#x - ti), •••,sgn(^x - 7m))

where sgn(x) is -1,0,1 depending on whether x<0,x = 0,0<a; respectively. Define the sets

'xim
rn

~an' "/%r
t

'Xi"

-Ti

•Bu
i=i

.ajn. Jjn. • xn.

An,...,<m = {x : sig(x) = (i'i, ..., im)}

for (t'i,...,tm)€{-l,l}m.

Lemma [3] 1.4. For every Ailf...fl-m there is a iinear vector field &lt...tim with

4.i,...,.mUil m(x) = £|Ati m(x)

= Mii,...,»i-i,ii,ii+i,...,imx + d,'li.„fiJ._I|iifii+lf.„tl-f

Definition 1.2. A matrix is reciprocal of order (p,q) if and only if it has the form

A C

-C« D

with A and D symmetric matrices of dimensions p and q respectively.
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Definition 1.3. A vector field £(x) is called a reciprocal vector field oforder (p, q) if and only if
D£(x) is a reciprocal matrix function oforder (p, q).

Theorem 1.4. Let £ be a vector Geld of the form

611 ..

-bn 1 ... bn n .

The vector field £ is a reciprocal system ifand only if there exists 1 < p < n such that

h 1 ... 61 n

1 n " "a?r
m ~<*ji' Jjl'

t

'Xi'

~fj

1 n - .xn. j=i
.a3 »». Jjn. .Xn-

Xi Ori

•
= •

+

• Xn- .ctn. .

is reciprocal of order (p, n —p) and

lbn

<*j 1

a
J p

Qi P+i

Oti

= kj

bn n-

Pi

Pip
-Pi p+i

L "J n J L ~&i n .

for 1 < j < m.

Proof. Assume that f(x) is reciprocal with the respective matrices being offixed order (p,n- p).
For given signatures

(t'i,..., ij_i, ijy iJ+1,..., im),

(ii,..., ij-u -ij, ij+u •••»im)

consider the linear vector fields

S»i,...,i>_i,ij,tj+l,...,im»

Sii,...,tj_i,-tj,i,+ i,...,im«

By definition of a reciprocal vector field it happens that the matrices

and

M- ...

M-lv*il,...,iJ_1,-ij,iJ+1,...,ir

corresponding to these two linear vector fields are reciprocal oforder (p, n - p). In particular, the
matrix

"lii,'.;ij-i,ij,ij+i,...,im M»x.—iii-it-*ji»i+i,...,«r



is reciprocal of order (p, n —p) from which it follows that

Ctj !0j i ... OCj ifij p OCj i/3j p+i ... OCj ifij „

otj ppj i ... ocj pfij p atj p0j p+i ... ctj p(3j n
ai p+Ji i ••• ai p+iPi p ai P+iPi p+i ••• ai P+iPi n

. OCj nj3j i ... OCj npj p OCj nPj p+i ... Ctj nPj n .

is reciprocal. Thus ctj kPj i = ctj \Pj * for /,k = 1,.. .p. As 0 < P? x+ ... + /?? n then pj j ^ 0 for

some 1 < / < n. Assume that /?/ i ^ 0 for 1 < j < n, (this assumption is to simplify the proof) then

ai * = (<*j i/Pi i)Pi k- Let kj = (a, i/(3j i), then

"Qii"
= kj

Jil~

.°J>. Jip.

Substituting into the above matrix gives

kjPj iPj i ... kjfy i0j p kj0j i@j p+i

kjPj pPj i ... kjPj p0j p kj(3j ppj p+i
ocj p+ify i ... otj p+lpj p otj p+ifij p+i

kjPj iPj n

*iPi pPi »
ai P+lPj n

. Oij nPj i ... OCj nPj p Ctj n0j p+1 ... OCj nPj „ .

Thus

kiPi iPi p+i ••• kiPi iPi n -OCj p+l0j l ... -OCj nPj 1

.kjPj pPi p+1 ... kjPj ppj n] I -OCj p+iPj p
Thus, equating the first rows of both matrices,

'ocj p+i'
= -kj

Pi p+i

. ai n . Jin.

-otj nPj p.

Now consider the linear vector field &,...,i. The matrix Mi,...,! corresponding to this linear vector

field is reciprocal, thus

kJi iPj i

kiPi pPi i
•kiPi P+iPi i

r& l l b\ n

• bn I ... &nn-

X\

La?2n J i=i

kjPj iPj P kjPj iPj p+i

kjPj pPj p kjPj pPj p+i

• ~kJi p+iPi p ~kiPi P+iPi p+i

. ~kiPi nPi 1 ... ~kiPi nPj p ~kJi nPj p+1

3

kjPj iPj 2n

kjPj pPj n
. —kjPj p+iPj n

. -kjPjnPjn .



is reciprocal of order (p, n —p) from which it follows that
b\ i ... 61 „

-bn 1
is a reciprocal matrix of order (p,n —p).

Conversely, assume that
h • &1 n"

-bn 1 ... bn n-
is reciprocal of order (p, n —p) and

ocj PPj 1
01i p+iPi 1

. <*i n/?j 1

kJi iPi 1

kiPi pPi 1 •
'kJi p+iPi 1 -

o.-i

a j p

Qi p+i
= *i

Pi 1

PiP
-Pi p+i

<*i n J L -/^J n .
for 1 < j < m. Note that the matrices

ctj iPj 1 ... ocj xPj p ctj ipj p+i

ai pPi p ai pPi p+i
ai p+iPi p <*> p+iPi p+i

Oij iPj n

OCj pPj n
•• OCj p+iPj n

OCj nPj p Ctj nPj p+1 ... OCj nPj „ .
kiPi iPi p kjPj iPj p+1 ... kjpj iPj n

kJipPip kiPipPip+l ••• kiPipPin
-kiPi P+iPi p ~kiPi p+iPj p+i ••• ~kiPi p+iPi n

L ~kiPi nPj 1 ... -kjPj nPj p -kjpj nPj p+i ... -kjPj npj n J
are reciprocal oforder (p, n - p). Then for the linear vector fields ^l,...,,m the matrices M,,,...,,^,

'&ii+£r=iWi#i ... bm +Z^ijCtj'iPjn

bnl + ££1 ijCtj nPj 1 ... bnn + J2T=1 liai "Pi n.
are reciprocal oforder (p, n-p). Thus £(x) isa reciprocal vector field oforder (p, n-p).

Example 1.5. (Figure 1.) A reciprocal vector field in »2 oforder (1,1) is that given by

M-. ill;]*
6

-2

3

1

X

y
-1 +

-1

2

1

2

t
X

y
-1

Example 1.6. A reciprocal vector field in ft4 oforder (2,2) is that given by
~w' r-1-1

X

y
=

-3

1
+

. z . L 2 J

-1 -4 4 -1

3-2-15

14-13

L 4 3 4 2 J

~w~ r21 rli
t

'w' rl5i |-5l t
~w'

X

y
+

6

-8

3

4

X

y
+

12

-9

4

3

X

y
-2

. z . L-10J L5J . z . L—6 J L2 J . z .



§2. The pseudo-reciprocal vector field.

Definition 2.1. A pseudo-reciprocal vector field £ is a vector field for which there exists a matrix

X and reciprocal vector field Csuch that either (X of )(x) = <(x) or £(x) = (X o C)(x).

Definition 2.2. Given a matrix A, define the set

Pi(A, p) = {X : XA is reciprocal of order (p, dim A —p)}.

The matrix X is such that XA is a reciprocal matrix of order (p, dim A —p).

Lemma 2.3. Considering a matrix X written in the form of an y. n-tuple

'xi 1 '

xi n

xn 1

-Xn n -

there exists a finite set of vectors vi,..., v, G 9?nxn such that

Pi(A,p) = {tiVi + ...-M,v, :*i tt eft}.

Proof. If XA is reciprocal of order (p,n —p) then »
n n

/, Xi kdk i ~z2 Xj kdk i

for 1 < i, j < p,

for 1 < i < p, p + 1 < j < n,

for p + 1 < i < n, 1 < j < p, and

fc=i fc=i

/! xi *a* J=~S xi *a* «'
*=1Jt=l

*=i *=i

22 Xi JfcOjfc j = ^J Xj jfeOfc ,
fc=l *=1

for p + 1 < i, j < n.

The solution to the above equalities can be written as the matrix equation

Ci i

cnxn 1

' Xi i " -o-

cl nxn X\ n 0

nxn nxn . Xn 1

.Xn n .

0

.0.



Thus, X GPi(A,p) if and only if it solves the above equation. This means that

xu

Xln

Xni

lxn

is in the kernel of the matrix in the left-handside of the above equation. By linear algebra, the

kernel is a linear subspace of3?nxn which can written as the span ofthe linearly independent vectors
vi,...,v,. Thus,

Pi(A, p) = {<i vi + ... + t3v, :<!,...,*, 6 »}. |

Lemma [3] 3.12. Given two linear subspaces spanned by the vectors vi,..., vp and wi,..., v/q
respectively, the intersection of the two subspaces is given by the span of some vectors ui,...,ur

with r < p,q.

Theorem 2.4. Let ^ be a vector field of the form

xi oci

+

&n ... &i„ xi

+£
Lx„J LanJ L6„i ... 6nnJ LxnJ J_1

There exists a matrix X such that (X o£)(x) is a reciprocal vector field of order (p, n-p) if and
only if

Ctn

aLujnj

Pil'
t

'Xi'

-li

Pin] \-xni

&H ... bin

•piniripi
J'1 \lctjnPjl ... OCjnPjnj )

Proof. Assume that there exists a matrix X such that (Xof)(x) is a reciprocal vector field oforder

(p,q). As in the proofof theorem 1.4, it is necessary and sufficient that

bn ... bin'

OCjiPji . .. CtjiPjn \
XGPi

and

-bni ... br

-bnl ••• bnn-

OCjiPji ... Ctji0jn

.OCjnPjl ... CtjnPjn
to be reciprocal matrices oforder (p,n-p) matrices for (Xo£)(x) to be a reciprocal vector field of
order (p, n —p). Thus

XGPi

*&n ... bin'

-bni •-• bnn-
•p n

(m (\ailPil ". OtjiPjn

\J~1 VL^n^l ... CtjnPjn.



Definition 2.5. For vectors v, w define the set

Pj(v,w,p)= (J <

' * vi " ' Wi '

X:
vp

Vp+l
= kX

wp

-U>p+i
•

> - Vn - • -U>n • y

Theorem 2.6. Let f be a vector neid of the form

bu ... &in" XlXl Ctl

"

=
'

+

.xn. -ctn. .&nl ... &nn-J Lxn,

Thereexists matrix X and reciprocal vector field C(x) of order (p,n-p) such that £(x) = (Xo£)(x)

if and only if

i=i

ctjl

CtL"jn J

•ftl'
t

"*l"

"Ti

Jin\ LxnJ

"Xl" "«i"
•

= ; +

-Xn- .<.

b'n ... 61.

Ib'm b'nnj

XGf|PJ
i=i

is reciprocal oforder (p, n —p) and

hi ... &i„"

,6„i ... bnn-

Xl

xBJ i=i

fin

Pip
-Pi p+i

. "ft n .

fin/ " OCj 1 "

aip

<*; p+i
»

\ . <*i n .

ftp
-ft p+1

-ft n j y
'11 'In

[b'nl ... &nnj

fin

PiP
Pi p+i

ft- .

= X

*i«"
»

"ttl"

= X

'<

b'nn. • On. X.L*nl

Xi

XnJ

Ti

Proof. If C(x) is a reciprocal vector field such that f (x) = (X o Q(x) then £ is not difFerentiable

along the same points that £ is not difFerentiable. As C is also a reciprocal vector field then it has

the form

11

'Xi' '<
•

=
; +

-*n- .<. Wn

'In Xl

LX„J >=i

fin

fiiP
-Pi p+i

. "ft n .

ft

ftp
ft P+1

. ft n .

Xl

-7j

Lx,



with

'11 'In

Lb'nl ... Kn.
reciprocal of order (p,n-p). From the equalities

Xl

S«'i,..M«j_i1l,ij+1,...,ir

LX„J

Xl

(X OC)»l,».,»i-lfMj+l.-.<r
Lx„J

Xi

— S«i,...,»'i-i»-l,«y+ii...,»'f +

LX.

" Ctj i

Ctj p
/ 'ftl'

t
'Xl'

ocj p+i

I Jin. -Xn-

. ai n .

li

Xl

- (X oC)ii,...,ii_i,-l,ij+i,...,«,

ftl

Pi:

+

XnJ

-i t
Xi

2JbjX ftp
-ft p+i -Tj

UftnJ Lx,

. "ft n .

^tl.-..<i-I.l.*'i+li-...<m(X) = (X° 0»l,...,»'i-l,l,t,i+l »m(X)

^•'l «i-l,-l,*i+l «*m(X) = (X° C)tl,...,ti_l,-l,ti+l «TO(X)

it follows that

Thus

<*n

a j p

a i p+i
= JbjX

a jn j

i=i

<*ii

a
3 p

Qi p+i

\L OCj n

ftl

ftp
-ft p+1

. -ft « .

ftl

ftp
ft p+i

. ft » .
Now consider the two linear vector fields

6.....1

"xr 'Oil'

^ —

•

+

-Xn- -Ctn-

6u ... 6i„

-bni ••• frnn

•xr
m

+£
"ail" t 'fin'

t

'Xl'

-^n- i=i .aj'n. \ Jin. -Xn.

-1i



and

xi ai

(XoC)i i = X +x

Lx„J OcnJ

b\11 b'ln

L&in -.. b'nnJ

Xi

LX„ J

m "ftl" ( "fti"
t

'Xl'

+E**X ; \ ;

i=i
./%•>. \ Jin. -Xn-

which agree on the set Ai,...,!. Equating the derivatives

dxi &,...,]

'Xl'

—.

'bn' m

+E
'otji'

.Xn- -bni- ;=i
.ajn.

fin

fin

fiiP
-fii p+i

"ftn J

^x°<>' >
•xr

= x

'b'u

-Xn- Xi.

+^2kjX
i=i

gives

for 1 < i < n. Thus,

'hi'

= x

b'u

- bni • Xi.

-&11 ... bin'

= x

'bfn .- &in"

-bni .-. bnn- Xn ... *'nn.

Equating the constant terms in the Unear vector fields requires that

d(Oi i =

'Oil' m

-E
~<*n'

-Ctn- i=i .ain.

a

d(XoC)i,...,i = X -£*iX
i=i

are identical from which it follows that

a:

'OCl'

= x

•«i'

-Ctn. .<.

fi

ft

ftp
-ft p+i

. "ft n .

Ti

ft."

-Ti

Conversely, assuming that the stated equaUties hold, then it is an easy matter to check that

£(x) = (X o C)(x) where <(x) is a reciprocal vector field. |



§3. Auxiliary results.

The foUowing are some auxiUary results needed to ensure that the alogrithms to be presented
indeed be implemented in a deterministic fashion. UnUke existence proofs where it is sufficient

to demonstrate vaUdity of a claim, constructive proofs are much more useful in the design and
implementation of functional algorithms.

The first two results deal with properties of polynomials whUe the rest deal with symmetric
matrices.

Definition 3.1. Let a G(IN U{0})*, then

k

H =Ea«'
1=1

and

z - x1 ...xk .

Proposition [3] 3.2. Let

/(*i) = £c,*i
i=0

can

be a polynomial in the variable xi ofdegree r with cr £ 0. There exists yi ^ 0 such that f(yx) £ 0.

Proof. If 0 = r then let yi = 1. In this case, f(yi) = c0 ^ 0. Assume that 1 < r, then

r-l

f(xi) = crxr1 +^2cix[.
i=0

It may be assumed that cr > 0, otherwise consider -f(xi) instead of/(xi).
Let

M = max{|c,|: i = 0,...,r- 1}

Then

yi = max{l, }.

r-l

/(yi) = cry[ +Ec.yi
i=0

r-l

>cry[-M^2y[
i=0

^Wl-Mry^-1

= yri~1(cryi-Mr)

>0.

10



Proposition [3] 3.3. Let

r (
/(*i,...,x*)= E E CoX°

1= 0 \ |«r|=r
\«»6(INU{0))fc

be a polynomial in k variables of degree r with ca ^ 0 for some \a\ = r. There exists J/i,..., y* ^ 0

such that /(yi,...,yjfe) #0.

Proof. If 0 = r then let yi = ... = yk = 1. In this case /(l,..., 1) = C(0,...,o) ± 0. Assume that

1 < r, then

/(*!,...,**)= E c°x°+E (E c°xtt |•
|a|=r .=0 \|a|=.- /

Consider the nontrivial homogeneous polynomial given by

0(xi,...,Xjfe) = E cax°.
|a|= r

Define new variables yi,..., yk by y,- = x[r+l)' . Then g(yu..., yk) - h(xi) is a polynomial in xi
oforder at most r(r+ 1)*_1. By proposition 3.2 there is a value yi ^ 0 such that h(yi) ^ 0. Then

the values yi,..., y[r+1) £ 0satisfy g(yu..., yj1"*1^"1) = K£ 0. It may be assumed that K> 0,
otherwise consider —/(xi, . ..,xjt) instead of /(xi,.. .,xj.).

Let

M = max{\ca\ : \a\ = 0,..., r - 1}

c = max{|yi| :i= !,...,&}

and choose

Then

—HH-W-1-)}•
r-l

/(Ayi,...,Ay*)= J] cQ(Ay)° +E E c"(Ay)°
|a|=r 1=0 \|o|=.-

r-l

= A'Ec°y°+E Ec«A'y°
|a|=r .=0 V|o| =t

r-l

>yk-mJ2[ EA'ya
.=0 \|a|=,- /

1=0 ^ '

>Arir - M(r^~^)!rA'-16'-1

-*-i(**-*W^)
>o.

n



Proposition [3] 3.4. Let {wx,..., wg} be a basis for a linear manifolds of matrices. An element

q

E*.w,
«=o

is symmetric ifand only if

E*.-(w,--w{) =0.
i=0

Proposition [3] 3.5. Let the given symmetric matrix be

yn ••• yin

Yn =

ym ... yT

Define the symmetric submatrices

yu .•• yu

Yn =

. vn • • • yu.

for 1 < i < n. Thematrix Yn is postive definite if and onlyif det(Yj) > 0 for 1 < t < n.

§4. The pseudo-reciprocal vector field £ = Xo £ with X an invertible matrix.

If £ is a pseudo-reciprocal vector field of the form { = Xo( where X is an invertible matrix then

X-1 o£ is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form £ = X o£, X

invertible, has an invertible matrix Y such that Yo£ is a reciprocal vector field. Conversely, if there

does not exist an invertible matrix Y such that Y o£ is a reciprocal vector field then £ cannot be

decomposed as £ = Xo( with X an invertible matrix and £ a reciprocal vector field. It is immediate

that if such a matrix Y exists then £ = Y-1 o(Y o£) is a valid decomposition of the desired form.

Let the vector field f be given by

rbii .. bm'Xl' "<*r

*

=
•

+

-Xn- -Ocn- -bnl ••• b„n

then an algorithm to determine the existence ofinvertible matrices Y withYofa reciprocal vector

field is given by the foUowing sequence of steps:

Step 1: Let s = 1.

Step 2: Let S = {wf,..., wj0} where the vectors {wj,..., wJJ form a basis for

r&n ... bin!

Pi

'Xl'
m

+E
'0Cji' "ftl"

t

•xr

-Tj

•Xn- i=i .ain. Jin. -Xn-

,s

-bnl ... bnn-

12



Step 3: For i=l to m repeat the steps 3.1 through to 3.3.

Step 3.1: Let T = {vj,..., vp.} where the vectors {\{,..., vp.} form a basis for

/ o,i/3,i ... aji0j„ \
Pi

\Lai»»ftl ." OCjnPjn] /

Step 3.2: Let R = {wj,...,w*.} where the vectors {wj,...,wj.} form a basis for span(S) n
span(T).

Step 3.3: Let S = R.

Step 4: Form the matrix

Y(xi,...,x,J = E*.-wr
t=i

and let /(xi,..., x9m) be the polynomial given by

f(xi,...,xqm) = detY{xu...,xqm).

Step 5: Determine if /(xi,.. .,xgm) is identically the zero function. If it is then go to step 6 else

choose values for xi,..., xqm such that /(xi,..., xgm) ^ 0 and go to step 7.

Step 6: In this case, all matrices Y such that Y o£ is a reciprocal vector field of order (s, n —s) are

non-invertible. If s < n then let s = s -f 1 and go to step 2, otherwise there do not exist invertible

matrices Y such that Yo( is a reciprocal vector field of any order. The vector field £ cannot be

written in the form f=Xo( where X is invertible and C is a reciprocal vector field.

Step 7: In this case, there exists a set of values xi,..., xqm such that the matrix

Y(*i,...,x9j = E*.-wr
•=1

is invertible and Y o £ is a reciprocal vector field of order (s, n —s). Thus £ can be written in the

form£ = Y"1 o(Yo{) with Y-1 invertible and Yofa reciprocal vector field.

Example 4.1. (Figure 2.) This example wiU demonstrate a case where the desired decomposition

does not exist. Let the vector field be given by

Xi

x2

0 0

0 !]fc +
0

1

1

0

Xi

x2

Step 1: Let s = 1.

Step 2: By lemma 2.3, it is required to solve for X where

xn xn 1
°

0 0 212

X21 S22J lo 1 0 X22

13



is a reciprocal matrix of order (1,1). Thus xi2 —0 and a basis for 5 is given by the vectors

' -1-

0

•0"

0

-o-

0

^

<
0

>

1
J

0
•

k .0. .0. .1. 4

Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where

xn *12 0 0 X12 0

*21 X22J Li 0. x22 0

is a reciprocal matrix of order (1,1). Thus x22 = 0, a basis for the T is given by the vectors

' "1-

0

•0-

1

-0-

0

>

<

0
>

0
1

1
•

k .0. .0. .0. ,

Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

which is the span of the vectors

ri 0 0 1 0 01

0 0 0 0 10

0 10 0 0 1

L0 0 1 0 0 0J

' --1-

0

- 0 •

-1

•<

<
0

1

0

1

0

0

0

k . 0 . . 1 . >

Thus, R is given by the span of the vectors

' •-1" • 0 • >

<

0

0
»

0

-1
• .

. . 0 . . 0 . ..

Step 3.3: Let S be the span of the vectors

' •-1- - 0 • >

<

0

0
1

0

-1
•

k . 0 . . 0 . J

Step 4: The matrix Y(xi, X2) is given by

Y(xi,x2) = xiCl
-1 0'

. ° °.
+ X2

' 0 0'
-1 0

-xi 0

.-X2 0

14



and the function /(xi, x2) is given by /(xi, x2) = det(Y(xi, X2)) = 0.

Step 5: It is clear that /(xi,X2) is identically the zero function.

Step 6: It can be concluded that £ may not be decomposed as the composition of an invertible

matrix X and a reciprocal vector field C of oreder (1,1). As s < 2 then let s = s + 1 = 2.

Step 2: By lemma 2.3, it is required to solve for X where

Xn *121
0

0 0 X12

X21 Z22J lo 1 0 X22

is a reciprocal matrix of order (2,0). Thus xi2 = 0 and a basis for S is given by the vectors

' -1-

0

-0-

0

'0-

0

•<

<
0

»

1
1

0
•

k .0. .0. .1. 4

Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where

x

X21

11 Z12I [0
21 xii\ [l

X12

x22

is a reciprocal matrix of order (2,0). Thus x22 = 0, a basis for the T is given by the vectors

' -1- -0- -0- >

<
0 1 0

•.
0

1

0
»

1

k .0. .0. .0. >

Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

which is the span of the vectors

"1 0 0 1 0 0-

0 0 0 0 1 0

0 1 0 0 0 1

.0 0 1 0 0 0.

' --1-

0

- 0 •

-1

,

<

0

1

0

»

0

0

0

>.

k . 0 . . 1 . 4

Thus, R is given by the span of the vectors

' "-I- • 0 • '

i
0

0
>

0

-1
•.

k . 0 . . 0 . 4

Step 3.3: Let S be the span of the vectors

--1- - 0 • >

0

0
1

0

-1
•

. 0 . . 0 . 4

15



Step 4: The matrix Y(xi, x2) is given by

Y(xi,x2) = xi -1 0
Ll

. ° °
-xi 0

-x2 0

[-'.+ X2

and the function f(xu x2) is given by f(xu x2) = det(Y(xi,x2)) = 0.

Step 5: It is clear that /(xi,x2) is identically the zero function.

Step 6: It can be concluded that £ may not be decomposed as the composition of an invertible

matrixX and a reciprocal vector field Coforder (2,0). As s = 2, the algorithm terminates without
a successful decomposition.

Example 4.2. (Figure 3.) This example wiU demonstrate a case where a desired decomposition
exists. Let the vector field be given by

Xi

X2
=

Y
l

+ !!][ +
-1

-1

1

1

Xi

X2

Step 1: Let s = 1.

Step 2: By lemma 2.3, it is required to solve for X where

Xn X12

X21 X22

3 3

1 2

3xn +X12 3xn + 2xi2
3x2i + x22 3x2i + 2x22

is a reciprocal matrixof order (1,1). Thus, a basis for S is given by the vectors

Xn X12

X21 X22.

21 r n

1

0

L L 0 J

-1 -1

-1 -1

11
"3

L 0 J L 1 J

Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where

> .

—xn — X12 —xn — X12

—X21 — X22 —x2i — X22.

is a reciprocal matrix oforder (1,1). Thus, a basis for the T is given by the vectors

r-n

1

0

L 0 J

-1

0

1

L 0 J

r-i

0

0

L 1

> .

Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

"I "I -J -1 -1 -1
1 0 0 1 0 0

0 1 0 0 1 0

0 0 1 0 0 1

16



which is the span of the vectors
' •-2"

0

• o -

i

>

<
1

2

0

»

0

0

-1

•

k L-iJ L o J 4

Thus, R is given by the span of the vectors

f r* i r—li •>

-2 0
•

0
»

l

I L i J Lo J 4

Step 3.3: Let S be the span of the vectors

' r l 1 r-ii •<

<

-2

0
>

0

l
•

k L i J Lo J 4

Step 4: The matrix Y(xi, X2) is given by

Y(xi,x2) = xi
"1 -2'
0 1

•+x2
"-1 0"

1 0

Xl — X2 —2xi

x2 Xl

and the function f(xu x2) is givenby /(xi,x2) = det(Y(xi,x2)) = x\ + xix2.

Step 5: It is clear that /(xi,X2) is not identically the zero function, the values of xi = 1,X2 = 1

satisfies /(xi, X2) ^ 0.

Step 7: It can be concluded that £ may be decomposed as the composition of an invertible matrix

X and a reciprocal vector field £ as

Xi 0 -2

.*2. 1 1

1 [ 1
2 [-1

-1

([: -.!B
M? v]

17
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X2
+
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-2

1

1

Xi
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§5. The pseudo-reciprocal vector field £ = X o£ with X an invertible symmetric matrix.

If £ is a pseudo-reciprocal vector field of the form ( = Xo( where X is an invertible symmetric

matrix then X-1 o£ is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form

{ = Xo(.X invertible symmetric, has an invertible symmetric matrix Y such that Y o £ is a

reciprocal vector field. Conversely, if there does not exist an invertible symmetric matrix Y such

that Yof is a reciprocal vector field thenf cannot be decomposed as £ = Xo£ with X an invertible

symmetric matrix and C a reciprocal vector field. It is immediate that if such a matrix Y exists

then i; = Y_1o(Yof) is a valid decomposition of the desired form. However, if there does not exist

an invertible symmetric matrix Y such that Yo^isa reciprocal vector field there may stUl exist

invertible matrices Y with Yo(a reciprocal vector field.

Let the vector field £ be given by

*

•xr 'oci'

^ =
* +

-xn. -Ocn-

rb11

-bnl

&ln •«r m

+E
"a;i" 'ftl"

t
'Xl'

-li

-
-Xn-

i=i
.ain. Jin. -Xn-

then analgorithm todetermine theexistence ofinvertible symmetric matrices Y with Yo£reciprocal

vector fields is given by the following sequence of steps:

Step 1: Let s — \.

Step 2: Let S = {w?,..., w°J where the vectors {w?,...,w°J form a basis for

"On ••• bin~\

Pi

bnl

Step 3: For i=l to m repeat the steps 3.1 through to 3.3.

Step 3.1: Let T = {v[,..., vp.} where the vectors {v{,..., vp.} form a basis for

<*;ifti OCjlPjn
Pi

VLofinftl ... OCjnPjn.

Step 3.2: Let R= {wj,...,wq.} where the vectors {wj,...,wj.} form a basis for span(S) n
span(T).

Step 3.3: Let S = R.

Step 4: From the equation

E*.(wr-(wr)*) =o
1=1

determine a set of independent variables xi,...,xfc and dependent variables xjb+i,...,x,ro. Form
the matrix

?m

Y(xi,...,xjfc) = ^x,w7
i=i

18



and let /(xi,..., xk) be the polynomial given by

/(xi,...,xfe) = detY(xi,...,xfc).

Step 5: Determine if /(xi,.. .,x*) is identically the zero function. If it is then go to step 6 else

choose values for xi,..., x* such that /(xi,..., xjt) / 0 and go to step 7.

Step 6: In this case, all symmetric matrices Y such that Y o £ is a reciprocal vector field of order

(s, n —s) are non-invertible. If s < n athen let s = s + 1 and go to step 2, otherwise there do not

exist invertible symmetric matrices Y such that Y o £ is a reciprocal vector field. The vector field £

cannot be written in the form (=Xo( where X is invertible symmetric and £ is a reciprocal vector

field.

Step 7: In this case, there exists a set of values xi,..., x* such that the matrix

9m

Y(*i,...,x,ra) = E*<wr
1=1

is invertible symmetric and Yo£ is a reciprocal vector field of oreder (s, n —s). Thus £ can be written

in the form £ = Y-1 o (Y o £) with Y"1 invertible symmetric and Y o £ a reciprocal vector field.

Example 5.1. (Figure 4.) This example will demonstrate a case where a desired decomposition

exists. Let the vector field be given by

Xi

x2
=

Y
0

+
"8 5'
7 7

Xi

x2
+

Step 1: Let s = 1.

Step 2: By lemma 2.3, it is required to solve for X where

[i]"[5 -1

xn

X21

xi2] [8 5] _
X22I L7 7J "

8x11 + 7xi2 5xn + 7xi2

8X21+ 7X22 5X21 + 7X22

is a reciprocal matrix of order (1,1). Thus, a basis for S is given by the vectors

I
r 7n

1

r 8-1

0

r 7 -\
"5"

0

>

0
1

1
1

0

I . 0 . . 0 . . 1 . 4

Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where

Xn Xi2

X21 x22

5 10

4 8

5xn + 4xi2 10xn +8x12
5X21 + 4X22 IOX21 + 8X22

is a reciprocal matrix of order (1,1). Thus, a basis for the T is given by the vectors

' r 41

1

r In
"2"

0

r 2 -,
~r

0

•<

<
0

»

1
>

0
•.

k . 0 . . 0 . . 1 . 4

19



Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

which is the span of the vectors

r 7
5

1

8

0

7

5"
0

4

5

1

1

~2"
0

2 -.

5

0

0 1 0 0 1 0

. 0 0 1 0 0 1 .

' r 5 i

0

r n i
6

1

•>

<
1
5
3"
0

»

0
n

-1

k --1. . 0 . 4

Thus, R is given by the span of the vectors

0

L l J

Step 3.3: Let 5 be the span of the vectors

f r 11 -\
x%
~3
0

Step 4: The equation

r 29 i

1

L 0 J

29 -,

*1
"V
1

1 J L 0 J

Xi

determines that

14
IF
0

14

TS"
0

+ x2
29

1

11

0

29

30*
1

11
0 0

0 0

Xi 2 _l
from which x2 = -t?xi. Thus,

Y(xi) = xi

= Xi

+ a?2

14
IS"
0

31

^0
"T7

0 -17•g-
0

17

+ X2

10
T7

29
377

1

0 0

0 0

11

0

and /(xi) = det(Y(xi)) = fcx\.

Step 5: It is clear that /(xx) is not identically the zero function. The value of xx = 85 satisfies
f(xi) * 0.

Step 7: It can beconcluded that £may be decomposed asthe composition ofaninvertible symmetric
matrix X and a reciprocal vector field £ as

xi

x2

31 -50

-50 85

1

135

85

50

•(£ tr]-«)
s].([i] -102 -195

195 345

20

+
"-45"

90

|Y
[2

t
Xl

.*2.
-1



§6. The pseudo-reciprocal vector field £ = X o £, X a symmetric positive definite matrix.

If £ is a pseudo-reciprocal vector field of the form f = Xo( where X is a symmetric positive definite

matrix then X"1 o f is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form

if = Xo(,X symmetric positive definite, has a symmetric positive definite matrix Y such that Yo{

is a reciprocal vector field. Conversely, if there does not exist a symmetric positive definite matrix

Y such that Y o £ is a reciprocal vector field then £ cannot be decomposed as^ = Xo( with X

a symmetric positive definite matrix and C a reciprocal vector field. It is immediate that if such a

matrix Y exists then £ = Y"1 o (Y o £) is a validdecomposition of the desired form. However, if

there does not exist a symmetric positive definite matrix Y such that Y o £ is a reciprocal vector

field there may still exist invertible symmetric matrices Y with Y o f a reciprocal vector field.

Theorem 6.1. Let £ be a vector field of the form

rhi .

bnl •

There exists a symmetric positive definite matrix X such that (X o£)(x) is a reciprocal vector field

oforder (s, n —s) ifand only if

hi ... &i„l

'«inin*

'Xi' 'oci'

•

=
• +

-Xn- -Ctn-

X€Pi

&n]

X is symmetric and for i = 1,.

bnn-

.,71,

bin' 'Xi' m

+E
'ocji' 'ftl"

t
'Xl'

-ti

bnn- -Xn- ;=i . ain . Jin. -Xn-

i=i

xn

ocjiPji

.OCjnPjl

Xu

OljlPjn

OtjnPjn .

\

)

0< det

x,i xn J

Proof. Immediate from theorem 2.4 and proposition[3] 3.5.

Let the vector field £ be given by

»11•*l" "<*r

* = # +

-*n- -Ctn. -bnl •

then an algorithm to determine the existence ofsymmetric positive definite matrices Y with Y o£
reciprocal vector fields is given by the following sequence of steps:

Step 1: Let s = 1.

Step 2: Let 5 = {wj,..., wj0 } where the vectors {wf,..., w°0} form a basis for

&n ... &i„

Pi

bin' 'Xi'
m

+E
'ocji' "ftl'

t
'Xl'

-Ti

bnn- -Xn- i=i .aJn. -Pin. •Xn-

,S

-bnl bnn-
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Step 3: For i=l to m repeat the steps 3.1 through to 3.3.

Step 3.1: Let T = {vj,..., v<.} where the vectors {vj,..., v£.} form a basis for

/[ocjipji ... Cijipjn'

\Lainftl ... OCjnPjn.

Step 3.2: Let R= {wj,...,wj.} where the vectors {wj,...,wj.} form a basis for span(5) n
span(T).

Step 3.3: Let 5 = R.

Step 4: From the equation
9m

E*'(wim-(wH') =o
i=i

determine a set of independent variables xi,...,x* and dependent variables Xk+i,...,xqm. Form
the matrix

9m

Y„(xi,...,xfc) =Ear«w«?n-

Define the matrices

Y,(xi,...,Xfc) =

i=i

Yn(xi,...,xjfc)n ... Yn(xi,...,Xit)i,-

_Yn(xi,...,xjb),i ... Yn(xi,...,xfc)tl-

and let /,(xi,..., x*) be the polynomial given by

/,(xi,...,xjb) = detY,(xi,...,xjb)

for 1 < i < n.

Step 5: Determine if there exist values xi,...,x* such that the following set of inequalities hold
simultaneously,

/i(xi,...,x*) >0

/n(xi,...,xfc)>0.

If such values do not exist then go to step 6 else go to step 7.

Step 6: In this case, all symmetric matrices Y such that Y of is a reciprocal vector field oforder

(s,n - s) areeither non-invertible or invertible and not positive definite. Ifs < n then let s = s + 1

and go tostep 2, otherwise there do not exist symmetric positive definite matrices Y such that Yo£
is a reciprocal vector field. The vector field £ cannot be written in the form ^ = Xo( where X is

symmetric positive definite and £ is a reciprocal vector field.

Step 7: In this case, there exists a set of values xi,..., x* such that the matrix

9m

Y„(xi,...,xgm) = ^x,wJn
i=l
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is symmetric positive definite and Yn of is a reciprocalvector field of order (s, n —s). Thus f can be

written in the formf = Y"1 o(Yn of) with Y"1 symmetric positive definite and Ynof a reciprocal

vector field.

Example 6.2. (Figure 5.) This example will demonstrate a case where a desired decomposition

exists. Let the vector field be given by

Xi

x2

5

24 36

7l[xi
>6j 1X2 +

-3

-16

1

1

Xi

x2

Step 1: Let s = 1.

Step 2: By lemma 2.3, it is required to solve for X where

+ 1

xn X12

X2l X22

5 7

24 36

5xn + 24xi2 7xn + 36xi2
5X21 + 24X22 7X21 + 36X22

is a reciprocal matrix of order (1,1). Thus, a basis for 5 is given by the vectors

r 36 -,

1

r 5-i
"7

0

r 24-,
"T*

0

•<

0
J

1
i

0
>

L o J L o J L i J 4

Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 2.3, it is required to solve for X where

xn X12

X21 X22

-3 -3

-16 -16

—3xn —16xi2 —3xn —16xi2
_—3X21 — 16X22 —3X21 — 16X22

is a reciprocal matrix of order (1,1). Thus, a basis for the T is given by the vectors

i

r 16 i
~T

1

--1-

0

r i6-i
3

0

0
»

i
»

0

k L o J L 0 J L l J

Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

r 36

1

5
"7

0

36
"T

0

16

~T
1

-1

0

16 -i

-•3-
0

0 1 0 0 1 0

. 0 0 1 0 0 1 .

which is the span of the vectors
' --10-

0

1

r 3n
"2"

1

0

<

<
10

0

» 3
5"

-1

k L-1J L 0 J 4

23



Thus, R is given by the span of the vectors

' - 48 " r71
>

<
-10

0
>

3
"2"

1
> •

k . 1 . . 0 . 4

Step 3.3: Let 5 be the span of the vectors

' - 48 " r71
i

<

-10

0
»

3

1
•

k . 1 . . 0 . 4

Step 4: The equation

xi
*48 -10' "48 -10'

0 1 0 1
+ X2

"7 3' '7 3" V o o'
1 0 1 0 ) 0 0

determines that

Xi
' 0 -10" "o 5 "

"7
0

o o"
10 0

+ X2 5 —

0 0

from which X2 = —4xi. Thus,

and

Y2(xi) = xi

= Xi

Yi(xi) = [20xi]

"48 -10' 'l _3 '

0 1
+ x2

1
2"

0

'20 -4"
-4 1

/2(xi) = det(Y2(xi)) = 4x?

/i(*i) = det(Yi(xi)) = 20x!.

Step 5: It is clear that the inequalities
4x?>0

20xi > 0

can be satisfied simultaneously by xi = i.

Step 7: It can be concluded that f may be decomposed as the composition ofa symmetric positive
definite matrix X and a reciprocal vector field £ as

-C i]-([! ^IfcM-Mim'ftl + 1
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§7. The pseudo-reciprocal vector field £ = X o £, X a diagonal positive definite matrix.

If f is a pseudo-reciprocal vector field of the form£ = X o £ where X is a diagonal positive definite

matrix then X"1 o f is a reciprocal vector field. Thus, a pseudo-reciprocal vector field of the form

f = X o £, X diagonal positivedefinite, has a diagonal positive definite matrix Y such that Y o £

is a reciprocal vector field. Conversely, if there does not exist a diagonal positive definite matrix

Y such that Y o f is a reciprocal vector field then £ cannot be decomposed as £ = X o £ with X

a diagonal positive definite matrix and C a reciprocal vector field. It is immediate that if such a

matrix Y exists then f = Y_1 o (Y o £) is a valid decomposition of the desired form. However, if

there does not exist a diagonal positivedefinite matrix Y such that Y o£ is a reciprocal vector field

there may still exist symmetric positive definite matrices Y with Y o £ a reciprocal vector field.

Definition 7.1. Define the set

V

"of

•«n-

»

'fil'

Jn. )
= 4

k

• di "

dp
dp+i

- dn .

Lemma 7.2. There exists vectors such that

('oci'

>

'fil' \

V -Otn- Jn. )

3A€»9

= E«
i=l

dicti - fii ' ^

= A Pp
-Pp+i

•

- -'fin - 4

dpCtp
dp+ictp+i

- dnctn

Cil

*,e»

- Cin -

Proof. It is required to solve the equations

diai =A/?i

dpOCp =\PP

dp+ictp+i = - XPp+i

dnCtn = - A/?n.

If there exist a,- = 0 with p\ £ 0 then 0 = A/3,- from which A= 0 and the above equations reduce to

diai =0

dnocn =0.
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Let e< denote the i-th coordinate vector. Ifatl,...,ctij ±. 0 and a,-i+l,..., a,n = 0 then

I 'oci' 'fil'
E I

j
\

\ -Ocn- Jn.
*p\=\ E <*•<* :**»€»l.

Ifit happens thatwhenever or,- = 0that p\ = 0then consider atl,..., ctij ^ 0, a,i+1,..., a,„ = 0.
The equations reduce to

di,oat =A/?,-,

"»'l+ifti|+i = —AA',+i

for ii < ... i| < p < p + 1 < j,+i <...,£„. Thus

'OCi'

j

"A"

-Ctn- A. /

&*- , v- -A*= AE^+ E ^ + E ^ =a,^4
t \telft,» *=|+i °«» / tei+i I

Definition 7.3. Define the set

•fell . .- bin-

•')"{
•rfr

.

" dibu • • • dibin '

-&nl • • • bnn- / I -dn. .dn&nl • • • dnbnn.

reciprocal of order (p, n —p)

Lemma 7.4. There exists vectors such that

hi ... bin'

satisfying the equalities

for 1 < i, j < p,

-&nl •.. &nnJ

Proof. It is required to solve for a matrix

'di&n

P =

k mdn-

E*. i

i=i -din.

dihn'

-dn&nl "• dnbnn-

dibij = djbji

dibij = —djbji

26
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for 1 < i < p, p+1 < j <n,

dihj = —djbji

for p + 1 < i < n, 1 < ;' < p, and

dibij = dj-6ji

for p + 1 < i, j < n.

The above equations can be rewit ten as

ci i ci n 1 r^i*

-cnxn 1 ... Cnxn n-I Ldn

By linear algebra theory there are vectors such that

LO.

"fell ••• feln

-fenl .•• fenn
•* ME'-

i=l din-

<,€&

Definition 7.5. Given di,..., dn € & then

A(di,...,dn) =

di 0 .
0 d2 .

LO 0 .

.. 0

.. 0

dn\

Theorem 7.6. Let £ be a vector field of the form

>11Xl cti

] = \ +

-Xn- -Ctn-

bin' "xr
m

+E
'Otji' Jn'

t
'Xi'

-yj

fenn- -Xn- i=i .ain. Jin. -Xn-Lfe„i ... 6

There exists a diagonal positive definite matrix A(du ..., d„) such that (A(dx,..., dn) o£)(x) is a
reciprocal vector field of order (s,n —s) if and only if

A(di,...,dn)eF
fell ... feln"

-fenl ... fenn-
••min* f'Ctji'

»

Jn'

•'))V ,ain. Jin. //
and 0 < di for i = 1,..., n.

Proof. Assume that there exists a matrix A(<4,..., dn) such that (A(di,..., dn) o£)(x) is a recip

rocal vector field of order (s,n —s). As in the proofof theorem 1.4, it is necessary and sufficient

that
di&n ... di&in"

.d„fe„i ... dnbnn-
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be reciprocal of order (s, n —s) and

' fin '
diotji '•fin

'. = Xj fin+i
. dnCtjn.

. fiin .

for (A(di,..., dn) o£)(x) to be a reciprocal vector field oforder (s, n - s). Thus, by lemmas 7.2 and

7.4,

oin

A(di,...,dn)€F
"fell ... feln

-fen]
.'InlnE

fin

.Oljn] I fiin] )

\

The condition that 0 < d,- is necessary and sufficient for A(di,...,dn) to be a diagonal positive

definite matrix. |

Let the vector field £ be given by

Xi cti fell «.. feln" Xi

+

LxnJ La«J -fenl ... fenn- Lx,
+E

i=i

ctn

lOCjn

-l t

fin

Jin.

Xl

-Ti

Lx.

then an algorithm to determine the existence of diagonal positive definite matrices Y with Y o £

reciprocal vector fields is given by the following sequence of steps:

Step 1: Let 5 = 1.

Step 2: Let S = {wf,..., w£o } where the vectors {wf,...,wJJ form a basis for

("6n ... 6ln

-fenl ... bnn-i

Step 3: For i=l to m repeat the steps 3.1 through to 3.3.

Step 3.1: Let T = {vj,..., v£.} where the vectors {vj,..., vj.} form a basis for

/ 'Ctjl

»

Jn' \

\ .ain. Jin. /

Step 3.2: Let R= {w[,..., w£.} where the vectors {wj,..., wq.} form a basis for span(S) n
span(T).

Step 3.3: Let 5 = R.

Step 4: Determine if there exist values xx,.. .,x9m such that the following set of inequalities hold

simultaneously,

*i(wr)i + ... +*fm(w£)i>0

*iW). + ... + «h(w?),>0.
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If such values do not exist then go to step 5 else go to step 6.

Step 5: In this case, all diagonal matrices Y such that Y o £ is a reciprocal vector field of order

(s,n-s) are either non-invertible or invertible and not positive definite. If s < n then let s = 5-f 1

and goto step 2, otherwise there do not exist diagonal positive definite matrices Y such that Y o£

is a reciprocal vector field. The vector field £ cannot be written in the form £ = X o £ where X is

diagonal positive definite and £ is a reciprocal vector field.

Step 6: In this case, there exists a set of values xi,..., x* such that the matrix

with

A(yi,...,y„)

Vi =E*'(WH;
1=1

is diagonal positive definite and A(yi,..., y„)o£ is a reciprocal vector field oforder (5, n - s). Thus

£ can be written in the form£ = A(yi, ...,y„)_1o(A(yi,.. .,y„)o£) with A(yi,...,yn)"1 diagonal

positive definite and A(yx,..., yn) o £ a reciprocal vector field.

Note that if there exists a solution yi,..., yqm to

*i(wni + ... + x,ra(w™)i = €i>0

^l(wDn + .-.+ *gm(w£)n = €„ >0

then there exists a solution yj,..., y'qm to

*i(wni+...+*h(wrji>i

*i(wn„+...+x,m(w7jn>i

by scaling the original values yi,..., y9m with a sufficiently large constant. Decompose the variables

*i» •••1xqm as x,- = xj - x? for i = 1,..., qm. It then follows that y{ - y[,..., yjm = y'qm, y\ =
0,..., y\m = 0 is an optimal solution to the Unear programming problem of

linimise Ev»*

subject to

minimise

1=1

^i(wr)i-^(wr)i+...+xjm(w-)i-x2m(w-)i+t,i-Ui=i

^Wnn-xf(wn„ +... +xJjw-)n-xJm(w-)i +Vn-Un=l

xvxl,...,xqm,xtJm >0

«!,..., tln,Wi,...,Vn >0.
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Conversely, given an optimal solution to the above linear programming problem, if 0 < u,- - u,- for

i = 1,..., n then Xj = x] —x? is a solution to the original problem

*i(wDi + -+*h(wyi>o

*i(wn» + ...+*ft.(w^)n>o.

Example 7.1. (Figure 6.) This example will demonstrate a case where a vector field £ can be

decomposed as £ = X o £ where the matrix X is diagonal positive definite. Let the vector field be

given by

Xi

.X2.
=

2

0
+

4 -2

3 9

Xi

x2
+

-6

6

-3

2

Xi

x?.
+ 5

Step 1: Let s = 1.

Step 2: A basis for 5 is given by the vectors

M
Step 3: Since m = 1 then steps 3.1 to 3.3 need only be used once.

Step 3.1: By lemma 7.2 a basis for T is given by the vector

(Ml
Step 3.2: By lemma[3] 3.12, it is needed to find the kernel of the matrix given by

3 3.

which is the span of the vector

Thus, R is given by the span of the vector
Ha

il!]}
Step 3.3: Let S be the span of the vector

Step 4: The equations
xi > 0

2
3*1 >0

can be satisfied simultaneously with xi = 1/2.

Step 6: It can be concluded that £ may be decomposed as the composition ofa diagonal positive
definite matrix A(7,6) and a reciprocal vector field Cas

Xi

.*2.
= [0 iJ

=

'2 0'
0 3 (SH: v] [::]♦[?]
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Figure captions.

Figure 1. This is the phase portrait corresponding to the vector field given by
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Figure 2. This is the phase portrait corresponding to the vector field given by
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Figure 3. This is the phase portrait corresponding to the vector field given by
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Figure 4. This is the phase portrait corresponding to the vector field given by
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Figure 5. This is the phase portrait corresponding to the vector field givenby
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Figure 6. This is the phase portrait corresponding to the vector field given by
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