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#### Abstract


Circuit simulation is the key to shorten the design and development time of complex integrated circuits. Several methods have been recenuly proposed to speed up this task.

For digital circuits, relaxation techniques have been able to achieve up to two orders of mag. nitude speed-up. For analog circuits where distributed components and steady-state behavior are of importance, harmonic balance methods have been successful. This thesis addresses fundamental theoretical questions on these algorithms: convergence, accuracy, and stability.

In the first part, the numerical properties of Implicit-Implicit-Explicit (IIE) method, a relaxation method, are investigated. The IIE method has been froven to be consistent, stable and convergent. Experimental results showed that IIE gives fairly accurate solutions; however, the time-step required for the iteration is smaller than desired.

In the second part of the thesis, numerical properies of the harmonic-Newton method. a harmonic balance method for microwave circuits, are analyzed The harmonic-Newton method is shown to converge to the solution of the circuit equations when applied to periodic nonautonomous systems, almost-periodic nonautonomous systems, and periodic autonomous systems.

A complete error analysis on the harmonic-Newton method is also presented. The theoretical results are used to develop an algorithm to estimate the number of hamonics needed for given
error objectives prior to the application of the harmonic-Newton iteration Simulation results showthat this method can effectively improve the overall efficiency of the harmonic-Newton method.
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## CHAPTER 1

## Introduction

Circuit simulators are one of the most important computer-aided design tools for the design and analysis of large scale integrated circuits. A circuit simulator is normally designed or optimized for performing a certain class of circuit analysis such as dc analysis, ac analysis, transient analysis, steady-state analysis, noise, and distortion analysis. In this thesis, we devote ourselves to the time-domain transient analysis and the steady-state analysis, with special emphasis on the theoretical aspects of the algorithms used in these analysis.

In PART I of this thesis, we will concentrate on the time-domain transient analysis, one of the most complicated and expensive type of analysis.

Despite of their accuracy, conventional circuit simulators such as SPICE [1] and ASTAP [2] can only be used on relatively small circuits because the run time goes up rapidly with the circuit size. Because of this limitation, Relaxation-based circuit simulators were proposed. They provide accurate solutions as in conventional simulators with up to two order of magnitude speed improvement for larger digital MOS circuits. In this thesis, various relaxation-based techniques will be discussed. Among them, one special relaxation methods called timing analysis algorithm has a characteristic of performing only one relaxation iteration per time-step while one or more NewtonRaphson iterations may be used to solve each nodal equation. One particular timing analysis algorithm called Implicit-Implicit-Explicit method [3] has nice numerical properties for two-node circuits even when tightly-coupled feedback loops are present. In PART I of this dissertation, we formalize the IIE method and present its numerical properties. Both the theoretical and computational aspects of the IIE method will be discussed in detail. Implementation of the method and its experimental results are also discussed in depth.

In the analysis of many communication circuits and oscillators, one is frequently interested only in the steady-state periodic responses. If conventional numerical techniques are employed, one has no altemative but to integrate the differential equations over a sufficiently long interval of time until the transient waveform dies out. This procedure is acceptable only if the transient response decays rapidly. For many lightly damped circuits, the transient response will last for a long time, resulting in expensive and costly simulations. Frequency-domain simulation techniques on the other hand, assume the absence of transient response and search for steady-state response directly. This significantly reduces the overall simulation CPU time. In PART II of this thesis, we will examine one particular method called the harmonic-Newton method[4] which finds the periodic steady-state solutions in the frequency domain.

When we transform a nonlinear system from time-domain to frequency domain, it becomes an infinite-dimensional problem. In order to make the frequency-domain processing practical, we have to truncate the number of frequency elements, or harmonics, considered. Since some kind of truncation is inevitable, it is very important to study the convergence properties of the numerical method used in order to ensure that the solution obtained is meaningful. The convergence properties and the computation of the efror generated by the harmonic-Newton method will be the focus of PART II of this thesis. In addition, we will describe how this error bound can be used to predict the number of harmonics needed for a given error objective before applying the harmonic-Newton method.

Organization of PART I and PART II are similar. First, we formulate the problems, review the basic principle or algorithms used in existing simulation programs, and state the numerical properties and simulation problems associated with these algorithms. Then, we will present the IE method and the harmonic-Newton method in PART I and PART II respectively, with their numerical properties examined in detail. Finally, some experiment results for both methods will be presented.

# PART I : RELAXATION-BASED SIMULATION 

## CHAPTER 2

## Introduction

When performing transient analysis, traditional simulators such as SPICE[1] and ASTAP[2] use a direct method which consists of an implicit integration method, the Newton-Raphson method. and a sparse matrix technique to solve the circuit equations in the time domain. These simulators give accurate time-domain current and voltage waveforms based on device level descriptions of integrated circuits. However, they can only be used on relatively small circuits because the computational run time increase rapidly with the circuit size.

In the past few years, several techniques have been used to extend the capability of circuit simulatois to larger circuits. One of the techniques is the timing analysis which was first introduced in MOTIS[5] for simulations of MOS digital circuits. It applies a particular relaxation method on the nonlinear algebraic equations derived from the nonlinear differential equations after the implicit integration method is used. The particular characteristic of these relaxation methods is that they do not carry the iteration to convergence. In fact, each node equation is solved only once at each time point. For circuits with no floating capacitors, i.e. capacitors connecting two nodes, none of which is either ground or a voltage rail, these methods have been shown to be consistent, stable and as accurate as the backward Euler method. Although these methods offer a substantial saving in CPU-ime and memory usage, when floating capacitors are present in the circuit, all these methods have serious accuracy problems.

In light of the problem, the Implicit-Implicit-Explicit (IIE) method [3] has nice numerical properties for two-node circuits containing a floating capacitor as shown by experimental results. However, it was not clear how this method behaves when it is applied to a general circuit in which more than two nodes are connected by floating capacitors. The purpose of PART I of this disserta-
tion is to formalize the IIE method and present its numerical properties.

The organization of PART I is as follows. In Chapter 3, we stant with an introduction to circuit simulation problems, showing how the differential equations are fommuated from the circuit topology. Then, a brief review of some standard simulation approaches and a comprehensive discussion and classification of various relaxation techniques will be given. Finally, several commonly used timing analysis algorithms and their numerical properties such as consistency, stability, and convergence are described.

A detailed discussion of the IIE method is given in Chapter 4. We investigate rigorously its numerical properties on a test problem to provide some insight on how it behaves in general. The experimental results using the IIE as the initial waveform generator in RELAX[6] will also be presented.

In PART I of this thesis, the following conventions are used; Bold face letters represent vectors of variables or functions, and italics are used for scalar variables or functions. For variables or functions, superscript with paremheses is used to denote Newton iteration count while superscript without parentheses is used for node numbers. Subscript with parentheses represents relaxation iteration count, and subscript without parentheses is used as time index. Matrices are written in boldface capital letters, and elements of matrices are given by lower-case letters with subscripts denoting the matrix indices.

## CHAPTER 3

## Overview of Circuit Simulation Techniques

In this chapter, we will give an overview of various circuit simulation techniques and discuss how circuit equations for transient analysis are formulated. Special attention will be given to timing analysis algorithms, their numerical properties, and inherent problems associated with various techniques.

### 3.1. The Circuit Simulation Problem

The most general form of equations describing the circuit behavior is

$$
\begin{equation*}
F(\dot{x}(t), x(t), u(t))=0 \quad X(0)=x_{0} \tag{3.1.1}
\end{equation*}
$$

where $x(t)$ is the vector of the circuit variables, $\dot{x}(t)$ is the time derivative of $x(t), u(t)$ is the vector of the independent source, $t$ is time, and $F$ is a function which maps $\mathbf{x}(t), \dot{x}(t)$ and $t$ into a vector of real numbers.

The first question to ask is whether a solution of Eqn.(3.1.1) exists and is unique. It turns out that, under rather mild conditions on the continuity and differentiability of $F$, it can be proven that there exists a unique solution. However, these conditions can be difficult to verify in practice. If the circuit is well designed, it is obvious that the circuit should have unique solution for a given initial condition. In this thesis, we will assume that Eqn.(3.1.1) has a unique solution.

Since it is impossible to find a ciosed form solution to Eqn.(3.1.1) in general, one must resort to some numerical methods to obtain the solution. The numerical methods available are all iterative. They produce a sequence of approximate solutions which hopefully converge to exact the solution $\mathrm{x}^{*}(t)$.

### 3.2. Numerical Integration in Standard Simulators

When doing transient analysis, the values of some branch voltages and branch currents for some time interval, say for $0 \leq t \leq T$, are computed given the initial conditions of the capacitor voltages and inductor currents. This is done by solving systems of nonlinear first-order ordinary differential equations of the form given in Eqn. (3.1.1). In standard simulators, the numerical process of finding the solution is broken into three steps and the following three conventional numerical methods are used at each step of simulation:
(1) Given a differential equation describing the circuit, an implicit integration method is used to approximate the time derivative operator to yield a discrete-time system of nonlinear algebraic equations.
(2) The Newton-Raphson (NR) method is applied on the system of nonlinear algebraic equations generated by step 1. This results in a system of linear algebraic equations.
(3) Apply direct sparse-matrix techniques to obtain the solution to the system of linear algebraic equations generated by step 2.

The implicit integration method used in Step 1 subdivides the interval $[0, T]$ into a finite set of distinct points:

$$
t_{0}=0, t_{K}=T, \quad t_{k+1}=t_{k}+h_{k+1}, \quad k=0,1,2, \ldots, K-1 .
$$

The quantities $h_{k+1}$ are called time steps and their values are called step size. By applying an implicit integration method, Eqn. (3.1.1) is transformed into a discrete time sequence of algebraic equations with $\dot{\mathbf{x}}\left(t_{k+1}\right)$ being replaced by a combination of x at $t_{k+1}, t_{k}$, and possibly proceeding points. In doing so, we form a set of algebraic difference equations which approximate Eqn. (3.1.1). Then, we can solve for $\mathrm{x}\left(t_{k+1}\right)$ for $k=0,1,2, \cdots, K-1$. The fact that we can choose a implicit integration method in a variety different ways gives rise to a number of integration methods with different numerical properties. Among all the implicit integration methods available, we will consider the backward Euler method with constant step size as an example since it has been widely used and has nice numerical properties.

In the backward Euler method, $\dot{x}_{k+1}$ is expressed as a function of $x_{k+1}$ and $x_{k}$ :

$$
\begin{equation*}
\text { Backward Euler: } \quad x_{k+1}=x_{k}+h \dot{x}_{k+1} \tag{3.2.1}
\end{equation*}
$$

Since the value of $x_{k}$ is known at time $t_{k+1}, \dot{x}_{k+1}$ can be written as a function of $\mathbf{x}_{k+1}$, or:

$$
\begin{equation*}
\dot{x}_{k+1}=\dot{x}_{k+1}\left(x_{k+1}\right) \quad \text { for } k=0,1,2, \cdots K-1 \tag{3.2.2}
\end{equation*}
$$

Substituting Eqn. (3.2.2) into Eqn.(3.1.1), we have:

$$
\begin{equation*}
F\left(\dot{x}_{k+1}\left(x_{k+1}\right), x_{k+1}, u\left(t_{k+1}\right)\right)=0 \quad \text { for } k=0,1,2, \cdots K-1 \tag{3.2.3}
\end{equation*}
$$

Now, Eqn.(3.2.3) is a system of discretized nonlinear equations with $\boldsymbol{x}_{\boldsymbol{k}+1}$ being the unknown variable.

If the differential equations are nonlinear, the discretized algebraic equations are also nonlinear. These nonlinear equations can be converted into linear equations using the NR method (step 2 of the conventional simulators). Let $j$ be the iteration index of the NR method, then Eqn. (3.2.3) can have the following iteration form:

$$
\begin{gather*}
x_{k+1}^{(j+1)}-x_{k+1}^{(j)}=-j^{-1}\left(\dot{x}_{k+1}\left(x_{k+1}^{(j)}\right), x_{k+1}^{(j)}, u\left(t_{k+1}\right)\right) F\left(\dot{x}_{k+1}\left(x_{k+1}^{(j)}\right), x_{k+1}^{(j)}, u\left(t_{k+1}\right)\right)  \tag{3.2.4}\\
\text { for } j=0,1,2, \cdots \text { and } k=0,1,2, \cdots K-1 .
\end{gather*}
$$

where $J\left(\dot{x}_{k+1}\left(x_{k+1}\right), x_{k+1}, u\left(t_{k+1}\right)\right)=\frac{\partial F}{\partial x}\left(\dot{x}_{k+1}\left(x_{k+1}\right), x_{k+1}, u\left(t_{k+1}\right)\right)$ is the Jacobian matrix. Notice that the computation of each Newton iteration involves the evaluation of the function and its Jacobian matrix.

The linear equations Eqn.(3.2.4) generated by the NR method can be solved using direct sparse matrix techniques such as LU decomposition or Gaussian Elimination (step 3 of conventional simulators). The hierarchical organization of standard transient analysis simulators is shown in Fig. 3.1.

Although these conventional methods have been proven to be extremely reliable, with the increase in circuit size, these standard simulators demand more computation time and have higher storage requirements than desired for the analysis of VLSI circuits. For circuits with less than a thousand devices, because of the efficiency of sparse matrix techniques in solving linear equations, the computation of the Jacobian matrix and the evaluation of the function dominate the complexity


Figure 3.1 Structure of a Transient Analysis Simulator
of the simulation. The computational cost of performing the matrix solution for circuits with more than 1000 nodes grows rapidly with the circuit size despite of the use of sparse matrix techniques[7].

### 3.3. Relaxation Techniques

Recently, a new class of algorithms have been applied to the electrical integrated circuit simulation problems. These algorithms use relaxation methods at one of the steps in the numerical process to solve the circuit equations. Relaxation-based simulators such as RELAX[6] and SPLICE [8] provide the same level of accuracy as the standard simulators and may significantly reduce the overall simulation run time. Both RELAX and SPLICE have been proven to be very effective for the analysis of digital MOS integrated circuits.

Relaxation methods can be applied at any stage in the solution of Eqn. (3.1.1), as illustrated in Fig. $3.2[9,10]$. The advantages of relaxation methods are that they avoid solving a large system of equations directly and they permit the simulator to exploit latency efficiently.

Several assumptions are required by the relaxation-based simulators:
(1) Each MOS device and its interconnections can be modeled by lumped (linear or nonlinear) voltage-controlled capacitors, conductors, and current sources, (i.e. branch equations are such that nodal analysis can be used.)
(2) Every (internal or extemal) node in the circuit has a (linear or nonlinear) capacitor connected either to ground or dc supply voltage rails.

For LSI MOS circuits, these assumptions are usually satisfied. Under these assumptions, the nodal equation can be written in the following form:

$$
\begin{equation*}
\mathbf{C}(\mathbf{v}(t)) \dot{\mathbf{v}}(t)+\mathbf{f}(\mathbf{v}(t), \mathbf{u}(t))=0 \quad \mathbf{v}(0)=\mathbf{v}_{0} \tag{3.3.1}
\end{equation*}
$$

where $v$ is the vector of all unknown node voltages, $v_{0}$ is the vector of the initial values of $\mathbf{v}, \mathbf{u}$ is the vector of the independent source waveforms, $f$ is a continuous function whose components represent the net sum of currents flowing out of the capacitors connected to the node, and C


Figure 3.2 The use of relaxation technique at various levels of system of equations using Gauss-Seidel iteration as an example.
represents the nodal capacitance matrix. Under these assumptions, the capacitor matrix has nonzero diagonal entries and is often diagonally dominant.

If we assume that (1) the inverse of $C(\nabla)$ exists and is uniformly bounded with respect to $\nabla, u ;(2) u(t)$ is piecewise continuous; and (3) $f$ is globally Lipschitz continuous with respect to $v$ for all $u$, then Eqn. (3.3.1) has a unique solution on any finite interval [0,T][11]. Again, these conditions are difficult to verify in practice; we will also assume that Eqn. (3.3.1) has a unique solution in this thesis.

The two most commonly used relaxation methods are the Gauss-Jacobi (G) method and the Gauss-Seidel (GS) Method[12,13]. We will use these two methods to illustrate how relaxation techniques can be applied at different stages of the numerical process.

### 3.3.1 Linear Relaxation Methods

Consider a system of $n$ linear equations of the form:

$$
\begin{equation*}
A \nabla=b \tag{3.3.2}
\end{equation*}
$$

where $\mathrm{v}=\left[v^{i}, \cdots, v^{n}\right]^{T}, \mathrm{~b}=\left[b^{1}, \cdots, b^{n}\right]^{T}, v^{i}, b^{i} \in R$, and $\mathrm{A}=\left(a_{i j}\right), \mathrm{A} \in R^{n \times n}$. Note that the system of equations generated by Step II of standard simulators are written in this form. The solution vector $v$ exists and is unique if and only if $\mathbf{A}$ is nonsingular and this solution vector is given explicitly by

$$
\begin{equation*}
\mathbf{v}=\mathbf{A}^{-1} \mathbf{b} \tag{3.3.3}
\end{equation*}
$$

We assume throughout this section that the matrix $\mathbf{A}$ is nonsingular. Instead of the direct sparsematrix method, one can use a linear relaxation method such as the GJ or GS method to solve Eqn. (3.3.2). To be able to use the GJ or GS method, we also need to also assume that the diagonal entries of $\mathbf{A}$ are all nonzero numbers.

Let $A$ be split into $L+D+U$, where $L$ is strictly lower triangular, $D$ is diagonal, and $U$ is strictly upper triangular, then Eqn. (3.3.2) will have the following form when the Gauss-Jacobi method is applied:

$$
\begin{equation*}
\mathbf{D} \mathbf{v}_{(k+1)}=-(\mathbf{L}+\mathbf{U}) \mathbf{v}_{(k)}+\mathbf{b}, \quad k \geq 0 \tag{3.3.4}
\end{equation*}
$$

where $k$ is the iteration index. The advantage of this method is that all $n$ equations can be solved simultaneously using parallel processing since the order in which the equations are solved is irrelevant.

If the Gauss-Siedel iteration is used, then Eqn. (3.3.2) becomes:

$$
\begin{equation*}
(D+L) v_{(k+1)}=-U v_{(k)}+b \quad k \geq 0 . \tag{3.3.5}
\end{equation*}
$$

It uses the lastest estimate $\nu_{(k+1)}^{i}$ of the component $v^{i}$ of the solution vector $\nabla$ in all subsequent computations. When the linear equation (3.3.2) is obtained by the NR method, this combined method is a special case of the Newton successive overrelaxation (Newton-SOR) method. The order in which these $n$ equations are placed in the matrix form is critical to the speed of convergence. It is obvious that if $\mathbf{A}$ is a lower triangular matrix, it will only take one GS iteration to reach the solution. Hence, it is desirable to arrange the matrix $\mathbf{A}$ as close to lower triangular as possible or to have the matrix $\mathbf{U}$ as sparse as possible.

Since relaxation methods are iterative, it is important to ask under what conditions they are guaranteed to converge to the solution. In the case where $\mathbf{A}$ is diagonally dominant, it has been proven that both the GJ and GS methods converge to the solution. This property is described in the following theorem [12].

Theorem 3.1. Let A be a strictly or irreducibly diagonally dominant $n \times n$ complex matrix, then for the problem $A v=b$, both the Gauss-Jacobi and the Gauss-Seidel iterations converge to the solution for any given initial guess vector.

The rate of convergence for both methods is linear. That is, after a sufficiently large number of iterations, the error at each iteration decreases according to

$$
\begin{gather*}
\left\|\nabla_{(k+1)}-\nabla_{(k)}\right\|=\varepsilon_{(k+1)}  \tag{3.3.6}\\
\varepsilon_{(k+1)} \leq C \varepsilon_{(k)}
\end{gather*}
$$

where $C$ is a positive constant smaller than one. Since it is guaranteed that the exact solution can be obtained in one iteration when the sparse-matrix teçhniques such as Gaussian elimination or LU
decomposition are used, relaxation methods described here are advantageous only when the number of iterations needed to reach the convergence is small. Moreover, the convergence property for the GJ and GS methods is guaranteed only under the condition that $\mathbf{A}$ is strictly diagonally dominant. For this reason, sparse-matrix techniques have been used more widely than relaxation techniques at linear system level in conventional circuit simulators.

### 3.3.2. Nonlinear Relaxation Methods

Relaxation methods can also be used at the nonlinear equation level. Examples of simulators using nonlinear relaxation methods are MOTIS[5] and SPLICE. Consider the following system of $n$ nonlinear equations:

$$
\begin{equation*}
g(v)=0 \tag{3.3.7}
\end{equation*}
$$

where $g: R^{n} \rightarrow R^{n}$ has components $g^{1}, g^{2}, \cdots, g^{i}, \cdots, g^{n}$, and $v: R^{n}$ has components $\boldsymbol{v}^{1}, \nu^{2}, \cdots, v^{i}, \cdots, v^{n}$, with $i$ being the node index. Recall that the Gauss-Jacobi iteration in the linear algebraic equation level is simply to obtain the solution of the $i^{\text {th }}$ equation $v_{(k+1)}^{i}$ with the other $n-1$ variables held at iteration $k$, with $k$ being the iteration index. We can extend the same prescription to the nonlinear algebraic equation level. Then, the basic step of the nonlinear Gauss-Jacobi iteration is to solve the following equation:

$$
\begin{gather*}
g^{i}\left(v_{(k)}^{1} \ldots, v_{(k)}^{i-1}, v_{(k+1)}^{i}, v_{(k)}^{i+1}, \cdots, v_{(k)}^{n}\right)=0 .  \tag{3.3.8}\\
\text { for } i=1, \cdots, n, k \geq 0 .
\end{gather*}
$$

Thus, we can solve all $v_{(k+1)}^{i}$ for $i=1, \cdots, n$ from $v_{(k)}$ simultaneously.
In a completely analogous fashion, the Gauss-Seidel iteration can also be extended to the nonlinear Gauss-Seidel iteration. Written in a component form, the $i^{\text {th }}$ equation becomes

$$
\begin{gather*}
g^{i}\left(v_{(k+1)}^{1}, \ldots, v_{(k+1)}^{i-1}, v_{(k+1)}^{i}, v_{(k)}^{i+1}, \cdots, v_{(k)}^{n}\right)=0 .  \tag{3.3.9}\\
\text { for } i=1, \cdots, n, k \geq 0 .
\end{gather*}
$$

If the one-dimensional Newton method is used to solve Eqn. (3.3.8) and Eqn. (3.3.9), then we will have a double loop iteration where the inner loop is the Newton iteration and the outer loop is
the GJ or GS nonlinear iteration. In the case when the Gauss-Jacobi-Newton method is used, the iteration becomes

$$
\begin{align*}
& v_{(k+1)}^{(j+1)}-v_{(k+1)}^{i(u)}= \\
& -\left[\frac{\partial g^{i}}{\left.\partial v^{i}\left(v_{(k)}^{1}, \cdots, v_{(k)}^{i-1}, v_{(k+1)}^{(j)}, v_{(k)}^{i+1}, \cdots, v_{(k)}^{n}\right)\right]^{-1} g^{i}\left(v_{(k)}^{1}, \cdots, v_{(k)}^{i-1}, v_{(k+1)}^{(U)}, v_{(k)}^{i+1}, \cdots, v_{(k)}^{n}\right)}\right. \\
& \text { for } \quad j=0,1, \cdots, \quad k=0,1, \cdots, \quad i=1, \cdots, n . \tag{3.3.10}
\end{align*}
$$

Similarly, when the Gauss-Seidel-Newton method is used, we have:

$$
\begin{align*}
& v_{(k+1)}^{i(+1)}-v_{(k+1)}^{i(0)} \\
& =-\left[\frac{\partial g^{i}}{\partial v^{i}}\left(v_{(k+1)}^{1}, \cdots, v_{(k+1)}^{(J)}, v_{(k)}^{i+1}, \cdots, v_{(k)}^{n}\right)\right]^{-1} g^{i}\left(v_{(k+1)}^{1}, \cdots, v_{(k+1)}^{(j)}, v_{(k)}^{i+1}, \cdots, v_{(k)}^{n}\right), \\
& \text { for } j=0,1, \cdots, k=0,1, \cdots, \quad i=1, \cdots, n . \tag{3.3.11}
\end{align*}
$$

We may, of course, replace the NR method with other one-dimensional iteration method as the inner loop to obtain the solutions of Eqn.(3.3.8) and Eqn.(3.3.9).

It is desirable to find the required conditions on g to ensure the convergence of the Gauss-Jacobi-Newton and Gauss-Seidel-Newton method. This is described in the following theorem.

Theorem 3.2. [13]
Let $g(v)$ be continuously differentiable in an open neighborhood $S^{0}$ of a point $v^{\circ}$ for which $g\left(v^{*}\right)=0$. Assume that $\frac{\partial g}{\partial v}\left(v^{*}\right)$ is symmetric and positive definite. Consider again the decomposition of $\frac{\partial \mathrm{g}}{\partial \mathrm{v}}(\mathrm{v})$ into diagonal, strictly lower-triangular, and strictly upper-triangular parts and suppose that the diagonal matrix is nonsingular. Under the above assumptions, the Gauss-Jacobi-Newton and Gauss-Seidel-Newton iterations described in Eqn. (3.3.7) and Eqn. (3.3.8) are well defined on an open ball $B\left(v^{*}, \delta\right)$ belonging to $S^{0}$, and the iterations converge to $v^{*}$.

It is clear that the GJ or the GS nonlinear iteration is the primary iteration and the NR iteration is the secondary iteration. We can argue intuitively that it is not necessary to be too critical of the accuracy of the NR method at least for the first few GJ or GS iterations. In fact, it has been
shown in [13], that the asymptotic rate of convergence for the case where one NR iteration is taken for each GJ or GS loop is the same as the case where an infinite number of NR iterations are taken for each GJ or GS loop. Therefore it does not improve the speed of convergence to take more than one NR iterations.

### 3.3.3. Waveform Relaxation Methods

When relaxation techniques are applied at the differential equation level, we call this class of algorithms Waveform Relaxation (WR) method [10]. While relaxation techniques use real vectors (belonging to $R^{n}$ ) as the variables in the linear and nonlinear algebraic equation level, the unknown variables are waveforms (elements of a function space) in the case of WR method.

As in the case of algebraic equation level, both the GJ and the GS relaxations can be used at the differential equation level. As mentioned before, the speed of convergence of the GS method is heavily sensitive to the order in which the equations are arranged. For most MOS circuits, transistors are almost unidirectional from gate to source and from gate to drain. Therefore, the circuit equations can be properiy ordered to give the GS iteration the speed advantage over the GI iteration. If the circuit contains no MOS transmission gate nor any feedback connection, the circuit equation (3.3.1) can be reordered such that the system of equations are in the form:

$$
C^{i}\left(v^{1}(t), \cdots, v^{i}(t)\right) \dot{v}(t)+f^{i}\left(v^{1}(t), \cdots, v^{i}(t), \mathrm{u}(t)\right)=0 \quad \text { for } i=1,2, \cdots, \text { (3.3.12) }
$$

In this special case, only one GS iteration is needed. This is also the main reason why relaxation methods have the speed advantage over conventional circuit simulators for the simulation of MOS circuits. Here we will only discuss the Waveform-Relaxation Gauss-Seidel Algorithm used in RELAX.

Consider the first-order differential equations as shown in Eqn. (3.3.1):

$$
\begin{array}{cc}
C^{1}(v(t)) \dot{v}(t)+f^{1}(v(t), \mathbf{u}(t))=0, & v^{1}(0)=v^{1_{0}} \\
\ldots \cdots \cdots &  \tag{3.3.13}\\
\cdots \cdots \cdots & \\
C^{n}(v(t)) \dot{v}(t)+f^{n}(v(t), \mathbf{u}(t))=0, & v^{n}(0)=v^{n_{0}}
\end{array}
$$

The basic idea of this method is to fix the waveforms $v^{2}, \cdots, v^{n}$ at some initial guess waveforms and solve the first equation as a one-dimensional differential equation in $\nu^{1}$. The solution obtained for $\boldsymbol{v}^{1}$ is substituted into the second equation which will then be reduced to another first-order differential equation with one variable, $v^{2}$. The new $v^{2}$ is again used in the third equation. This process continues until all the equations in Eqn. (3.3.13) are solved. Then the procedure is repeated until the waveforms converge to the solution waveforms. In mathematical term:

$$
\begin{align*}
& C^{i}\left(v_{(k+1)}^{1}(t), \cdots, v_{(k+1)}^{i}(t), v_{(k)}^{i+1}(t), \cdots, v_{(k)}^{n}(t)\right)\left[\begin{array}{c}
v_{(k+1)}^{1}(t) \\
\cdots \\
v_{(k+1)}^{i}(t) \\
v_{(k)}^{(k)}(t) \\
\cdots \\
v_{(k)}^{n}(t)
\end{array}\right] \\
& +f^{i}\left(v_{(k+1)}^{1}(t), \cdots, v_{(k+1)}^{i}(t), v_{(k)}^{i+1}(t), \cdots, v_{(k)}^{n}(t)\right)=0, \\
& \text { for } i=0,1,, \cdots, n \quad \text { and } \quad k=0,1,2, \ldots \ldots . \tag{3.3.14}
\end{align*}
$$

The outer iteration loop of WR method is the Gauss-Seidel iteration and the inner iteration loop can be any numerical integration method which can be used to solve the resulting onedimensional differential equation. The convergence of WR method is guaranteed under some conditions similar to the ones needed in the linear or nonlinear algebraic equation cases. The convergence property is stated in the following theorem [14]:

## Theorem 33.

Assume that $\mathrm{C}(\mathrm{v}) \in R^{n \times n}$ is strictly diagonally dominant uniformily over all $\mathrm{v}(t): R^{n}$ and Lipschitz continuous with respect to $\mathbf{v}(t)$ for all $\mathbf{u}(t)$, and the initial guess waveforms are differentiable, then the sequences of waveforms $\left\{\mathbf{v}_{(k)}(t)\right\}$ generated by the. Gauss-Seidel or the Gauss-Jacobi WR algorithm will converge uniformly to the solutions of the above equations for all bounded intervals $[0, T]$.

Waveform relaxation method has been implemented in REILAX. This simulator has been proven to be effective for the simulation of integrated circuits. More detailed description of the program RELAX will be given in a later section.

### 3.4. Timing Simulation

Timing simulation is a time domain circuit simulation technique which uses a particular nonlinear relaxation approach to solve the nonlinear algebraic equations derived from discretizing the circuit nonlinear differential equations. The basic characteristic of timing simulation is that the iteration of the relaxation methods is not carried to convergence: only one sweep is taken. Because of this, the numerical properties such as consistence, stability, and convergence of the integration methods used to discretize the derivative operator no longer hold. In Section 3.4.2, a complete analysis of their numerical properties will be discussed.

Since only one sweep of relaxation is taken, the time steps must be kept sufficiently small to ensure the accuracy of the solutions of the nonlinear equations. However the computational expense of taking one iteration is very small. In addition, the total run time can be reduced even further due to the fact that timing analysis algorithms allow circuit latency to be exploited by using bypass or selective-trace techniques. Thus, the total computer time used in timing simulation is usually much less than that of a standard simulator. However, there are cases where these methods can not obtain an accurate solution. Examples are circuits containing tight feedback loops, pass transistors, or floating elements. We will discuss these problems in more detail in Section 3.4.3.

### 3.4.1. Timing Analysis Algorithm

To illustrate the basic steps of timing simulation, we again consider the circuits whose node equations can be written as in Eqn. (3.3.1):

$$
\begin{equation*}
\mathbf{C}(\mathbf{v}(t)) \dot{\mathbf{v}}(t)+\mathbf{f}(\mathbf{v}(t), \mathbf{u}(t))=0 \quad \mathbf{v}(0)=\mathbf{v}_{0} \tag{3.4.1}
\end{equation*}
$$

To discuss timing analysis methods in this section, we need to assume that no floating capacitor (i.e. capacitors connected between two non-ground nodes) is present in the circuit. Therefore $\mathbf{C}$ is a diagonal matrix. We also assume that $\mathrm{C}^{-1}(\mathrm{v})$ exits for all v such that Eqn. (3.4.1) can be written as follows:

$$
\begin{equation*}
\dot{\mathbf{v}}(t)+\mathbf{F}(\mathbf{v}(t), \mathbf{u}(t))=0 \quad \mathbf{v}(0)=\mathbf{v}_{0} . \tag{3.4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{F}(\mathrm{v}(t), \mathrm{u}(t))=\mathbf{C}(v(t))^{-1} \mathrm{f}(\mathrm{v}(t), \mathrm{u}(t)) \tag{3.4.3}
\end{equation*}
$$

In timing simulation, the time derivative is replaced by any implicit integration formula such as the Backward Euler or the Trapezoidal formula. In this section, we only consider those methods of which the time derivative is discretized by the Backward Euler formula with constant time step:

$$
\begin{equation*}
\dot{\nabla}_{k+1}=\frac{1}{h}\left(v_{k+1}-v_{k}\right) \tag{3.4.4}
\end{equation*}
$$

where $\nabla_{k}$ and $\nabla_{k+1}$ are the computed values of node voltages at time $t_{k+1}$ and $t_{k}$, and $h=t_{k+1}-t_{k}$ is the time step. Thus, the iterative process of the nonlinear equation becomes:

$$
\begin{equation*}
\nabla_{k+1}-\nabla_{k}+h \mathbf{F}\left(\nabla_{k+1}, \mathbf{u}\left(t_{k+1}\right)\right)=0 \tag{3.4.5}
\end{equation*}
$$

One sweep of nonlinear relaxation methods described in Section 3.3.2 can now be used on Eqn. (3.4.5). If we use one sweep of the Gauss-Jacobi relaxation on Eqn.(3.4.5), we get the following iterative process:

$$
\begin{gather*}
v_{k+1}^{i}=v_{k}^{i}-h F^{i}\left(v_{k}^{1 .} \cdots, v_{k+1}^{i}, v_{k}^{i+1}, \cdots, v_{k}^{n}, \mathbf{u}\left(t_{k+1}\right)\right)  \tag{3.4.6}\\
i=1, \cdots, n
\end{gather*}
$$

where $i$ is the node index. If one sweep of the NR method is used to obtain the solution of Eqn (3.4.6), this combined scheme is the one step Gauss-Jacobi-Newton method discussed in Section 3.3.2. with the exception that the outer loop Gauss-Jacobi iteration is carried out only once. More specifically, at each time point $t_{k+1}$, the Gauss-Jacobi-Newton method computes new values of all node voltages using only one iteration and accept the results as the correct solution at $t_{k+1}$ and goes on to $t_{k+2}$. With some modification, this method has been used in MOTIS.

We can also use the Gauss-Seidel relaxation method to obtain the solution of Eqn. (3.4.5) as in SPLICE1.3[7]. The iteration process of the Gauss-Seidel method is:

$$
\begin{gather*}
v_{k+1}^{i}=v_{k}^{i}-h F^{i}\left(v_{k+1}^{1}, \cdots, v_{k+1}^{i-1}, v_{k+1}^{i}, v_{k}^{i+1}, \cdots, v_{k}^{n}, \mathbf{u}\left(t_{k+1}\right)\right)  \tag{3.4.7}\\
i=1, \cdots, n
\end{gather*}
$$

where $i$ is the node index. The solution of Eqn. (3.4.7) is also approximated by using one step of the Newton-Raphson algorithm. This resulting timing analysis algorithm is also a combination of the implicit integration method with one sweep of one step the Gauss-Seidel-Newton method (both the inner and the outer loop iterations are carried out only once).

Note that neither method carries the iteration to convergence; In fact, only one sweep of relaxation iteration is taken. Hence the original mumerical properties of the backward Euler integration method no longer hold. In the following section the mumerical properties of these timing analysis methods which combine the discretization formula, relaxation steps and the NewtonRaphson method will be investigated.

### 3.4.2. Numerical Properties

The numerical properties of an integration method, such as stability, are studied on test problems $[15,16]$ which are simple enough to allow a theoretical analysis but still general enough that one can gain insight into how the integration method behaves in general. For the analysis of the conventional multistep methods, the test problem consists of a linear, time-invariant, zero-input, asymptotically stable, differential equation.

Unfortunately, this simple test problem cannot be used to evaluate the timing analysis techniques described in the previous section. The test problem chosen should be a circuit that satisfies the following conditions:
(1) It consists of positive linear time-invariant resistors and capacitors, and linear time-invariant voitage-controlled current sources.
(2) Each node has a capacitor to ground or to dc supply voltage rails.
(3) It is an asymptotically stable system.
(4) There is no floating capacitor in the circuit.

Mathematically, this particular test problem can be written as:

$$
\begin{equation*}
\dot{x}=A x, \quad x(0)=x_{0} . \tag{3.4.8}
\end{equation*}
$$

where $A \in R^{n \times n}$ and the eigenvalues of $A$ are in the open left half complex plane. Let I be the identity matrix and $\mathbf{A}=\mathbf{L}+\mathbf{D}+\mathbf{U}$, where $\mathbf{L} \mathbf{D}$ and $\mathbf{U}$ are all $n \times n$ matrices with $L$ being strictly lower triangular matrix, $D$ being diagonal, and $U$ being strictly upper triangular matrix. Now apply those algorithms discussed in the previous section to this test problem:
(a) The Gauss-Jacobi integration algorithm:

$$
\begin{gather*}
{[I-h D] x_{k+1}=[I+h(L+U)] x_{k}}  \tag{3.4.9}\\
\text { or }  \tag{3.4.10}\\
\text { where } \quad \mathbf{M}_{\boldsymbol{G} J}=[\mathbf{I}-h \mathbf{D}]^{-1}[\mathbf{I}+h(\mathbf{L}+\mathbf{U})]
\end{gather*}
$$

(b) The Gauss-Seidel integration algorithm:

$$
\begin{gather*}
{[\mathrm{I}-h(\mathrm{D}+\mathrm{L})] \mathrm{x}_{k+1}=[\mathbf{I}+h \mathrm{U}] x_{k}}  \tag{3.4.11}\\
\text { or } \quad x_{k+1}=M_{G J}(h) x_{k}  \tag{3.4.12}\\
\text { where } \quad \mathbf{M}_{G S}=[\mathbf{I}-h(\mathrm{D}+\mathrm{L})]^{-1}[\mathbf{I}+h \mathrm{U}]
\end{gather*}
$$

Note that the test circuit is linear, hence the inner loop of the NR method is eliminated. The matrices $\mathrm{M}_{G J}(h)$ and $\mathrm{M}_{G S}(h)$ are called the companion matrices of the methods. If we denote $M(h)$ as the generic companion matrix of a method, then the method to be investigated using a fixed step size $h$ will give the following solution:

$$
\begin{equation*}
x_{k}=[M(h)]^{k} x_{0} \tag{3.4.13}
\end{equation*}
$$

We now define the numerical properties of the integration algorithm described by Eqn. (3.4.13).

Let $\mathrm{x}(\mathrm{t})$ be the exact solution of the test problem. An integration algorithm is convergent if the sequence of the computed solution, $\mathrm{x}_{\boldsymbol{k}}$, converges uniformly to $\mathbf{x}(t)$ as the step-size $h$ goes to zero.

One useful measure of the error introduced by the integration technique is the local truncation error whose definition is given as follows:

## Definition 3.2 (local truncation error)

Let $x\left(t_{k}\right)$ be the exact solution of the test problem at time $t_{k}, x_{k}$ be the computed solution at time $t_{k}$ assuming $x_{k-1}=x\left(t_{k-1}\right)$ (i.e. no error has been made in computing $x$ at previous time point), and $h=t_{k}-t_{k-1}$, then the local truncation error $\varepsilon$ is defined as:

$$
\begin{equation*}
\varepsilon=\left\|x\left(t_{k}\right)-x_{k}\right\| \tag{3.4.14}
\end{equation*}
$$

If $\varepsilon=O\left(h^{r+1}\right)$, then $r$ is said to be the order of the integration method.
Using this definition, we have the following definition for consistency:

## Definition 3.3 (consistency)

The numerical method is said to be consistent if

$$
x(t)-x_{k}=O\left(h^{P}\right)
$$

where $p \mathbf{Z} \mathbf{2}$ for all $k$.
Based on the above definition, we know that a timing algorithm is consistent if its companion matrix can be expanded as a power series of the step-size $h$ of the following form:

$$
\mathbf{M}(h)=\mathbf{I}+h \mathbf{A}+O\left(h^{2}\right)
$$

Convergence implies that if the step size is chosen sufficiently small, then the numerical solution can be made arbitrarily close to the exact solution. Consistency only ensures that the local errors are small, but does not tell us anything about how the errors propagate from one time point to the next. To insure convergence of a numerical integration method, we need to verify that it is also stable.

An integration algorithm is stable if for any $\delta>0, M>0$ and for all $\mathrm{x}_{0} \in R^{n}$, there exists a $\bar{k}>0$ such that the difference between two numerical solutions generated from two different initial values is bounded. i.e.

$$
\left\|x_{k}-x_{k}^{\prime}\right\|<M\left\|x_{0}-x_{0}^{\prime}\right\| \quad \text { for all } k \geq \bar{k} \text {, and for all } h \text { between }[0, \delta)
$$

where $x_{k}$ and $x^{\prime}{ }_{k}$ are the computed sequences given the initial values $x_{0}$ and $x_{0}^{\prime}$ respectively.
Stability implies that a small perturbation in the initial value can only cause a bounded change in the answer as $h$ approaches zero. Since each step in the timing analysis algorithms is effectively a new initial value problem, stability guarantees that the change due to a small perturbation at any step in the computation is bounded. The following classical theorem relates consistency, stability, and convergence together.

Theorem 3.4:[15]
If a namerical integration method is consistent and stable, then it is convergent.
The numerical properties of the Gauss-Jacobi and the Gauss-Seidel integration algorithms have been discussed in [17]. It states that the Gauss-Jacobi and the Gauss-Seidel integration algorithms are consistent, stable, hence convergent. Moreover, the Gauss-Jacobi and the Gauss-Seidel integration methods are first-order integration algorithms.

To extend the analysis of stability, let us define A-Stability.

## Definition 3.5. ( A-Stability )

An integration method is A-stable if for any $N>0$ and for all $x_{0} \in R^{n}$, there exists a $\tilde{k}$ such that

$$
\left\|x_{k}\right\|<N \quad \text { for all } k \geq \tilde{k} \quad \text { and all } h \text { between }[0, \infty)
$$

where $\left\{x_{k}\right\}$ is the sequence generated by the method.
Stiff problems arise when the circuits under simulation contain bypass or coupling capacitors(inductors) which are several orders of magnitude larger than the parasitic elements of the circuits. This often implies that the solutions contain both the fast components due to the parasitic elements and the slow components due to the bypass and coupling elements.

To analyze stiff circuits effectively, one must use variable step sizes, so that, after the fast transient response has died off, the step size can be increased to quickly observe the slow transient response. To do so, the region of stability of the integration method should be large enough to allow a large step size for large time constants, without being constrained by the small time constants. Clearly, if the method is A-stable, it can be effectively used to handle stiff circuits. It is reasonable to ask under what conditions the GJ and the GS timing analysis methods are suitable for solving stiff circuits. To do so, we need to use the following proposition:

## Proposition 3.1 [18]

The sequence of vectors $x_{k}=[M(h)]^{k} x_{0}$ is bounded for a given $h$ if and only if the spec. trum of $\mathbf{M}(h)$ is contained in the unit ball $B(0,1)$, i.e. all eigenvalues of $\mathbf{M}(h), \sigma(\mathbb{M}(h))$, are contained in $B(0,1)$, and no multiple zeros of the minimal polynomial of $\mathbf{M}(h)$ has modulus equal to 1.

## Theorem 35

The Gauss-Jacobi method and the Gauss-Seidel method are A-stable when applied to the test problem described above if $\mathbf{A}$ is negative definite and strictly diagonal dominant.

To be effective in circuit analysis, an integration method has to use variable time-step. Standard integration methods control the time step by monitoring the local truncation error. Since these timing algorithms do not carry the nonlinear iteration to convergence, computing the local truncation error of the timing analysis algorithms is very complex. Fortunately, from our analysis, we found that any error contributed by taking only one $\mathbf{N} \mathbf{N}$ iteration is negligible. This property certainly simplifies the computation of local truncation error.

## Theorem 3.6:

The Gauss-Jacobi and Gauss-Seidel integration methods are first order algorithms, and taking oniy one sweep of the Newton-Raphson method does not produce any first order error.

### 3.4.3. Problems with Timing Analysis Algorithms

A major problem with timing analysis algorithms is its inaccuracy and instability when they are used to analyze circuits with tightly-coupled feedback loops or bidirectional circuit elements. One such element is the floating capacitor which is often an important element in the design of integrated circuits.

To see the effect of floating capacitors on the timing analysis algorithm, let us consider a linear time-invariant circuit described by

$$
\begin{equation*}
\mathbf{C} \dot{\mathbf{v}}=-\mathbf{G v} \quad \nabla(0)=v_{0} \tag{3.4.15}
\end{equation*}
$$

where $\mathbf{C}$ is the node capacitance matrix and $\mathbf{G}$ is the node conductance matrix. If there is no floating capacitor, then $\mathbf{C}$ is diagonal and can easily be inverted. In this case, the analysis described previously applies. When floating capacitors exist, $\mathbf{C}$ is no longer diagonal, inverting $\mathbf{C}$ is expensive and most of the advantages of the timing simulation algorithms would be lost. If we do not invent $C$ and just apply the timing analysis algorithms directly on Eqn. (3.4.28), then all the algonithms described previously are not even consistent.

Another major drawback of the timing analysis algorithms is that these algorithms are Astable only under some strict conditions. This forces us to use small step sizes in the numerical computation even though large step sizes may be acceptable. For a technique to be robust, one will prefer any A-stable numerical integration method over these timing analysis algorithms because the time step of an A-stable method can be safely chosen as long as it satisfies the local truncation error criteria. Since these timing analysis methods is not A-stable in all cases, the time step must also be bounded to ensure stability. This requires some knowledge of the time constant for the circuit under analysis. However, $t t$ is difficult to estimate the time constant of a circuit, thus these algorithms have to rely on the user to intelligently select an appropriate time step.

Although timing analysis algorithms improve the computational speed by taking one sweep of displacement method, all these problems described above are also due to the fact that the relaxation iterations are not carried to convergence. This severely limits the application of these techniques to

## some restricted class of circuit topologies.

## CHAPTER 4

## The Implicit-Implicit-Explicit Method

As mentioned in Chapter 3, one major drawback of the timing analysis algorithms is the accuracy and stability problems when the circuit under analysis contains elements that form tightly-coupled feedback loops. One such element is the floating capacitor. For this reason, special techniques must be used. The Implicit-Implicit-Explicit (IIE) method has been proposed to handle floating capacitors. In this chapter, we formalize the IIE method and present its numerical properties using the frame work set up in the previous chapter. In particular, we show that the method is consistert, stable and as accurate as the backward Euler method even when floating capacitors are present in the circuit. The details of this algorithm are described in Section 4.1. In Section 4.2, we will investigate its numerical properties, such consistency, stability, and convergence on a test problem. In Section 4.3, some implementation results are presented. Then, the concluding remarks are given in Section 4.4.

### 4.1. Mathematical Formulation

In this section, we will study the IIE algorithm by applying it to the following system:

$$
\begin{equation*}
C(v) \dot{v}+\quad f(v, u(t))=0 \quad \nabla(0)=v_{0} \tag{4.1.1}
\end{equation*}
$$

Note that we allow floating capacitors to be present in the system.
Before we study this general system, let us first examine a two-node circuit. Applying the backward Euler integration method and nodal analysis to the circuit of Fig. 4.1, we have:

$$
\left[\begin{array}{cc}
G_{1}+G_{3}+\frac{C_{1}+C_{3}}{h} & -G_{3}-\frac{C_{3}}{h} \\
-G_{3}-\frac{C_{3}}{h} & G_{2}+G_{3}+\frac{\left(C_{2}+C_{3}\right)}{h}
\end{array}\right]\left[\begin{array}{l}
v^{1} \\
v^{2}
\end{array}\right]_{k+1}
$$



Figure 4.1 Circuit Example

$$
=\left[\begin{array}{cc}
\frac{\left(C_{1}+C_{3}\right)}{h} & -\frac{C_{3}}{h}  \tag{4.1.2}\\
-\frac{C_{3}}{h} & \frac{\left(C_{2}+C_{3}\right)}{h}
\end{array}\right]\left[\begin{array}{l}
v^{1} \\
v^{2}
\end{array}\right]_{k}
$$

where $h=t_{k+1}-t_{k}$
The key to the IIE method is to decouple Eqn. (4.1.2) by taking the voltage at node (2) one step back in time when solving the first equation. Thus, $G_{3} v_{k+1}^{2}$ is replaced by $G_{3} v_{k}^{2}$ and the current flowing through the floating capacitor is given by $\frac{C_{3}}{h}\left[\left(v_{k+1}^{1}-v_{k}^{1}\right)-\left(v_{k}^{2}-v_{k-1}^{2}\right)\right]$. Therefore, Eqn. (4.1.2) becomes:

$$
\left[\begin{array}{cc}
G_{1}+G_{3}+\frac{C_{1}+C_{3}}{h} & 0 \\
-G_{3}-\frac{C_{3}}{h} & G_{2}+G_{3}+\frac{\left(C_{2}+C_{3}\right)}{h}
\end{array}\right]\left[\begin{array}{l}
v^{1} \\
v^{2}
\end{array}\right]_{k+1}
$$

$$
=\left[\begin{array}{cc}
\frac{\left(C_{1}+C_{3}\right)}{h} & -G_{3}-\frac{C_{3}}{h}  \tag{4.1.3}\\
-\frac{C_{3}}{h} & \frac{\left(C_{2}+C_{3}\right)}{h}
\end{array}\right]\left[\begin{array}{c}
v^{1} \\
v^{2}
\end{array}\right]_{k}+\left[\begin{array}{cc}
0 & -\frac{C_{3}}{h} \\
0 & 0
\end{array}\right]^{2}\left[\begin{array}{c}
v^{1} \\
v^{2}
\end{array}\right]_{k-1}
$$

The IIE method has been shown[3] to be unconditionally stable for this particular two node circuit ( i.e. all eigenvalues of the companion matrix are less than 1 for all values of the circuit parameters and for all $h$ ). In addition, this method is free of oscillatory error for this two node circuit if we keep the time step sufficiently small.

In order to generalize this method, consider the following splitting:

$$
C(v)=C_{l}(v)+C_{u}(v)
$$

where $C_{z}(v)$ is strictly upper triangular and $C_{l}(v)$ is lower triangular with nonzero diagonal entries. Eqn. (4.1.1) can be rewritten as follows:

$$
\begin{equation*}
C_{l}(v) \dot{v}+C_{k}(v) \dot{v}+f(v, u(t))=0 \tag{4.1.4}
\end{equation*}
$$

To solve Eqn. (4.1.4), the time derivative operator is discretized to convert the nonlinear differential equation into a nonlinear algebraic equation. In contrast to other timing algorithms, this algorithm discretizes the derivative operator in Eqn. (4.1.4) at two different time points, $t_{k+1}$ and $t_{k}$, i.e.:

$$
\begin{equation*}
C_{l}\left(\nabla_{k+1}\right) \dot{v}_{k+1}+C_{k}\left(\nabla_{k+1}\right) \dot{v}_{k}+f\left(v_{k+1}, u\left(t_{k+1}\right)\right)=0 \tag{4.1.5}
\end{equation*}
$$

where $\dot{\mathbf{v}}_{k+1}$ and $\dot{\mathbf{v}}_{k}$ are the time derivatives of the vector $\nabla$ evaluated at $t_{k+1}$ and $t_{k}$, respectively. If the backward Euler integration formula is used, then we have:

$$
\begin{equation*}
\dot{\nabla}_{k+1}=\frac{\nabla_{k+1}-\nabla_{k}}{h} \quad \dot{\nabla}_{k}=\frac{\nabla_{k}-\nabla_{k-1}}{h} \tag{4.1.6}
\end{equation*}
$$

where $h \equiv t_{k+1}-t_{k}=t_{k}-t_{k-1}$, then Eqn. (4.1.5) becomes:

$$
\begin{gather*}
C_{l}\left(v_{k+1}\right) v_{k+1}-C_{l}\left(v_{k+1}\right) v_{k}+C_{k}\left(v_{k+1}\right) v_{k}-C_{k}\left(v_{k+1}\right) v_{k-1} \\
=-h f\left(v_{k+1}, u\left(t_{k+1}\right)\right) \tag{4.1.7}
\end{gather*}
$$

Using one sweep of Gauss-Seidel, we have:

$$
\begin{gather*}
C_{l}^{*}\left(v_{k}, v_{k+1}\right) v_{k+1}+h\left[\begin{array}{c}
f_{1}\left(v_{k+1}^{1}, v_{k}^{2}, \cdots, v_{k}^{n}, \mathbf{u}\left(t_{k+1}\right)\right) \\
f_{2}\left(v_{k+1}^{1}, v_{k+1}^{2}, v_{k}^{3}, \cdots, v_{k}^{n}, u\left(t_{k+1}\right)\right) \\
\cdots \\
\cdots \\
f_{n}\left(v_{k+1}^{1}, \ldots, v_{k+1}^{n-1}, v_{k+1}^{n}, u\left(t_{k+1}\right)\right)
\end{array}\right] \\
=\left[C_{l}^{*}\left(v_{k}, v_{k+1}\right)-C_{k}^{*}\left(v_{k}, v_{k+1}\right)\right] v_{k}+C_{u}^{*}\left(v_{k}, v_{k+1}\right) v_{k-1} \tag{4.1.8}
\end{gather*}
$$

where $C_{l}^{*}\left(v_{k}, v_{k+1}\right)$ and $C_{k}^{*}\left(v_{k}, v_{k+1}\right)$ are defined as follows:

$$
\begin{aligned}
& C_{l}^{0}\left(v_{k}, v_{k+1}\right)= \\
& {\left[\begin{array}{cccc}
C_{l}^{11}\left(v_{k+1}^{1}, v_{k}^{2}, \ldots ., v_{k}^{n}\right) & 0 & 0 & 0 \\
C_{l}^{21}\left(v_{k+1}^{1}, v_{k+1}^{2}, v_{k}^{3}, \ldots, v_{k}^{n}\right) & C_{l}^{22}\left(v_{k+1}^{1}, v_{k+1}^{2}, v_{k}^{3}, \cdots, v_{k}^{n}\right) & 0 & 0 \\
\cdots & \cdots & \cdots & \vdots \\
\cdots & C_{l}^{n 2}\left(v_{k+1}^{1}, \cdots, v_{k+1}^{n}\right) & \cdots & C_{l}^{n n}\left(v_{k+1}^{1}, \ldots, v_{k+1}^{n}\right)
\end{array}\right]}
\end{aligned}
$$

and

$$
\begin{aligned}
& C_{k}^{*}\left(v_{k}, v_{k+1}\right) \equiv \\
& {\left[\begin{array}{ccccc}
0 & C_{k}^{12}\left(v_{k+1}^{1}, v_{k}^{2}, \cdots, v_{k}^{n}\right) & \begin{array}{c}
C_{k}^{13}\left(v_{k+1}^{1}, v_{k}^{2}, \cdots, v_{k}^{n}\right) \\
0
\end{array} & 0 & C_{k}^{21}\left(v_{k+1}^{1}, v_{k+1}^{2}, v_{k}^{3}, \cdots, v_{k}^{n}\right)
\end{array}\right) \cdots} \\
& \vdots \\
& 0
\end{aligned}
$$

Eqn. (4.1.8) is the formalized version of the IIE method when applied to general circuits. Since there is only one unknown in each row of Eqn. 4.1.8, the solution can be readily obtained.

In general, when a circuit description is read by a timing simulator and translated into data structures in memory, the elements may be read in any order. Unless some form of connection graph is used to establish a precedence order for signal flow, the new node voltage will be computed in an arbitrary order. Since the Gauss-Seidel relaxation is used in the IIE method, the order of processing elements can substantially affect the simulator preformance. To improve the preformance of the IIE method, one must include a scheduling routine to properly order the system of equations.

In addition, large digital circuits are often relatively inactive. There have been a number of schemes used to avoid the unnecessary computation involving the reevaluation of voltages at nodes which are inactive or latent. The selective trace technique used in SPLICE saves a significant amount of computer time. For the IIE method, bypass schemes such as selective trace technique
may be used to exploit latency.
Since only one sweep of the Gauss-Seidel iteration is taken, the stability and accuracy properties of the backward Euler integration method used to discretize the derivative operator no longer hold. In the following section, the numerical properties of this formalized IIE method will be investigated.

Before leaving this section, we would like to mention that in order to compute $\boldsymbol{v}_{k+1}$ in Eqn. (4.1.6), one needs to know $\nabla_{k}$ and $\nabla_{k-1}$. To compute $\nabla_{1}$ given $\nabla_{0}$, one can use any timing analysis method that computes $\nabla_{k+1}$ based only on $\nabla_{k}$. Once $\boldsymbol{v}_{0}$ and $\nabla_{1}$ are obtained, the algoritim described in this section can be used.

### 4.2. Numerical Properties of the IIE Method

The test problem chosen for the IE method is a circuit similar to the test problem described in Section 3.3.2 with the exception that floating capacitors are present. The test circuit must satisfies the following conditions:
(1) It consists of positive, linear, time-invariant resistors and capacitors, and linear, time-invariant voltage-controlled current sources.
(2) Each node has a capacitor connected to ground or to dc supply voltage rails.
(3) It is asymptotically stable.

For this particular class of test problems, Eqn. (4.1.1) can be written as:

$$
\begin{equation*}
\mathbf{C} \dot{\mathbf{v}}=-\mathbf{G v} \quad \mathbf{v}(0)=\mathbf{v}_{0} \tag{4.2.1}
\end{equation*}
$$

By conditions (1) and (2), $\mathbf{C}$ is strictly diagonally dominant and $\mathbf{G}$ is the nodal conductance matrix of the circuit with controlled sources. Now let us apply the IIE algorithm described in Section 4.1 to Eqn. (4.2.1) to get the following equation:

$$
\begin{equation*}
C_{l}\left[\frac{v_{k+1}-v_{k}}{h}\right]+C_{u}\left[\frac{v_{k}-v_{k-1}}{h}\right]=-G_{l} v_{k+1}-G_{u} v_{k} \tag{4.2.2}
\end{equation*}
$$

where $\mathbf{C}_{l}, \mathbf{G}_{l}$ are lower triangular matrices (including diagonal elements), and $\mathbf{C}_{u}$ and $\mathbf{G}_{u}$ are
strictly upper triangular matrices.
Theorem 4.1 [19]

The IIE algorithm is consistent.

## Proof:

Rewrite Eqn. (4.2.2) in a different form:

$$
\begin{equation*}
C_{l}\left[\nabla_{k+1}-\nabla_{k}\right]+C_{m}\left[v_{k}-\nabla_{k-1}\right]=-h G_{l} \nabla_{k+1}-h G_{m} \nabla_{k} \tag{4.2.3}
\end{equation*}
$$

Let $\nabla\left(t_{k}\right)$ be the exact solution of $\mathbf{C} \dot{\mathbf{v}}=-\mathbf{G v}$, and $\nabla_{k}$ be the computed solution using the IIE method. For consistency analysis, we wish to show that the local truncation error is $O\left(h^{2}\right)$, i.e.

$$
\begin{equation*}
\nabla_{k+1}=v\left(t_{k+1}\right)+O\left(h^{2}\right) \tag{4.2.4}
\end{equation*}
$$

The key tool for proving consistency is to use the Taylor series expansion of the exact solution at $t_{k}$ while assuming that the previously computed values are equal to the exact solution:

$$
\begin{gather*}
\nabla\left(t_{k+1}\right)=\nabla\left(t_{k}\right)+h \dot{v}\left(t_{k}\right)+O\left(h^{2}\right)  \tag{4.2.5}\\
\nabla\left(t_{k-1}\right)=\nabla\left(t_{k}\right)-h \dot{v}\left(t_{k}\right)+O\left(h^{2}\right)  \tag{4.2.6}\\
\nabla_{k-1}=\nabla\left(t_{k-1}\right)  \tag{4.2.7}\\
\nabla_{k}=v\left(t_{k}\right) \tag{4.2.8}
\end{gather*}
$$

From Eqn. (4.2.5) and Eqn (4.2.6), we have:

$$
\begin{equation*}
v\left(t_{k}\right)-v\left(t_{k-1}\right)=v\left(t_{k+1}\right)-\nabla\left(t_{k}\right)+O\left(h^{2}\right) \tag{4.2.9}
\end{equation*}
$$

Substituting Eqn. (4.2.7) and (4.2.8) into Eqn. (4.2.3), we get the following equation:

$$
\begin{equation*}
C_{l}\left[\nabla_{k+1}-v\left(t_{k}\right)\right]+C_{u}\left[v\left(t_{k}\right)-v\left(t_{k-1}\right)\right]=-h G_{l} \nabla_{k+1}-h G_{u} v\left(t_{k}\right) \tag{4.2.10}
\end{equation*}
$$

Using Eqn. (4.2.9), we have:

$$
\begin{equation*}
C_{l}\left[\nabla_{k+1}-v\left(t_{k}\right)\right]+C_{u}\left[v\left(t_{k+1}\right)-v\left(t_{k}\right)\right]=-h G_{l} v_{k+1}-h \mathbf{G}_{u} v\left(t_{k}\right)+O\left(h^{2}\right) \tag{4.2.11}
\end{equation*}
$$

Consider the original equation:

$$
\mathbf{C} \dot{\mathbf{v}}=-\mathbf{G v} \quad \mathbf{v}(0)=\boldsymbol{v}_{0}
$$

If we evaluate this equation at time $t_{k}$, we have:

$$
\begin{equation*}
\mathbf{C}\left[\dot{\mathbf{v}}\left(t_{k}\right)\right]=-\mathbf{G v}\left(t_{k}\right) \tag{4.2.12}
\end{equation*}
$$

Since

$$
\begin{equation*}
\mathbf{v}\left(t_{k+1}\right)=\mathbf{v}\left(t_{k}\right)+h \dot{v}\left(t_{k}\right)+O\left(h^{2}\right) \tag{4.2.13}
\end{equation*}
$$

Eqn. (4.2.12) becomes:

$$
\begin{equation*}
C\left[v\left(t_{k+1}\right)-v\left(t_{k}\right)+O\left(h^{2}\right)\right]=-h G v\left(t_{k}\right) \tag{4.2.14}
\end{equation*}
$$

Or

$$
\begin{equation*}
\left[C_{l}+C_{u}\right]\left[v\left(t_{k+1}\right)-v\left(t_{k}\right)+O\left(h^{2}\right)\right]=-h\left[\mathbf{G}_{l}+\mathbf{G}_{k}\right] v\left(t_{k}\right) \tag{4.2.15}
\end{equation*}
$$

Rewrite Eqn. (4.2.15):

$$
\begin{align*}
& C_{l}\left[v\left(t_{k+1}\right)-v\left(t_{k}\right)\right]+C_{u}\left[v\left(t_{k+1}\right)-v\left(t_{k}\right)\right] \\
& =-h G_{l} v\left(t_{k}\right)-h G_{k} v\left(t_{k}\right)+O\left(h^{2}\right) \tag{4.2.16}
\end{align*}
$$

Subtract Eqn. (4.2.16) from Eqn. (4.2.11), we have:

$$
\begin{equation*}
C_{l}\left[\nabla_{k+1}-v\left(t_{k+1}\right)\right]=-h G_{l}\left[\nabla_{k+1}-\nabla\left(t_{k}\right)\right]+O\left(h^{2}\right) \tag{4.2.17}
\end{equation*}
$$

Rearranging Eqn. (4.2.17), we can get:

$$
\begin{equation*}
\left[v_{k+1}-v\left(t_{k+1}\right)\right]=-h C_{l}^{-1} G_{l}\left[v_{k+1}-v\left(t_{k}\right)\right]+O\left(h^{2}\right) \tag{4.2.18}
\end{equation*}
$$

Since $\nabla\left(t_{k}\right)=\nabla\left(t_{k+1}\right)+O(h)$, Eqn. (4.2.18) becomes:

$$
\begin{equation*}
\left[I+h C_{l}^{-1} G_{l}\right]\left[v_{k+1}-v\left(t_{k+1}\right)\right]=O\left(h^{2}\right) \tag{4.2.19}
\end{equation*}
$$

Now, using the series expansion $\left[\mathbf{I}+h \mathrm{C}^{-1} \mathbf{G}_{l}\right]^{-1}=\mathbf{I}+O(h)$, we have:

$$
\begin{equation*}
\left[v_{k+1}-v\left(t_{k+1}\right)\right]=[I+O(h)] O\left(h^{2}\right)=O\left(h^{2}\right) \tag{4.2.20}
\end{equation*}
$$

Hence, we conclude that the IIE method is consistent.
Q.E.D.

Corollary 4.1

The IIE algorithm is a first order integration algorithm.

## Proof:

The proof follows directly from Theorem 4.1.
Q.E.D.

It is difficult to study the stability of this method by analyzing Eqn. (4.2.2) since it involves the evaluation of $v$ at three different time points. Let us make the following definition:

$$
x_{k} \equiv\left[\begin{array}{l}
x_{1, k} \\
x_{2, k}
\end{array}\right] \equiv\left[\begin{array}{c}
v_{k-1} \\
\mathbf{v}_{k}
\end{array}\right]
$$

Then, Eqn. (4.2.2) can be rewritten as:

$$
x_{k+1}=\left[\begin{array}{cc}
0  \tag{4.2.21}\\
\left(C_{l}+h G_{l}\right)^{-1} C_{k} & \left(C_{l}+h G_{l}\right)^{-1}\left(C_{l}-C_{k}-h G_{k}\right)
\end{array}\right] x_{k}
$$

or

$$
\begin{equation*}
x_{k+1}=\mathbf{M}(h) x_{k} \tag{4.2.22}
\end{equation*}
$$

where

$$
M(h) \equiv\left[\begin{array}{c}
0 \\
\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1} \mathbf{C}_{u}
\end{array} \cdot\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1}\left(\mathbf{C _ { l }}-\mathbf{C}_{u}-h \mathbf{G}_{u}\right)\right]
$$

$\mathbf{M}(h)$ is called the companion matrix of the method. If we assume that a fixed step size $h$ is used, then we have:

$$
\begin{equation*}
x_{k+1}=[\mathrm{M}(h)]^{k+1} x_{0} \tag{4.2.23}
\end{equation*}
$$

Note that the exact solution of Eqn (4.2.1) at $t_{k+1}$ assuming $v_{k}$ being computed exactly is given by:

$$
\begin{equation*}
\nabla_{k+1}=e^{-c^{-1} \mathbf{G}} \nabla_{k} \tag{4.2.24}
\end{equation*}
$$

Expanding the right hand side of Eqn. (4.2.24) as a power series a of the step size $h$, we have:

$$
\begin{gather*}
\nabla_{k+1}=\left[I-h C^{-1} \mathbf{G}+O\left(h^{2}\right)\right] \nabla_{k}  \tag{4.2.25}\\
\text { or } \\
x_{k+1}=\left[\begin{array}{cc}
0 & \mathbf{I} \\
0 & I-h C^{-1} \mathbf{G}+O\left(h^{2}\right)
\end{array}\right] x_{k} \tag{4.2.26}
\end{gather*}
$$

Since we have proven that the IIE method is consistent, the companion matrix of the IIE method should have the same form as the matrix given in the right hand side of Eqn. (4.2.26) with this new variable definition. This property is restated in the following lemma:

## Lemma 4.1

The IIE method is consistent and its companion matrix can be expanded as a power series of the step-size $h$ as:

$$
\mathbf{M}(h)=\left[\begin{array}{ll}
0 & \mathbf{I}  \tag{4.2.27}\\
0 & \mathbf{I}
\end{array}\right]+h\left[\begin{array}{cc}
0 & 0 \\
0 & -\mathrm{C}^{-1} \mathbf{G}
\end{array}\right]+O\left(h^{2}\right)
$$

Proof:
We first rewrite Eqn. (4.2.2) in a different form:

$$
\begin{equation*}
\left(C_{l}+h G_{l}\right) v_{k+1}=\left(C_{l}-C_{u}-h G_{u}\right) v_{k}+C_{k} v_{k-1} \tag{4.2.28}
\end{equation*}
$$

If we subtract $\left(C_{l}+h \mathbf{G}_{l}\right) \mathbf{v}_{k}$ from both side of Eqn. (4.2.28), we will get:

$$
\begin{equation*}
\left(C_{l}+h \mathbf{G}_{l}\right)\left(v_{k+1}-v_{k}\right)=\left(-C_{u}-h \mathbf{G}_{u}-h \mathbf{G}_{l}\right) \mathbf{v}_{k}+\left(C_{k}\right) v_{k-1} \tag{4.2.29}
\end{equation*}
$$

Since the IIE method is consistent, we have:

$$
\begin{gather*}
\nabla_{k+1}=v_{k}+h \dot{v}_{k}+O\left(h^{2}\right) \\
\text { or } \quad \nabla_{k+1}-v_{k}=h \dot{v}_{k}+O\left(h^{2}\right) \tag{4.2.30}
\end{gather*}
$$

and

$$
\begin{gather*}
\nabla_{k}=\nabla_{k-1}+h \dot{\nabla}_{k}+O\left(h^{2}\right) \\
\text { or } \quad \nabla_{k}-\nabla_{k-1}=h \dot{\nabla}_{k}+O\left(h^{2}\right) \tag{4.2.31}
\end{gather*}
$$

With a first-order approximation, we can ignore $O\left(h^{2}\right)$. Thus,

$$
\begin{equation*}
\nabla_{k+1}-\nabla_{k}=\nabla_{k}-\nabla_{k-1} \tag{4.2.32}
\end{equation*}
$$

Substituting Eqn. (4.2.32) into Eqn. (4.2.29), we have:

$$
\begin{equation*}
\left(C_{l}+h \mathbf{G}_{l}\right)\left(\nabla_{k}-\nabla_{k-1}\right)=\left(-\mathbf{C}_{k}-h \mathbf{G}_{u}-h \mathbf{G}_{l}\right) \nabla_{k}+\left(\mathbf{C}_{k}\right) \nabla_{k-1} \tag{4.2.33}
\end{equation*}
$$

Thus, we can solve $\nabla_{k-1}$ as a function of $\nabla_{k}$ :

$$
\begin{align*}
\left(\mathrm{C}+h \mathbf{G}+h \mathbf{G}_{l}\right) \mathbf{v}_{k} & =\left(\mathbf{C}+h \mathbf{G}_{l}\right) \mathbf{v}_{k-1}  \tag{4.2.34}\\
\text { or } \quad \nabla_{k-1} & =\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1}\left(\mathbf{C}+h \mathbf{G}+h \mathbf{G}_{l}\right) \mathbf{v}_{k} \tag{4.2.35}
\end{align*}
$$

Substituting Eqn. (4.2.35) into Eqn. (4.2.28), we have the following equation:

$$
\begin{align*}
\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right) \nabla_{k+1} & =\left(\mathbf{C}_{l}-\mathbf{C}_{k}-h \mathbf{G}_{k}\right) \mathbf{v}_{k} \\
& +\left(\mathbf{C}_{k}\right)\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1}\left(\mathbf{C}+h \mathbf{G}+h \mathbf{G}_{l}\right) \mathbf{v}_{k} \tag{4.2.36}
\end{align*}
$$

Eqn. (4.2.36) can be simplified into the equation given below:

$$
\begin{equation*}
\mathbf{v}_{k+1}=\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1}\left[\mathbf{C}_{l}-h \mathbf{G}_{\mu}+\mathbf{C}_{u}\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1} h \mathbf{G}\right] \mathbf{v}_{k} \tag{4.2.37}
\end{equation*}
$$

Define

$$
\mathbf{M}^{*}(h)=\left[\begin{array}{lc}
0 & \mathbf{I}  \tag{4.2.38}\\
0 & \left(\mathrm{C}_{l}+h \mathbf{G}_{l}\right)^{-1}\left[\mathrm{C}_{l}-h \mathbf{G}_{u}+\mathbf{C}_{u}\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1} h \mathbf{G}\right]
\end{array}\right]
$$

Since $\mathbf{M}^{*}(h)$ was derived based on the expansions of $\nabla_{k+1}$ and $\nabla_{k}$ as given in Eqn. (4.2.30) and Eqn. (4.2.31), $\mathbf{M}^{*}(h)$ is equal to $\mathbf{M}(h)$ up to the first order of $h$.

Therefore, $\mathbf{M}(h)=\mathbf{M}^{*}(0)+h \frac{d}{d h} \mathbf{M}^{*}(0)+O\left(h^{2}\right)$.
We need to show:
i). $\mathbf{M}^{*}(0)=\left[\begin{array}{ll}0 & \mathbf{I} \\ 0 & \mathbf{I}\end{array}\right]$
ii). $\frac{d}{d h} M^{*}(0)=\left[\begin{array}{cc}0 & 0 \\ 0 & -\mathbf{C}^{-1} \mathbf{G}\end{array}\right]$
i. Clearly, by setting $h=0$, we have:

$$
\mathbf{M}^{*}(0)=\left[\begin{array}{ll}
0 & \mathbf{I}  \tag{4.2.39}\\
0 & \mathbf{I}
\end{array}\right]
$$

ii.

$$
\frac{d}{d h} \mathbf{M}^{*}(h)=\left[\begin{array}{ll}
0 & 0  \tag{4.2.40}\\
0 & \mathbf{B}
\end{array}\right]
$$

$$
\text { where } \begin{aligned}
\mathbf{B} & =-\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1} \mathbf{G}_{l}\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1}\left[\mathbf{C}_{l}-h \mathbf{G}_{k}+\mathbf{C}_{u}\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1} h \mathbf{G}\right. \\
& +\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1}\left[-\mathbf{G}_{u}+\mathbf{C}_{u}\left(-\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1} \mathbf{G}_{l}\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1} h \mathbf{G}+\left(\mathbf{C}+h \mathbf{G}_{l}\right)^{-1} \mathbf{G}\right)\right]
\end{aligned}
$$

Setting $h=0$, we have:

$$
\frac{d}{d h} M^{*}(0)=\left[\begin{array}{lc}
0 & 0  \tag{4.2.41}\\
0 & -C_{l}^{-1} G_{l} C_{l}^{-1} C_{l}+C_{l}^{-1}\left(-G_{u}+C_{u} C^{-1} G\right)
\end{array}\right]
$$

or

$$
\frac{d}{d h} \mathbf{M}^{*}(0)=\left[\begin{array}{cc}
0 & 0  \tag{4.2.42}\\
0 & \mathbf{C}_{l}^{-1}\left(-\mathbf{I}+\mathrm{C}_{u} \mathrm{C}^{-1}\right) \mathbf{G}
\end{array}\right]
$$

Substitute I by CC $^{-1}$, Eqn. (4.2.42) becomes:

$$
\begin{aligned}
\frac{d}{d h} \mathbf{M}^{*}(0) & =\left[\begin{array}{cc}
0 & 0 \\
0 & C_{l}^{-1}\left(-C^{-1}+C_{u} C^{-1}\right) G
\end{array}\right] \\
& =\left[\begin{array}{cc}
0 & 0 \\
0 & -C_{l}^{-1}\left(C-C_{u}\right) C^{-1} G
\end{array}\right]
\end{aligned}
$$

$$
=\left[\begin{array}{cc}
0 & 0 \\
0 & -\mathbf{C}_{l}^{-1} \mathbf{C}_{l} \mathbf{C}^{-1} \mathbf{G}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & -\mathbf{C}^{-1} \mathbf{G}
\end{array}\right]
$$

Hence

$$
\begin{align*}
\mathbf{M}(h) & =\mathbf{M}^{0}(0)+h \frac{d}{d h} \mathbf{M}^{*}(0)+O\left(h^{2}\right) \\
& =\left[\begin{array}{ll}
0 & \mathbf{I} \\
0 & \mathbf{I}
\end{array}\right]+h\left[\begin{array}{cc}
0 & 0 \\
0 & -\mathbf{C}^{-1} \mathbf{G}
\end{array}\right]+O\left(h^{2}\right) \tag{4.2.43}
\end{align*}
$$

Q.E.D.

We will now discuss the stability characteristic of the IIE method. Note that stability means that the sequence $\left\{v_{k}\right\}$ be bounded for small step size. In this chapter, we restrict the analysis to constant step-size. Using proposition 3.1, we can prove the following theorem:

## Theorem 4.2.

The IIE algorithm is stable.
Proof:
It follows from Lemma 4.1 that:

$$
\begin{align*}
\mathrm{M}(h) & =\left[\begin{array}{cc}
0 & \mathbf{I} \\
0 & I-h C^{-1} \mathbf{G}
\end{array}\right]+O\left(h^{2}\right)  \tag{4.2.44}\\
\text { or }\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]_{k+1} & =\left[\begin{array}{cc}
0 & I \\
0 & I-h C^{-1} G
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]_{k}+O\left(h^{2}\right) \tag{4.2.45}
\end{align*}
$$

Since $x_{1, k+1}=x_{2 \boldsymbol{k}}$

$$
\begin{aligned}
& x_{2, k+1}=\left(I-h C^{-1} G\right) x_{2, k} \\
& x_{1, k+1}=\left(I-h C^{-1} G\right) x_{1, k}
\end{aligned}
$$

we have:

$$
\begin{align*}
\mathbf{M}(h) & =\left[\begin{array}{cc}
I-h \mathbf{C}^{-1} \mathbf{G} & 0 \\
0 & \mathbf{I}-h \mathbf{C}^{-1} \mathbf{G}
\end{array}\right]+O\left(h^{2}\right) \\
& =\left[\begin{array}{ll}
\mathbf{I} & 0 \\
0 & \mathbf{I}
\end{array}\right]+h\left[\begin{array}{cc}
-\mathrm{C}^{-1} \mathbf{G} & 0 \\
0 & -\mathbf{C}^{-1} \mathbf{G}
\end{array}\right]+O\left(h^{2}\right) \tag{4.2.46}
\end{align*}
$$

Clearly,

$$
\sigma\left[\left[\begin{array}{cc}
-\mathbf{C}^{-1} \mathbf{G} & 0 \\
0 & -\mathbf{C}^{-1} \mathbf{G}
\end{array}\right]\right]=\sigma\left(\left[-C^{-1} \mathbf{G}\right\}\right)
$$

By the spectral mapping theorem [18] :

$$
\begin{equation*}
\sigma(M(h))=\left\{\xi_{i} \mid \xi_{i}=1+h \lambda_{i}+O\left(h^{2}\right)\right\} \tag{4.2.47}
\end{equation*}
$$

where $\lambda$ is an element of $\sigma\left(\mathbf{C}^{-1} \mathbf{G}\right) ; i=1,2, \ldots, \sigma$
From Eqn (4.2.47), we have:

$$
\begin{gather*}
\left|\xi_{j}\right|=\left|1+h \lambda_{i}+O\left(h^{2}\right)\right|, \quad i=1,2, \ldots, \sigma  \tag{4.2.48}\\
\left|\xi_{j i}\right|^{2}=\left[1+h \operatorname{Re}\left(\lambda_{i}\right)\right]^{2}+\left[h \operatorname{Im}\left(\lambda_{i}\right)\right]^{2}+O\left(h^{2}\right) \tag{4.2.49}
\end{gather*}
$$

Since $\mathbf{M}^{*}(0)=I$, its eigenvalues are all 1 , and 1 is a simple zero of the minimal polynomial of the identity matrix.

$$
\begin{equation*}
\left|\xi_{i}\right|^{2}=1+2 h \operatorname{Re}\left(\lambda_{i}\right)+h^{2}\left(\operatorname{Re}^{2}\left(\lambda_{i}\right)+\operatorname{Im}^{2}\left(\lambda_{i}\right)\right)+O\left(h^{2}\right) \tag{4.2.50}
\end{equation*}
$$

Since we assume that $\operatorname{Re}\left(\lambda_{i}\right)<0$, there exists a positive number $\delta$ such that for all $h$ in $(0, \delta)$

$$
\begin{equation*}
\left|\xi_{i}\right|^{2} \leq 1 \text { for all } h \text { in }[0, \delta) \tag{4.2.51}
\end{equation*}
$$

or

$$
\begin{equation*}
\sigma(M(h)) \text { in } B(0,1) \tag{4.2.52}
\end{equation*}
$$

Therefore, this algorithm is stable.

## Corollary 4.2

The IIE algorithm is convergent.
Proof: The proof follows directly from Theorem 4.1, 4.2, and 3.4.

As mentioned in Section 3.4, none of the one-sweep relaxation timing analysis algorithms described previously are consistent when applied to circuits containing fioating capacitors. This is the major drawback for these one-sweep relaxation timing algorithms. From the theorems presented in this section, we can conclude that the IE method has nicer numerical properties. It eliminates the major obstacle for using one-sweep relaxation timing analysis algorithm.

The importance of stability for a one-sweep relaxation method has been discussed in Section 3.4. Here, we are not only interested in whether the IIE method is stable or not, but also its region
of absolute stability. Let us examine the companion matrix given in Eqn (4.2.22):

$$
\mathbf{M}(h) \equiv\left[\begin{array}{cc}
\stackrel{0}{\left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1} \mathbf{C}_{u}} & \left(\mathbf{C}_{l}+h \mathbf{G}_{l}\right)^{-1}\left(\mathbf{C}_{l}-\mathbf{C}_{u}-h \mathbf{G}_{u}\right)
\end{array}\right]
$$

Consider the new spliting:
(1) $\mathbf{G}=\mathbf{G}_{L}+\mathbf{G}_{D}+\mathbf{G}_{U}$, where $\mathbf{G}_{L}$ is strictly lower triangular, $\mathbf{G}_{D}$ is a diagonal matrix and $\mathbf{G}_{U}$ is strictly upper triangular.
(2) $C=C_{L}+C_{D}+C_{U}$, where $C_{L}$ is strictly lower triangular, $C_{D}$ is a diagonal matrix and $C_{U}$ is strictly upper triangular.

We can rewrite the companion matrix as:

$$
\begin{equation*}
\mathbf{M}(h)= \tag{4.2.53}
\end{equation*}
$$



Define:

$$
\begin{gather*}
\mathbf{y}=\mathbf{M}(h) \mathbf{x}  \tag{4.2.54}\\
\|\mathbf{M}(h)\|=\max _{x=0} \frac{\|y\|_{\infty}}{\|x\|_{\infty}} \tag{4.2.55}
\end{gather*}
$$

or

$$
\left[\begin{array}{l}
y^{1}  \tag{4.2.56}\\
y^{2}
\end{array}\right]=M(h)\left[\begin{array}{l}
x^{1} \\
x^{2}
\end{array}\right]
$$

or

$$
\begin{align*}
& y^{1}=x^{2}  \tag{4.2.57}\\
& {\left[C_{L}+h G_{L}\right] y^{2}=-\left[C_{L}+h G_{L}\right] y^{2}+C_{U} x^{1}+\left[C_{L}+C_{D}-C_{U}-h G_{U}\right] x^{2}} \tag{4.2.58}
\end{align*}
$$

Here, we would like to assume that $\|y\|_{\infty}=\max _{i}\left|y^{i}\right| \in y^{2}$. This is because that the test circuit is asymptotically stable, and as long as we stay in the region of stability, $\left\|y^{2}\right\| \geq\left\|y^{1}\right\|$ since $\boldsymbol{y}^{1}$ is further ahead in time. Therefore, we can concentrate on Eqn. (5.2.58) and rewrite it as:

$$
\mathbf{y}^{2}=-\left[\mathrm{C}_{L}+h \mathbf{G}_{L}\right]^{-1}\left[\mathrm{C}_{L}+h \mathbf{G}_{L}\right] \mathrm{y}^{2}
$$

$$
\begin{equation*}
+\left[\mathbf{C}_{L}+h \mathbf{G}_{L}\right]^{-1} \mathbf{C}_{U} \mathbf{x}^{1}+\left[\mathbf{C}_{L}+h \mathbf{G}_{L}\right]^{-1}\left[\mathbf{C}_{L}+\mathbf{C}_{D}-\mathbf{C}_{U}-h \mathbf{G}_{U}\right] \mathbf{x}^{2} \tag{4.2.59}
\end{equation*}
$$

Let $2, k$ be the index such that $\|y\|_{\infty}=\left|y^{2 k}\right|$. Then from the $k^{\text {th }}$ equation of Eqn. (4.2.59), we have:

$$
\begin{equation*}
\|y\|_{\infty} \leq s_{k}\|y\|_{\infty}+r_{k}\|x\|_{\infty}+t_{k}\|x\|_{\infty} \tag{4.2.60}
\end{equation*}
$$

where

$$
\begin{aligned}
& s_{i}=\sum_{j=1}^{i=1}\left|\frac{C_{i j}+h G_{i j}}{C_{i i}+h G_{i i}}\right| \quad i=1, \cdots, n \\
& r_{i}=\sum_{j=i+1}^{n}\left|\frac{C_{i j}}{C_{i i}+h G_{i i}}\right| \quad i=1, \cdots, n \\
& t_{i}=\sum_{j=1}^{i}\left|\frac{C_{i j}}{C_{i i}+h G_{i i}}\right|+\sum_{j=i+1}^{n}\left|\frac{C_{i j}+h G_{i j}}{C_{i i}+h G_{i i}}\right| \quad i=1, \cdots, n
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\|\mathbb{M}(h)\|_{\infty} & =\max _{x=0} \frac{\|y\|_{\infty}}{\|x\|_{\infty}}  \tag{4.2.61}\\
& \leq \frac{r_{k}+t_{k}}{1-s_{k}} \\
& \leq \max _{1 \leq i \leq n} \frac{r_{i}+t_{i}}{1-s_{i}} \\
& =\max _{1 \leq i \leq n} \frac{\sum_{j=i+1}^{n}\left|\frac{C_{i j}}{C_{i i}+h G_{i i}}\right|+\sum_{j=1}^{i}\left|\frac{C_{i j}}{C_{i i}+h G_{i i}}\right|+\sum_{j=i+1}^{n}\left|\frac{C_{i j}+h G_{i j}}{C_{i i}+h G_{i i}}\right|}{1-\sum_{j=1}^{i=1}\left|\frac{C_{i j}+h G_{i j}}{C_{i i}+h G_{i i}}\right|} \tag{4.2.62}
\end{align*}
$$

The region of stability for the IIE method is the set of $h$ that satisfies $\|\mathrm{M}(h)\|_{\infty}<1$. Thus, a sufficient condition is to have $h$ such that the right hand side of Eqn. (4.2.62) be less than one. It may be hard to evaluate this equation in practice; however, looking at Eqn. (4.2.62), we can see that we need a stronger condition than having both $\mathbf{C}$ and $\mathbf{G}$ being strictly diagonally dominant to ensure that the IIE method be A-stable. In fact, the off-diagonal terms have to be small enough for the IIE method to stay in the region of stability.

### 4.3. Implementation of IIE as an Initial Condition Generator

The consistency and stability properties of the formalized IIE algorithm have been established for a class of test circuits. To show the usefulness of this method in the analysis of VLSI MOS circuits, it is important to test these properties on actual MOS circuits used in digital design. Since REIAX uses constant valued waveforms as its initial guess waveforms, we decided to implement an initial guess voltage generator for RELAX using the IIE method to see if any speed improvement could be obtained. In this section, we will describe the implementation of the IIE method in REIAX. The implementation results will also be presented. We start with a brief review of the structure of the RELAX program. Then, a detailed description of how the IIE method is implemented as an initial waveform generator is given Finally, some implementation results are presented.

### 4.3.1. Implementation

The first step in RELAX is to read in a circuit description file containing circuit topology, device model parameters, analysis specification, and plotting requests. Before applying the waveform relaxation algorithm described in the previous chapter, RELAX decomposes the circuit into a collection of subcircuits. This is done by partitioning the circuit into clusters of tightly coupled nodes. Since REL_AX uses the Gauss-Seidel relaxation iteration, there is a scheduling routine in RELAX which arranges the subcircuits in the natural directionality of the circuit as much as possible.

After the large circuit has been divided into ordered subcircuits, RELAX begins its waveform relaxation process. Instead of performing the relaxation iteration by computing the transient behavior of each subcircuit for the emtire user defined simulation interval, RELAX divides the whole simulation interval to many smaller simulation time-slots referred to as a windows. RELAX performs waveform relaxation on one window until convergence, then move on to the next window. This method has been proven to increase the efficiency of the waveform relaxation method
especially when applied to digital circuits with logical feedback. In fact, this windowing scheme can improve most of the integration method because it limits how far the local truncation error can propagate in time. An initial guess waveform is chosen for each of the node voltage waveforms (in this case a constant waveform for each node). Within each window, the numerical solution for each of the subcircuit is computed in the order determined by the scheduling routine. The computation is performed using trapezoidal integration algorithm, with the time step controlled by monitoring local truncation error. In the subcircuit, those nodes that are connected to the nodes in other subsircuits are treated as extemal time-varying voltage sources. In each G-S iteration, the newly computed waveform replaces the waveform generated from the previous iteration. This iteration process is carried all the way to convergence. Then, we move on to the next scheduled subcircuit. This continues until all subcircuits are analyzed for this window.

Let us focus on the circuit equation used in REIAX. To ensure charge conservation, the decomposed differential equations generated by the waveform relaxation algorithm use charge as the state variable. That is, the multistep integration algorithm is applied to

$$
\begin{equation*}
\dot{\mathbf{q}}(\mathbf{v}(t))=\mathbf{f}(\mathbf{q}(t), \mathbf{u}(t)) \tag{4.3.1}
\end{equation*}
$$

REIAXX uses trapezoidal method and only need to save one copy of the variable vector. However, the IIE method uses voltage as variable, and needs to save two set of vectors at two different time points. In order to minimize the additional storage and implementation effort needed to implement the IIE method in REIAX, we define a new set of charge definition to overcome this problem. Since the IIE method uses backward Euler method to discretize the time derivative, Eqn. (4.3.1) becomes:

$$
\begin{array}{rr} 
& \frac{\mathbf{q}_{k+1}}{h}-\frac{\mathbf{q}_{k}}{h}=f\left(q_{k+1}, u_{k+1}\right) \\
\text { Define : } & \hat{q}_{k+1} \equiv C_{l}(v) v_{k+1}+C_{u}(v) v_{k} \\
& \hat{q}_{k} \equiv C_{l}(v) v_{k}+C_{u}(v) v_{k-1} \tag{4.3.4}
\end{array}
$$

Substituting this definition of charge into Eqn. (4.3.2), we have:

$$
\begin{equation*}
\frac{\mathbf{C}_{l}(\mathbf{v}) \mathbf{v}_{k+1}+\mathbf{C}_{u}(\mathbf{v}) \mathbf{v}_{k}}{h}-\frac{\mathbf{C}_{l}(\mathbf{v}) \mathbf{v}_{k}+\mathbf{C}_{u}(\mathbf{v}) \mathbf{v}_{k-1}}{h}=\mathbf{f}\left(\hat{\mathbf{q}}_{k+1}\left(\mathbf{v}_{k+1}, \mathbf{v}_{k}\right), \mathbf{u}_{k+1}\right) \tag{4.3.5}
\end{equation*}
$$

Then applying one sweep of the Gauss-Seidel method to this equation, we can obtain the same equation as Eqn. (4.1.8) in the IIE method. For example, consider the circuit given in Fig. 4.2.

The first step is to write the KCL equation using charge as the variable:

$$
\begin{aligned}
& \dot{q}_{1}+\dot{q}_{3}=-G_{1} v_{1} \\
& \dot{q}_{2}+\dot{q}_{3}=-G_{2} v_{2}
\end{aligned}
$$

Then, we apply backward Euler by using the new charge variables defined in this section and apply one sweep of Gauss-Seidel:

$$
\begin{aligned}
& \hat{q}_{1_{k+1}}-\hat{q}_{1_{k}}+\hat{q}_{3_{k+1}}-\hat{q}_{3_{k}}=-h G_{1} v_{3_{k+1}} \\
& \hat{q}_{2_{k+1}}-\hat{q}_{2_{k}}+\hat{q}_{3_{k+1}}-\hat{q}_{3_{k}}=-h G_{2} v_{2_{k+1}}
\end{aligned}
$$

Substituting Eqn. (4.3.3) and Eqn. (4.3.4), we have:


Figure 4.2 Circuit Example

$$
\begin{aligned}
& C_{1} v_{1_{k+1}}-C_{1} v_{1_{k}}+C_{3} v_{1_{k+1}}-C_{3} v_{2_{k}}+C_{3} v_{1_{k}}-C_{3} v_{2_{k-1}}=-h G_{1} v_{1_{k+1}} \\
& C_{2} v_{2_{k+1}}-C_{2} v_{2_{k}}+C_{3} v_{2_{k+1}}-C_{3} v_{2_{k+1}}+C_{3} v_{2_{k}}-C_{3} v_{1_{k}}=-h G_{2} v_{2_{k+1}}
\end{aligned}
$$

or

$$
\begin{align*}
& {\left[\begin{array}{cc}
C_{1}+C_{3}+h G_{1} & 0 \\
-C_{3} & C_{2}+C_{3}+h G_{2}
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]_{k+1}=} \\
& {\left[\begin{array}{cc}
C_{1}+C_{3} & C_{3} \\
-C_{3} & C_{2}+C_{3}
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]_{k}+\left[\begin{array}{cc}
0 & -C_{3} \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]_{k-1} } \tag{4.3.6}
\end{align*}
$$

If we apply the IIE method directly to the original problem using node voltages as the variabies, we will get the same equation as Eqn (4.3.6).

Other than the modification stated above, a time-step control scheme similar to the one used in RELAX is adopted for the IIE method. In addition, the technique that exploits the latency in RELAX is also used.

### 4.3.2. Implementation Results

The circuit in Fig. 4.3(a) is a three stage inverter chain. Fig. 4.3(b) shows the difference between the generated initial waveform and the final solution. Note that the error between the two waveforms is very small. The circuit in Fig. 4.4(a) is an enhancement-load NMOS bootstrapped inverter. A floating capacitor, bootstrap, forces the load transistor to turn hard on when the input voltage is rising; thus, improving the speed of the circuit. Again, Fig. 4.4(b) shows that the difference between the initial guess waveform and the exact solution is almost negligible. Similar results are obtained for the circuits given in Fig. 4.5(a), a shift register, and Fig. 4.6(a), an inverter with delay, with their simulated waveforms given in Fig. 4.5(b) and Fig. 4.6(b) respectively.

In the above test circuits, we have focused on tightly coupled circuits, especially those circuits with floating capacitors. The results confirm that the IIE method itself is fairly accurate as predicted in the previous section. In fact, except for the inverter with delay, it is quite difficult to distinguish between the initial guess waveform and the final solution. The shift register is considered to be the most tightly coupled circuits among these test circuits. It forces the IIE method to


## Inverter Chain

Figure 4.3a Three Stage Inverter Chain.
$\qquad$


Figure 4.3b Initial Guess Waveform and the Final Solution for the Three Stage Inverter Chain.
$\qquad$


Bootstrapped Inverter

Figure 4.4a Enhancement-Load NMOS Bootstrapped Inverter.
$\qquad$


Figure 4.4b Initial Guess Waveform and the Final Solution for the Boostrapped Inverer.


Shift Register

Figure 4.5a Shift Register.
$\qquad$


Figure 4.5b Initial Guess Waveform and the Final Solution for the Shift Register.
$\qquad$


Figure 4.6a Inverter with Delay.
$\qquad$


Figure 4.6b Initial Guess Waveform and the Final Solution for the Inverter with Delay.
use a very small time step hence increases the total CPU time. Although floating capacitors no longer pose a problem to the simulation if the time step is chosen to be small enough, it tends to decrease the overall efficiency of the program. The simulation run-time requirements of these circuits are shown in Table 4.1.
,

| Circuit | with IIE method | without IIE method |
| :--- | :--- | :--- |
| 3 stages inverter chain | 2.94 s | 2.84 s |
| bootstrapped inverter | 0.35 s | 0.33 s |
| shift register | 3.76 s | 0.77 s |
| inverter with delay | 1.25 s | 1.27 s |

Table 4.1 Comparison of RELAX with and without IIE initial guess waveform generator

The run-time comparisons of some bigger digital circuits are given in Table 4.2. It indicates that REIAX with the initial guess waveform generator usually requires about the same or more CPU time for most digital circuits compared with the original RELAX program. One obvious reason is that there is more overhead cost in generating the initial guess waveform. However, the major reason is that the time step required for the IIE method is smaller than one used by the trapezoidal method used in RELAX.

| Circuit | Devices | Nodes | with IIE method | without IIE method |
| :--- | :--- | :--- | :--- | :--- |
| cmos inverter chain | 767 | 259 | 18.32 s | 18.07 s |
| cmos inverter chain | 3071 | 1027 | 74.51 s | 72.81 s |
| input decoder | 2607 | 282 | 81.52 s | 75.09 s |
| input decoder | 253 | 49 | 7.24 s | 7.32 s |
| domino cmos circuits | 8 | 12 | 1.62 s | 1.63 s |
| nmos depletion-load integrator | 64 | 13 | 1.05 s | 1.17 s |

Table 4.2 Comparison of RELAX with and without IIE initial guess waveform generator

As mentioned before, we are approximating the derivatives of the voltage at current time point by the voltage values of previous and current time points. Since RELAX computes all node voltages of a subcircuit at the same time and carries the iteration to convergence at each time point, it approximates the derivatives using the voltage value at previous time point $t_{k}$, and the newly cal-
culated voltage value at current time point $t_{k+1}$. The IIE method on the other hand, uses one Gauss Seidel iteration, approximates the derivatives using the voltage values at either $t_{k-1}$ and $t_{k}$. or $t_{k}$ and the newly calculated voltage value at current time point $t_{k+1}$ depending on whether the voltage at $t_{k+1}$ has been computed or not. Innuitively, in order for the approximations of the derivatives computed using voltage values at $t_{k-1}$ and $t_{k}$ to have the same accuracy as the ones computed using voltage values at $t_{k}$ and $i_{k+1}$, the time step of the former (IIE) method will most likely need to be twice smaller than that of the latter method (RELAX). Fig. 4.7 shows a clearer picture why the IIE method probably needs to use twice as small a time step to achieve the same accuracy.

We can also look at this problem from a different view point. Consider the following linear time-invariant circuit:

$$
\mathbf{C} \dot{\mathbf{v}}=-\mathbf{G} \mathbf{v}
$$

At any time $t_{k+1}$, this circuit satisfies the KCL equation:


Figure 4.7

$$
\begin{equation*}
\mathbf{C} \dot{\mathbf{v}}\left(t_{k+1}\right)=-\mathbf{G v}\left(t_{k+1}\right) \tag{4.3.8}
\end{equation*}
$$

Let $\dot{\nabla}$ be the computed solution of trapezoidal method used in RELAX. At ime $t_{k+1}$ this method satisfies following equation:

$$
\begin{equation*}
\mathbf{C} \dot{\mathbf{v}}_{k+1}=-\mathbf{G} \mathbf{v}_{k+1} \tag{4.3.9}
\end{equation*}
$$

For the IIE method however, the capacitor matrix is split into two triangular matrices and the derivative operator is discretized at two different time points to yield the following equation:

$$
\begin{equation*}
C_{l}\left(v_{k+1}\right) \dot{v}_{k+1}+C_{m}\left(v_{k+1}\right) \dot{v}_{k}=-G_{l} \nabla_{k+1}-G_{k} \nabla_{k} \tag{4.3.10}
\end{equation*}
$$

where $\nabla_{k}$ is the computed solution for the IIE method. Clearly, if the time step is too large, the solution of Eqn. (4.3.10) can be very far away from satisfying the KCL equations without considering the error produced by the implicit integration method. Thus, we can conclude that comparing with the trapezoidal rule, a smaller time step is needed for the IIE method to achieve the same satisfication of KCL equations.

Another consideration is that we are unable to proof that the IIE method is A-stable. In fact, from our experience, the local truncation error may propagate rapidly in some cases and cause instability if the time-step is chosen to be too big.

This seems to be an inherem problem associated with the IIE method and other timing analysis algorithms. If we choose a stricter time step control scheme, we will spend a lot of time just to generate the initial guess voltage waveform, and hence increase the total CPU time. If we do not, it will take RELAX additional iterations just to correct the error caused by the inaccuracy of the initial guess waveform. Therefore, adding the IIE method as the initial guess waveform generator has failed to improve the overall performance of RELAX.

### 4.4. Conclusions

In Part I of this thesis, we have discussed various different numerical integration methods for circuit simulation with special attention given to timing analysis algorithms. As pointed out earlier, the major problem with timing analysis algorithms is that they may fail when floating capacitors
are present in the circuits.
We have also formalized the IIE algorithm and investigated its numerical properties. Based on the theoretical finding, the IIE method was proven to be consistent, stable, and convergent for circuits containing floating capacitors. However, to be effective in circuit simulation, it is desirable for an integration method to be A-stable and able to control the time step simply by monitoring the local truncation error. The timing analysis algorithms we introduced in this thesis are shown to be A-stable only on small classes of test circuits. This is one of the major drawbacks of timing analysis algorithms.

Finally, we have described the implementation of the IIE method as an initial guess waveform generator for RELAX. Although it does not improve the overall performance of RELAX, it confirms that the IIE method itself can give stable and accurate solutions for circuits with tightly coupled feedback.

# PART II : CIRCUIT SIMULATION IN THE FREQUENCY-DOMAIN 

## CHAPTER 5

## Introduction

The second part of this thesis focus on the simulation techniques which can be used to find periodic steady-state responses for various circuits of interest. Periodic waveforms play an important role in the analysis of many classes of circuits. Examples include the analysis of microwave circuits and circuits in power transmission systems. Periodic steady-state analysis of oscillators or periodically forced nonlinear systems is also an important example.

Many computational methods related to this class of problems have been explored [ $1,20,21,22]$. One classical approach to finding the periodic steady-state response is to integrate the system of equations from some initial conditions until the transient response becomes negligible. Another time domain analysis technique uses the Newton method [20,21]. This technique is very popular because it can be applied to both autonomous (unforced) and nonautonomous (forced) circuits. Let us assume that, for the system under study, there exists a periodic solution $\mathbf{x}(t)$ of period $T$. The Newton algorithm searches for the steady-state solution by formulating the system as a two-point boundary value problem, using the fact that $\mathbf{x}(0)=\mathrm{x}(T)$ in the steady state. The basic approach is to find the right initial (or boundary) periodic state $\mathbf{x}(0)$ such that when we integrate this system from 0 to $T, \mathbf{x}(T)=\mathbf{x}(0)$.

Time-domain simulation techniques may be very inefficient for a certain class of circuits when the periodic steady-state solutions are of the primary interest. Two examples are high-Q circuits and circuits containing many distributed elements. The quality factor, Q , measures the relative damping in a damped oscillation. The less damping the oscillation has, the larger the factor $\mathbf{Q}$ is. For example, a lossless resonant circuit has zero damping or infinite $\mathbf{Q}$. For lightly damped (or high $Q$ ) systems, it takes a long time before the systems reach the steady state. Since traditional
time-domain simulators integrate the system equations until the transient response dies off, the integration could extend over many periods, making the computation very costly and inefficient. Circuits containing distributed elements are difficult and often impractical to simulate in the time domain because the distributed elements are described by partial differential equations. Although distributed components can also be approximated by collections of lumped components, it usually requires a large number of these components to achieve sufficient accuracy.

Simulation in the frequency domain can avoid those problems mentioned above. First of all, it finds periodic steady-state solutions directly without having to wait until the transient responses die off. This greatly improves simulation efficiency for high-Q circuits. As for distributed elements, systems containing those elements can be modeled as algebraic equations in the frequency domain, making it much easier to obtain the solutions.

In Chapter 6, we will start with problem formulation and discuss the Newton method used in time-domain simulators. Then, we will review the method of harmonic-balance as a general approach to converting a set of differential equations into a system of nonlinear algebraic equations. These nonlinear algebraic equations can then be solved to obtain the periodic steady-state solutions. In Chapter 7, we will show how we can combine the harmonic-balance method with the NewtonRaphson method to form the harmonic-Newton method which has been implemented in Spectre [4,23]. So far, Spectre is limited to the simulation of nonautonomous systems. In Section 7.3, we will discuss how we can extend the harmonic-Newton method to handle autonomous systems.

The convergence properties of the harmonic-Newton method will be discussed rigorously in Chapter 8. In Chapter 9, we will focus on the computation of the error generated by the harmomic-Newton method and show how this error bound can be used to predict the number of harmonics needed for a given error objective before applying the harmonic-Newton method, thus improving the efficiency of Spectre significantly.

In PART II of this thesis, we adopt the following notation; lower-case letters are used to denote time-domain variables and functions, and upper-case letters are used for frequency-domain
variables and functions. Subscripts $H$ represents the number of hamonics contained in the variables or function, superscripts are used for node number, and superscripts in parentheses represent the Newton iteration count. Vectors of variables or functions are in boldface. The superscripts $C$ on upper-case letter variables or functions means the Fourier coefficient of these variables and functions are in complex form. The bar over variables or functions implies that discrete Fourier transform is used.

## CHAPTER 6

## Overview

In this chapter, we discuss how the circuit equations for steady-state analysis are formulated. The Newton method which has been widely used in the time domain to obtain solutions of periodic systems is then introduced. Then we focus on the hamonic-balance method and discuss how we can use the method to convert a system of differential equations into a system of algebraic equations. In this chapter, we will delay the discussion of the application of those simulation algorithms on some special classes of circuits such as mixers, that have a steady-state response containing almost-periodic signals until later sections.

### 6.1. Background

In order to understand the problem better, we first start with some background on periodic and almost-periodic functions. To distinguish between periodic and almost-periodic functions, we first give the definition of a translation number. The real number $\tau(\varepsilon)$ is called a translation number for $f(x)$ corresponding to $\varepsilon$ if

$$
\begin{equation*}
|f(x+\tau(\varepsilon))-f(x)| \leq \varepsilon \quad \text { for }-\infty<x<\infty . \tag{6.1.1}
\end{equation*}
$$

Note that a translation number $\tau(\varepsilon)$ of $f(x)$ is also a translation number corresponding to any $\varepsilon^{\prime}>\boldsymbol{\varepsilon}$.

To understand this, let us consider the function $s(t)=e^{j \omega_{1} t}+e^{j \omega_{2} t}$ where $j$ is the imaginary number $\sqrt{-1}$. If there exist two integers $n_{1}$ and $n_{2}$ distinct from zero such that $n_{1} \frac{2 \pi}{\omega_{1}}=n_{2} \frac{2 \pi}{\omega_{2}}$, then $s(t)$ is a periodic function with period $n_{1} \frac{2 \pi}{\omega_{1}}$. If there is no integer multiple of $\frac{2 \pi}{\omega_{1}}$ which is equal to a integer multiple of $\frac{2 \pi}{\omega_{2}}$, then, for any arbitrarily small number $\delta>0$, there exists a pair of arbitrarily large integers $n_{1}$ and $n_{2}$ such that $\left|n_{1} \frac{2 \pi}{\omega_{1}}-n_{2} \frac{2 \pi}{\omega_{2}}\right|<\delta$. Let $\tau$ be any number Chap. 6. Overview
between $n_{1} \frac{2 \pi}{\omega_{1}}$ and $n_{2} \frac{2 \pi}{\omega_{2}}$, and $\varepsilon$ be some real number such that $|s(t-\tau)-s(t)| \leq \varepsilon$, then $\tau(\varepsilon)$ is a translation number of $s(t)$ and $\tau$ is almost a period for $s(t)$ since the difference between $s(t+\tau)$ and $s(t)$ can be arbitrary small. We will now give the formal definition of almost-periodic functions.

## Definition:

A continuous function $f(x), \rightarrow \infty<x<\infty$ is called almost-periodic if for any $\varepsilon>0$, there exists a positive real number $L(\varepsilon)$ such that within each interval of length $L(\varepsilon)$ on $x$ there is at least one translation number $\tau(\varepsilon)$.

Obviously, a continuous periodic function of period $T_{0}$ is a special case of an almost-periodic function. The period $k T_{0}$ for $k= \pm 1, \pm 2, \cdots$ are translation numbers $\tau(\varepsilon)$ for all $\varepsilon \geq 0$. The Fourier series of a given periodic function $f$ is defined as an infinite series

$$
\begin{equation*}
f(t)=\sum_{k=-\infty}^{\infty} F^{c}\left[k \omega_{0}\right] e^{j \Phi_{0} t t} \tag{6.1.2}
\end{equation*}
$$

with coefficients satisfying

$$
\begin{equation*}
F^{c}\left[k \omega_{0}\right]=\frac{1}{T_{0}} \int_{0}^{T_{0}} f(t) e^{-j \Phi_{0} k} \tag{6.1.3}
\end{equation*}
$$

where $T_{0}>0$ is the period of the function $f$ and $\omega_{0}=2 \pi / T_{0}$ is the fundamental frequency of the function.

If $f$ is not periodic, it has been shown in [24] that the class of almost-periodic functions is identical to the closure of the class of all finite sums of trigonometric functions. This means that every almost-periodic function can be approximated uniformly for $-\infty<t<\infty$ by a sum of a countable number of trigonometric functions:

$$
\begin{equation*}
f(t)=\sum_{k=-\infty}^{\infty} F^{c}\left[\omega_{k}\right] e^{j \omega_{k} t} \tag{6.1.4}
\end{equation*}
$$

where the coefficients $F^{c}\left[\omega_{k}\right]$ is any complex number and $\omega_{k}$ can be any real quantities. Here, we limit ourselves to the discussion of series having at most denumerably many elements, i.e. functions whose spectrum is not continuous but consists of discrete lines. Functions having continuous
spectrum are no longer periodic in the time domain and therefore are not in the scope of the thesis. Moreover, since we are only concerned with real functions, the following conditions are satisfied:
(1) The imaginary part of $F^{C}[0]$ is equal to zero, and (2) $F^{C}[-k \omega]=\left(F^{c}[k \omega]\right)^{*}$.

We use $A P(\Lambda)$ to denote the set of all almost-periodic waveforms over the set of frequencies $\Lambda=\left\{0, \omega_{1}, \omega_{2}, \cdots\right\}$. Then, all almost-periodic waveforms can be written as

$$
\begin{equation*}
f(t)=\sum_{\Phi_{k} \in \Lambda} \mathbf{F}^{C}\left[\omega_{k}\right] e^{j \omega_{k} t} \tag{6.1.5}
\end{equation*}
$$

If there is a set of $d$ independent frequencies $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{d}\right\}$ such that

$$
\begin{equation*}
\Lambda=\left\{\omega \mid \omega=k_{1} \lambda_{1}+k_{2} \lambda_{2}+\cdots+k_{d} \lambda_{d}: k_{1}, k_{2}, \cdots, k_{d} \in \mathbf{Z}\right\} . \tag{6.1.6}
\end{equation*}
$$

then $\Lambda$ is said to be a module of dimension $d$ and the frequencies $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{d}\right\}$ are referred to as the fundamental frequencies and they form a basis for $\boldsymbol{\Lambda}$.

To solve an equation in the frequency domain, it is necessary to truncate the number of harmonies, H , considered. Let $\mathrm{f}(\mathrm{t})$ be a continuous periodic vector function of period $2 \pi / \omega_{0}$, then the trigonometric polynomial

$$
\begin{equation*}
\mathbf{f}_{H}(t)=\sum_{k=1-H}^{H-1} F^{C}\left[k \omega_{0}\right] e^{j t \omega_{0} t} \tag{6.1.7}
\end{equation*}
$$

is a truncated trigonometric polynomial of the given periodic function $f(t)$. Let us denote such a truncation operator as $P_{H}$. Then, the truncated polynomial $f_{H}(t)$ of a periodic function $f(t)$ is given as follows:

$$
\begin{equation*}
\mathbf{f}_{H}(t)=P_{H} f(t) . \tag{6.1.8}
\end{equation*}
$$

Some further description is needed in order to extend the definition of truncation to almostperiodic functions. Let $f(t)$ be a continuous almost-periodic vector function with fundamental frequencies $\left\{\lambda_{1}, \cdots, \lambda_{d}\right\}$. Following are two different ways of truncating the set of frequencies in almost-periodic circuits:
(1) Those frequencies with indices $k_{j}$ whose absolute values are greater than $H$ are truncated. Thus, the truncated frequency space $\Lambda_{H}$ is:

$$
\begin{aligned}
& \Lambda_{H}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{d}\right)=\left\{\omega \mid \omega=k_{1} \lambda_{1}+k_{2} \lambda_{2}+\cdots+k_{d} \lambda_{d}:\right. \\
& \left.\quad k_{j} \in \mathbf{Z} ;\left|k_{j}\right| \leq H \text { for } 1 \leq j \leq d ; k_{1} \geq 0\right\}
\end{aligned}
$$

(2) The absolute sum of all the indices $k_{j}$ is confined to be less than or equal to $H$. The resuiting truncated frequency space $\Lambda_{H}$ is:

$$
\begin{aligned}
& \Lambda_{H}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{d}\right)=\left\{\omega \mid \omega=k_{1} \lambda_{1}+k_{2} \lambda_{2}+\cdots+k_{d} \lambda_{d}:\right. \\
&\left.k_{j} \in \mathbf{Z} ; \sum_{j=1}^{d}\left|k_{j}\right| \leq H \text { for } 1 \leq j \leq d ; k_{1} \geq 0\right\}
\end{aligned}
$$

Then the truncated trigonometric polynomial is in the form:

$$
\begin{equation*}
\mathbf{f}_{H}(t)=\sum_{\omega_{k} \in \Lambda_{B}} F^{C}\left[\omega_{k}\right] e^{j \omega_{k} t} \tag{6.1.9}
\end{equation*}
$$

where $F^{c}\left[\omega_{k}\right] \in C^{n}$ is a vector of Fourier coefficient corresponding to each $\omega_{k} \in \Lambda_{H}=\left\{0, \omega_{1}, \cdots, \omega_{K}\right\}$, and $K=\frac{1}{2}\left((2 H+1)^{d}+1\right)$ for the first definition and $K=\frac{2^{d-1} H^{d}}{d!}$
if the second definition is used. Let us denote the operator which truncates an almost-period function $\mathrm{f}(t)$ to order $H$ as $P_{H}^{\prime}$. Thus, the truncated polynomial $\mathrm{f}_{H}(t)$ of an almost-period function $\mathrm{f}(t)$ is given by:

$$
\begin{equation*}
\mathbf{f}_{H}(t)=P_{H}^{\prime}{ }_{H}(t) \tag{6.1.10}
\end{equation*}
$$

### 6.2. Problem Formulation

For the analysis of the second half of the thesis, we assume that the circuit under study satisfies the following two conditions:
(1) The circuit is asymptotically stable and, if the system is nonautonomous, it must have a steady-state solution for the given excitation.
(2) All nonlinear devices must be lumped and their constitutive relationship must be algebraic, and continuously differentiable with respect to the voltage.

The condition that the constitutive relationship of the nonlinear devices must be described by algebraic equations assures us that the response waveform is periodic when a periodic input is placed on the circuit. When applying the harmonic-balance method, we need to transform the stimulus of each nonlinear device into a time-domain waveform, calculate the resulting response waveform, and then transform the response back into the frequency-domain. If the nonlinear devices can not be described by algebraic equations (i.e. the devices have memory), then the response waveform will not be periodic and can not be accurately transformed back and forth between the time domain and the frequency domain.

In the time domain, a nonautonomous circuit can be modeled as a system of $n$ nonlinear differential equations, here written in a compact form as:

$$
\begin{gather*}
\mathrm{g}(\mathrm{v}, t)=-\mathrm{u}_{s}(t) \\
\text { or } \mathrm{f}(\mathrm{\nabla}, t)=\mathrm{g}(\mathrm{v}, t)+\mathrm{u}_{s}(t)=\mathrm{i}(\mathrm{v}(t))+\dot{\mathrm{q}}(\mathrm{v}(t))+\int_{0}^{t} \mathrm{y}(t-\tau) \mathrm{v}(\tau) d \tau+\mathrm{u}_{s}(t)=0 \tag{6.2.1}
\end{gather*}
$$

where $\mathbf{i}, \mathbf{q}: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}^{n}$ are differentiable functions representing respectively the sum of the currents exiting the nodes due to the nonlinear conductors and the sum of the charge exiting the nodes due to the capacitors, $y$ is the matrix-valued impulse response of the circuit with capacitors and nonlinear devices removed, $\mathbf{v}: \mathbf{R} \rightarrow \mathbf{R}^{n}$ is the vector of unknown node voltage waveforms, $\mathbf{u}_{s}: \mathbf{R} \rightarrow \mathbf{R}^{\boldsymbol{n}}$ is the vector of source current waveforms, and $\mathbf{f}$ is the function that maps the node voltage waveforms into the sum of the currents exiting each node. Using the impulse response to represent the linear portion of the circuit, we can include linear distributed devices in the circuit.

A system is said to be nonautonomous if the time variable $t$ is present explicitly in the function $\mathbf{f}(\mathrm{v}, t)$. For periodic nonautonomous systems, we assume throughout this thesis that all inputs are periodic with period $T_{0}$. Since nonlinear devices are assumed to be algebraic, the circuit equations are also periodic with period $T_{0}$ :

$$
\begin{equation*}
\mathbf{f}(\mathrm{v}, t)=\mathbf{f}\left(\mathrm{v}, t+T_{o}\right) \tag{6.2.2}
\end{equation*}
$$

For almost periodic nonautonomous systems such as mixers, which have two or more inputs with arbitrary frequencies and amplitudes, the signal waveforms are made up of several periodic
waveforms which are not harmonically related.

A circuit is said to be autonomous if the function $f$ is independent of $t$. This implies that all elements have to be time invariant and all independent sources are constant valued. An oscillator is an autonomous system because it can oscillate by itself without any external input. The system of equations of a nonlinear oscillator assume the form:

$$
\begin{equation*}
\mathrm{f}(\mathrm{v}, t)=\mathrm{g}(\mathrm{v}, t)=0 \tag{6.2.3}
\end{equation*}
$$

However, for the methods to be discussed in this chapter, different forms are used to describe autonomous and nonautonomous systems. Specifically, an $n$-node periodic nonautonomous system is described the following state equation:

$$
\begin{equation*}
\dot{x}=s(x, t) \tag{6.2.4}
\end{equation*}
$$

where x is the vector of the state variable, both x and s are periodic $n$-tuple vectors with period $T_{0}$, and $s$ has a continuous first partial derivative with respect to $x$ for all $x$ and all $t$. Since the system (including all inputs) are periodic with period $T_{0}$, we have:

$$
\begin{equation*}
s(x, t)=s\left(x, t+T_{0}\right) \tag{6.2.5}
\end{equation*}
$$

Similarly, for autonomous systems, the state equation of a nonlinear oscillator assumes the form:

$$
\begin{equation*}
\dot{x}=s(x) \tag{6.2.6}
\end{equation*}
$$

### 6.3. The Newton Method in the Time Domain

In this section, we first discuss how the Newton method can be applied to periodic nonautonomous systems in the time domain. Then we show how this method can be extended to periodic autonomous systems.

### 6.3.1. Periodic Nonautonomous Systems

Consider the system of equations described in Eqn. (6.2.4)

$$
\begin{equation*}
\dot{\mathrm{x}}=\mathrm{s}(\mathrm{x}, \mathrm{t}) \tag{6.3.1}
\end{equation*}
$$

We will assume that this equation has a steady-state periodic solution $x(t)$ of period $T_{o}$ with initial
state $\mathbf{x}(0)$. Integrating both side of Eqn.(6.3.1) from time 0 to $t$, we obtain

$$
\begin{equation*}
x(t)=\int_{0}^{1} s(x(\tau), \tau) d \tau+x(0) \equiv x(t, x(0)) \tag{6.3.2}
\end{equation*}
$$

Since the system has a steady-state solution with period $T_{0}$, in steady state, we have

$$
\begin{equation*}
x(0)=x\left(T_{0}\right) \tag{6.3.3}
\end{equation*}
$$

Therefore, we can treat the problem described by Eqn.(6.3.1) as a two-point boundary value problem. From Eqn. (6.3.2) and (6.3.3), we have

$$
\begin{equation*}
x\left(T_{0}\right)=\int_{0}^{T_{0}} s(x(\tau), \tau) d \tau+x(0) \tag{6.3.4}
\end{equation*}
$$

Our goal is to find $\mathrm{x}(0)$ such that at $t=T_{0}, \mathbf{x}\left(T_{0}, \mathrm{x}(0)\right)=\mathrm{x}(0)$. This relationship is seldom satisfied for an arbitrary choice of $x(0)$. Let us define a new function

$$
\begin{equation*}
E(x(0))=\int_{0}^{T_{0}} s(x(\tau), \tau) d \tau+x(0), \tag{6.3.5}
\end{equation*}
$$

then, what we want to have is:

$$
\begin{equation*}
x(0)=E(x(0)) . \tag{6.3.6}
\end{equation*}
$$

Observe that Eqn.(6.3.6) is identical to the standard form for a fixed-point iteration. Hence, if the function $\mathrm{E}(\mathrm{x}(0)$ ) is a contraction mapping, the solution $\mathbf{x}(0)$ can be found by applying the fixedpoint iteration algorithm or the more efficient Newton-Raphson algorithm described in the following:

$$
\begin{equation*}
x^{(j+1)}(0)=x^{(j)}(0)-\left[I-E^{\prime}\left(x^{(j)}(0)\right)\right]^{-1} E\left(x^{(j)}(0)\right) \tag{6.3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\mathbf{E}^{\prime}\left(x^{(j)}(0)\right) \equiv \frac{\partial E(x(0))}{\partial x(0)}\right|_{x(0)=x}\left(U^{2}(0)\right. \tag{6.3.8}
\end{equation*}
$$

Note that it is necessary to determine the Jacobian matrix $\mathbf{E}^{\prime}\left(\mathbf{x}^{(j)}(0)\right)$ before we can evaluate Eqn. (6.3.7), and there exist some efficient numerical techniques for computing the Jacobian matrix. One method is the numerical differentiation technique. Another more efficient method is to evaluate the Jacobian matrix by transient analysis of sensitivity networks [21].

The Newton method converges quadratically to the desired initial state $\mathrm{x}^{*}(0)$, if the initial guess $x^{(0)}(0)$ is close to $x^{*}(0)$ and $\left[I-E^{\prime}(x(0))\right]$ is nonsingular in the neighbortood of $x^{*}(0)$. If the initial guess of the initial state is too far away from $x^{*}(0)$, this method may diverge and another initial guess has to be chosen to start the iteration again. If the network has more than one periodic solutions of the same period $T_{0}$, it may converge to any one of these multiple solutions, depending on the choice of the initial guess.

### 63.2. Periodic Autonomous Systems

As discussed in the previous section, periodic autonomous systems can be described by the following state equation:

$$
\begin{equation*}
\dot{x}=s(x), \tag{6.3.9}
\end{equation*}
$$

Let us assume that Eqn. (6.3.9) has a periodic solution of period $T$ which is generally unknown. This additional unknown $T$ causes the algorithm presented in the previous section to fail since the number of unknowns $n+1$ is greater than the number of constraints $n$. Under this condition, the system does not have an isolated solution. This is expected since autonomous systems have arbitrary time orgins. For example, if some solution $\mathrm{x}=\mathrm{a}$ cosout satisfies the state equations, then a $\cos (\omega t+\theta)$ also satisfies the equations. If fact, even if the oscillation period $T$ is given, the algorithm described in the previous section is still not applicable because the matrix $\left[I-\mathrm{E}^{\prime}\right]$ may become singular at the oscillating frequency.

To salvage this algorithm, let us redefine the two-point boundary value problem as:

$$
\begin{equation*}
x(0)=x(T)=\int_{0}^{T} s(x(t)) d t+x(0) \tag{6.3.10}
\end{equation*}
$$

Again, our goal is to find $x(0)$ such that at $t=T, x(T, x(0))=x(0)$. Similar to the nonautonomous case, we can rewrite Eqn. (6.3.10) into:

$$
\begin{equation*}
\mathrm{x}(0)=\mathrm{E}(T, \mathrm{x}(0)) \equiv \int_{0}^{T} \mathrm{~s}(\mathrm{x}(t)) d t+\mathrm{x}(0) \tag{6.3.11}
\end{equation*}
$$

Observe that the period $T$ is now added to the argument of the function $\mathbf{E}(T, \mathbf{x}(0))$ so that it can be
detemined along with the unknown initial states $\mathbf{x}(t)$. However, the number of unknowns is still greater than the number of equations. In this case, one can either assume an appropriate value for one of these $n+1$ unknowns, or find another independent equation relating these variables such that this system has a unique solution. Recall that autonomous systems have arbitrary time orgins, any arbitrary time shift of one periodic solution can be used as the initial state. Hence, we are free to set a value for one of the $n$ initial state variables, $x^{\prime}(0)$, and remove it from the unknown initial state vector and add the period $T$ as a new variable to the vector. Define the new initial state variable vector as:

$$
\begin{equation*}
y(0)=\left[x^{1}(0), \cdots, x^{i-1}(0), T, x^{i+1}(0), \cdots, x^{n}(0)\right]^{T} \tag{6.3.12}
\end{equation*}
$$

Rewrite Eqn.(6.3.11) using this newly defined vector:

$$
\begin{equation*}
y(0)=\tilde{E}(y(0)) \tag{6.3.13}
\end{equation*}
$$

where $\tilde{E}(y(0))$ is equal to $E(T, x(0))$ with $x^{i}(0)$ being fixed. Then the unknown $y(0)$ can be calculated by the Newton iteration technique.

$$
\begin{equation*}
y^{(i+1)}(0)=y^{(j)}(0)-\left[\frac{\partial H}{\partial y}\left(j^{(j)}(0)\right)\right]^{-1} H\left(y^{(j)}\right) \tag{6.3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
H \equiv g(0)-\tilde{E}(y(0)) \tag{6.3.15}
\end{equation*}
$$

and the Jacobian matrix $\frac{\partial H}{\partial y}\left(y^{(j)}(0)\right)$ is given by

$$
\begin{equation*}
\frac{\partial \mathrm{H}}{\partial \mathrm{y}}\left(\mathrm{y}^{(j)}(0)\right)=\left[\Phi^{1^{(j)}}, \cdots, \Phi^{i-1(0)},-s\left(\mathrm{x}\left(T^{(j)}\right)\right), \Phi^{i+1^{(j)}}, \cdots, \Phi^{n^{(j)}}\right] \tag{6.3.16}
\end{equation*}
$$

with $\Phi^{\prime}$ being the $l^{\text {th }}$ column of $\left[I-\frac{\partial \tilde{E}(y(0))}{\partial y(0)}\right]$, or the $l^{l^{\text {h }}}$ column of $\left[I-\frac{\partial E(x(0))}{\partial x(0)}\right]$ of the periodic nonautonomous systems for $l=1, \cdots, i-1, i+1, \cdots n$. Note that

$$
\begin{equation*}
i^{\text {th }} \text { column of } \frac{\partial \mathbf{H}}{\partial y}\left(y^{(j)}(0)\right)=\left.\frac{\partial \mathbf{H}\left(y^{(j)}(0)\right)}{\partial T}\right|_{f^{(j)}}=\left.\frac{\partial \tilde{E}\left(y^{(j)}(0)\right)}{\partial T}\right|_{[(j)}=-s\left(x\left(T^{(j)}\right)\right) \tag{6.3.17}
\end{equation*}
$$

Under the assumption that there exists a unique periodic solution for the periodic autonomous system, the Newton method in the time domain will converge as long as the initial guess is sufficiently close to the correct solution. The final solution consists of not only a desired initial
state $\mathbf{x}(0)$, but also the period $T$ of oscillation.

### 6.4. The Harmonic-Balance Method

The harmonic-balance method is a general method for finding solutions of periodic systems. This method transforms the difficult problem of finding periodic solutions of nonlinear differential equations to an easier problem of solving systems of nonlinear algebraic equations. The idea is to represent the system variables by Fourier series and try to find a set of Fourier coefficients which satisfy the system of equations in the frequency domain. For simplicity, we will only focus on periodic nonautonomous systems in this section and briefly discuss its application to the autonomous case.

Consider the same periodic nonautonomous system of equation, as given in Eqn. (6.2.4):

$$
\begin{equation*}
\dot{\mathrm{x}}=\mathrm{s}(\mathrm{x}, t) \tag{6.4.1}
\end{equation*}
$$

where x and s are $n$-tuple vectors which are periodic in $t$ with period $T_{o}=\frac{2 \pi}{\omega_{0}}$, and s has a continuous first partial derivative with respect to x for all x and all $t$.

Under these mild conditions, the solution $x(t)$ can be represented using the Fourier series expansion:

$$
\begin{equation*}
\mathbf{X}(t)=\sum_{k=\infty}^{\infty} X^{c}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \tag{6.4.2}
\end{equation*}
$$

Let $\mathbf{X}=\left[\cdots, X^{c}\left[-k \omega_{o}\right], \cdots, X^{c}[0], \cdots, X^{C}\left[k \omega_{o}\right], \cdots\right]^{T}$ be the vector of Fourier coefficients. Since $s(\mathrm{x}, t)$ is also a periodic function with the same period, it can be written as

$$
\begin{equation*}
s(x, t)=\sum_{k=\infty}^{\infty} S^{c}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \tag{6.4.3}
\end{equation*}
$$

where $\mathbf{S}=\left[\cdots, \mathbf{S}^{c}\left[-k \omega_{0}\right], \cdots, S^{c}[0], \cdots, S^{c}\left[k \omega_{0}\right], \cdots\right]^{\boldsymbol{T}}$ is the vector of Fourier coefficients of $s(t)$.

Using the orthogonal property of the function $e^{j k \omega_{0} t}$, we have the following equation for the Fourier coefficients:
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$$
\begin{equation*}
j k \omega_{o} \mathbf{X}^{C}\left[k \omega_{0}\right]=\mathbf{S}^{C}\left[k \omega_{0}\right](\mathbf{X}) \tag{6.4.4}
\end{equation*}
$$

for all integers $k$.

Now we have replaced Eqn. (6.4.1) by infinitely many nonlinear algebraic equations as stated in Eqn.( 6.4.4). It is seldom possible to solve infinite dimensional problems such as the one described by Eqn.(6.4.4). Hence we need to find a finite dimensional system to approximate it. Define

$$
\begin{equation*}
P_{H} \mathrm{x}(t) \equiv \mathrm{x}_{H}(t)=\sum_{k=1-H}^{H-1} X^{C}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \tag{6.4.5}
\end{equation*}
$$

as the truncated Fourier expansion of $x(t)$. Applying the same truncation to Eqn. (6.4.1), we get a reduced system:

$$
\frac{d x_{H}}{d t}=s_{H}\left(x_{H}, t\right)
$$

or

$$
\begin{equation*}
j k \omega_{0} \sum_{k=1-H}^{H-1} X^{C}\left[k \omega_{0}\right] e^{j k \omega_{0} t}=\sum_{k=1-H}^{H-1} S^{C}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \tag{6.4.6}
\end{equation*}
$$

This is equivalent to solving Eqn. (6.4.4) for $k=1-H, \cdots, H-1$. It is to be expected that, for $H$ sufficiently large, the solution of Eqn. (6.4.6), $\mathrm{x}_{H}(t)$ is a reasonable approximation to the exact solution $\hat{X}(t)$ of Eqn. (6.4.1). If a periodic nonautonomous system can be described by the state equation of the form: $\dot{x}(t)=s(x, t)$, and if an isolated solution exists, then, the harmonic-balance method produces an arbitrarily accurate solution for $H$ sufficiently large[25].

For periodic autonomous systems, it is easier to use the feedback system representation as shown in Fig. 6.1. Assume that the feedback system can be described by the following equation:

$$
\begin{equation*}
g \cdot \mathbf{h}(e(t))+e(t)=0 \tag{6.4.7}
\end{equation*}
$$

where $h: R^{n} \rightarrow R^{m}$ is a nonlinear function with $h(e(t))$ having the same period as $e$, and $g: R^{m} \rightarrow R^{n}$ is a linear function. We assume that the solution can be written in the form:

$$
\begin{equation*}
\mathrm{e}(t)=\sum_{k=-\infty}^{\infty} \mathrm{E}^{C}[k \omega] e^{j k \omega x} \tag{6.4.8}
\end{equation*}
$$

where $\omega$ is the unknown angular frequency. Since $h(e(t))$ is periodic with the same period as $e(t)$,
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it can be written as:

$$
\begin{equation*}
\mathbf{h}(\mathbf{e}(t))=\sum_{k=-\infty}^{\infty} \mathbf{H}^{C}[k \omega] e^{j k \cot } \tag{6.4.9}
\end{equation*}
$$

Let $\mathbf{G}(j k \omega)$ be the Fourier transform of $g$. Using the harmonic-balance method, we can transform Eqn. (6.4.7), the time-domain feedback system description, into a frequency domain description:

$$
\begin{equation*}
\mathbf{G}(j k \omega) \mathbf{H}[k \omega]+\mathbf{E}[k \omega]=0 \quad \text { for all } k \tag{6.4.10}
\end{equation*}
$$

Because autonomous systems do not have isolated solutions, we need to either assume an appropriate value for one of the node voltage or find another independent equation relating these unknown variables, as was done in the time-domain Newton method described in Section 6.3.2.

Again, a sensible approximation to the infinite-dimensional problem is to take some sufficiently large integer $H$, and set $\mathbf{E}^{C}(k \omega]=0$ for all $|k| \geq H$. Then, we are left with a finite set of equations with a finite number of unknowns.

Under some mild condition, it has been shown that the solution obtained by the harmonicbalance method is the approximate periodic solution of the Eqn (6.4.7)[26]. Under the same condition, the existence of a harmonic balance solution implies that the autonomous system has a solution.

## CHAPTER 7

## The Harmonic-Newton Method

In the time domain, a circuit can be modeled by a system of $n$ nonlinear differential equations as described by Eqn. (6.2.1) which is again given below:

$$
\begin{equation*}
\mathrm{f}(\mathrm{v}, t)=\mathrm{i}(\mathrm{v}(t))+\dot{\mathrm{q}}(\mathrm{v}(t))+\int_{0}^{1} \mathrm{y}(t-\tau) \mathrm{v}(\tau) d \tau+\mathrm{u}_{s}(t)=0 \tag{7.1}
\end{equation*}
$$

In this chapter, we will discuss how we can solve the equation above in the frequency domain using the harmonic-Newton method. This method had been introduced and implemented in Spectre[4], a simulation package designed to analyze quickly large nonautonomous circuits with nonlinear devices. The harmonic-Newton method first converts the system of differential equations into a system of nonlinear algebraic equations using the technique of harmonic balance described in the previous chapter and then soives the system of equations using the Newton-Raphson method. In Section 7.1, we will focus on the periodic nonautonomous systems. Extension of this method to almost-periodic circuits, a special case of nonautonomous system is exploited in Section 7.2.

So far, the frequency-domain simulator, Spectre is limited to the simulation of nonautonomous systems. In Section 7.3, we will describe how the harmonic-Newton method can be modified to extend its application to periodic autonomous (oscillator) systems in which the period of oscillation is, in general, unknown.

### 7.1. Periodic Nonautonomous Systems

Under the conditions stated in Chapter 6, the solution $\mathbf{v}(t)$ can be expressed in Fourier series as:

$$
\begin{equation*}
\mathbf{v}(t)=\sum_{k=-\infty}^{\infty} \mathbf{V}^{c}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \tag{7.1.1}
\end{equation*}
$$

where $\omega_{0}$ is the angular frequency of the circuit. Let

$$
\mathbf{V}=\left[\cdots, \mathbf{V}^{C}\left[-k \omega_{0}\right], \cdots, \mathbf{V}^{C}[0], \cdots, \mathbf{V}^{C}\left[k \omega_{0}\right], \cdots\right]^{T}
$$

be the vector of Fourier coefficients with $V^{C}\left[k \omega_{0}\right] \in C^{n}$ for all $k$. Since the nonlinear function $f(v, t)$ is periodic with the same period $2 \pi / \omega_{o}$, it can be written as

$$
\begin{equation*}
\mathrm{f}(\nabla, t)=\sum_{k=-\infty}^{\infty} \mathrm{F}^{c}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \tag{7.1.2}
\end{equation*}
$$

where $F=\left[\cdots, F^{C}\left[-k \omega_{0}\right], \cdots, F^{C}[0], \cdots, F^{c}\left[k \omega_{0}\right], \cdots\right]^{T}$ is the vector of Fourier coefficients of $\mathbf{f}(t)$, and $F^{C}\left[k \omega_{0}\right] \in C^{n}$ for all integer $k$.

Applying the harmonic balance method described in the previous chapter to this system, we have:

$$
\begin{equation*}
F^{C}\left[k \omega_{0}\right](V)=0 \quad \text { for all } k \tag{7.1.3}
\end{equation*}
$$

To solve the system in the frequency domain, it is necessary to truncate the number of harmonics, $H$, considered. Define

$$
\begin{align*}
\nabla_{H}(t) & =P_{H} \mathrm{v}(t) \equiv \sum_{k=1-H}^{H-1} \mathrm{~V}^{C}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \\
& =\mathrm{V}^{R}[0]+\sum_{k=1}^{H-1}\left\{\mathbf{V}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathrm{V}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right\} \tag{7.1.4}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{f}_{H}(\mathrm{v}, t) & \equiv P_{H} \mathrm{f}(\mathrm{v}, t) \equiv \sum_{k=1-H}^{H-1} \mathrm{~F}^{C}\left[k \omega_{0}\right] e^{j k \omega_{0} t} \\
& =\mathrm{F}^{R}[0]+\sum_{k=1}^{H-1}\left\{\mathrm{~F}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathrm{F}^{N}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right\} \tag{7.1.5}
\end{align*}
$$

as Fourier expansions of $\mathrm{v}(t)$ and $\mathrm{f}(\mathrm{v}, t)$ of order $H . \mathrm{V}^{R}[0]$ and $\mathrm{F}^{R}[0]$ are the real part of $\mathrm{V}^{C}[0]$ and $\mathrm{F}^{C}[0]$ respectively. However, for the purpose of convenience, we define $\mathbf{V}^{R}\left[k \omega_{o}\right]$ and $\mathbf{F}^{R}\left[k \omega_{o}\right]$ as twice of the real part of $\mathbf{V}^{C}\left[k \omega_{0}\right]$ and $\mathbf{F}^{C}\left[k \omega_{0}\right]$ respectively. Similarly, $\mathbf{V}^{I}\left[k \omega_{0}\right]$ and $F^{\prime}\left[k \omega_{0}\right]$ are twice of the imaginary part of $V^{c}\left[k \omega_{0}\right]$ and $F^{C}\left[k \omega_{0}\right]$ respectively. Since $f(v, t)$ and $\mathbf{v}(t)$ are real vectors of the same dimension $n, \mathbf{V}^{R}[0], \mathrm{V}^{R}\left[\omega_{0}\right], \mathrm{V}^{\prime}\left[\omega_{0}\right]$ are also $n$-tuple vectors.

We further define:

$$
\mathbf{V}_{H}=\left[\begin{array}{c}
\mathbf{V}^{R}[0]  \tag{7.1.6}\\
\mathbf{V}^{R}\left[\omega_{o}\right] \\
\mathbf{V}^{I}\left[\omega_{o}\right] \\
\cdot \\
\mathbf{V}^{R}\left[(\dot{H}-1) \omega_{o}\right] \\
\mathbf{V}^{I}\left[(H-1) \omega_{o}\right]
\end{array}\right] \quad \mathbf{F}_{H}=\left[\begin{array}{c}
\mathbf{F}^{R}[0] \\
\mathbf{F}^{R}\left[\omega_{0}\right] \\
\mathbf{F}^{J}\left[\omega_{o}\right] \\
\cdot \\
\mathbf{F}^{R}\left[(H-1) \omega_{0}\right] \\
\mathbf{F}^{L}\left[(H-1) \omega_{0}\right]
\end{array}\right]
$$

where $\mathrm{V}_{H} \in R^{(2 H-1) n}$ and $\mathrm{F}_{H}: R^{(2 H-1) n} \rightarrow R^{(2 H-1) n}$. Similar definitions are used for $\mathrm{i}_{H}(t), \mathrm{y}_{H}(t)$, and $\mathrm{q}_{H}(t)$.

Since $y$ is the linear matrix-valued impulse response of the circuit with voltage and current defined as the input and output variables respectively, the zero-state current waveform can be obtained by convoluting the impulse response with the node voltage. The zero-state current waveform in the frequency domain is then the product of the Fourier transform of the impulse response and the Fourier transform of the voltage, i.e.:

$$
\begin{equation*}
\int_{-\infty}^{t} y(t-\tau) \mathbf{v}(\tau) d \tau \longleftrightarrow \mathbf{Y V} \tag{7.1.7}
\end{equation*}
$$

Note that $\mathbf{Y}$ is the node admittance matrix and is block diagonal
With these new definitions, we can describe the reduced system of order $H$ as:

$$
\begin{equation*}
\mathbf{F}_{H}\left(\mathbf{V}_{H}\right)=\mathbf{I}_{H}\left(\mathbf{V}_{H}\right)+\Omega Q_{H}\left(\mathbf{V}_{H}\right)+\mathbf{Y}_{H} \mathbf{V}_{H}+\mathbf{U}_{H}=0 \tag{7.1.8}
\end{equation*}
$$

where $\Omega$ is a matrix containing block elements $\Omega[k, l]$ given below:

$$
\Omega[k, l]=\left\{\begin{array}{cc}
{\left[\begin{array}{cc}
0 & \Omega^{m n}[k, k] \\
-\Omega^{m n}[k, k] & 0
\end{array}\right]} & \begin{array}{l}
k=l \\
k \neq l
\end{array}  \tag{7.1.9}\\
0 &
\end{array}\right.
$$

where $k, l$ is the frequency index, $m, n$ is the node index of the circuit, and the matrix $\Omega^{m n}[k, k]$ is a diagonal matrix with diagonal element equal to $k \omega_{o}$ for all $k$.

It is to be expected that, if $H$ is chosen sufficiently large, the voltage $\mathbf{v}_{H}(t)$ determined by Eqn (7.1.8) may be a reasonable approximation to the exact solution $\hat{\mathbf{v}}(t)$ of Eqn. (7.1), To solve the reduced system, we apply the Newton-Raphson method to Eqn. (7.1.8) to get the following sequence of iterations:

$$
\begin{equation*}
\mathbf{V}_{A}^{(j+1)}=\mathbf{V}_{A}^{(j)}-\mathrm{J}_{H}^{-1}\left(\mathbf{V}_{H}^{(j)}\right) \mathbf{F}_{H}\left(\mathbf{V}_{H}^{(j)}\right) \tag{7.1.10}
\end{equation*}
$$

where $\mathrm{J}_{H}\left(\mathrm{~V}_{H}\right) \in R^{(2 H-1) n \times(2 H-1) n}$ is referred as the Spectral Jacobian[4] and is given by:

$$
\begin{equation*}
\mathbf{J}_{H}\left(\mathbf{V}_{H}\right)=\frac{\partial \mathrm{F}_{H}\left(\mathbf{V}_{H}\right)}{\partial \mathbf{V}_{H}}=\frac{\partial \mathbf{I}_{H}\left(\mathbf{V}_{H}\right)}{\partial \mathrm{V}_{H}}+\Omega \frac{\partial \mathbf{Q}_{H}\left(\mathbf{V}_{H}\right)}{\partial \mathbf{V}_{H}}+\mathbf{Y}_{H} . \tag{7.1.11}
\end{equation*}
$$

The spectral Jacobian is a block matrix whose $[k, l]^{\prime} s$ block $\mathrm{J}_{H}[k, l]$ is given by:

$$
\begin{align*}
& \mathrm{J}_{H}[k, l]=\left[\frac{\partial \mathrm{F}\left[k \omega_{o}\right]}{\partial \mathrm{V}\left[l \omega_{0}\right]}\right]=\left[\begin{array}{ll}
\frac{\partial \mathrm{F}^{R}\left[k \omega_{0}\right]}{\partial \mathrm{V}^{R}\left[l \omega_{o}\right]} & \frac{\partial \mathrm{F}^{R}\left[k \omega_{o}\right]}{\partial \mathrm{V}^{l}\left[l \omega_{0}\right]} \\
\frac{\partial \mathrm{F}^{J}\left[k \omega_{o}\right]}{\partial \mathrm{V}^{R}\left[l \omega_{0}\right]} & \frac{\partial \mathrm{F}^{J}\left[k \omega_{0}\right]}{\partial \mathrm{V}^{I}\left[l \omega_{o}\right]}
\end{array}\right] \tag{7.1.14}
\end{align*}
$$

$$
\begin{align*}
& +\left[\begin{array}{cc}
\left.\left.\begin{array}{ll}
\mathbf{Y}^{R}[k, l] & -\mathbf{Y}^{\prime}[k, l] \\
\mathbf{Y}^{\mathbf{I}}[k, l] & \mathbf{Y}^{R}[k, l]
\end{array}\right] .\right] .
\end{array}\right. \tag{7.1.15}
\end{align*}
$$

Note that each component of the matrices in Eqn. (7.1.15) is also a block matrix of dimension $n \times n$. Since the function is nonlinear, the derivatives in Eqn. (7.1.15) should be calculated in the time domain and then converted back to the frequency domain.

- Let us now summarize the harmonic-Newton method as follows:

STEP-I:
Choose the number of harmonics $H$ and truncate all higher harmonic terms. Set $\boldsymbol{j}=0$.
Choose an initial guess voltage vector $\mathbf{V}_{g}^{(j)}$.

STEP-II:
Evaluate $\mathrm{F}_{H}\left(\mathrm{~V}_{H}^{(j)}\right)$ and the spectral Jacobian $\mathrm{J}_{H}\left(\mathrm{~V}_{H}^{(j)}\right)$ of the network.

STEP-III:

Generate new node voltage spectra using update Eqn. (7.1.10)

$$
\mathbf{V}_{H}^{(j+1)}=\mathbf{V}_{H}^{(j)}-\mathbf{J}_{H}^{-1}\left(\mathbf{V}_{H}^{(j)}\right) \mathbf{F}_{H}\left(\mathbf{V}_{H}^{(j)}\right)
$$

STEP-IV:
Check if the circuit is harmonic balanced by checking if $\left\|F_{H}\right\| \leq \varepsilon$, where $\varepsilon$ is the threshold for the circuit to be considered harmonic balanced. If no, set $\boldsymbol{j}=\boldsymbol{j}+1$ and go to STEP-II.

## STEP-V:

Done.

### 7.2. Almost-Periodic Nonautonomous Systems

The harmonic-Newton method described above can also be applied to almost-periodic circuits. The only difference is in the way that the sets of frequencies are truncated.

Let us refer back to Eqn. (7.1). Since $\mathbf{v}(t)$ is almost periodic, both $\mathbf{i}(t)$, and $\mathbf{q}(t)$ are almost periodic. When applying the harmonic-Newton method described above to almost periodic systems, all terms of Eqn. (7.1) can be transformed into the frequency domain using the almost periodic Fourier transform (APFT)[23]. While $\mathbf{v}(t), \mathbf{i}(t), \mathbf{q}(t)$ are vectors of waveforms, $\mathbf{V}, \mathbf{I}, \mathbf{Q}$, the APFT of $\mathbf{v}(t), \mathbf{i}(t), \mathbf{q}(t)$, are vectors of spectra. Define the truncated vectors $\mathbf{V}_{H}, \mathbf{I}_{H}, \mathbf{Q}_{H}$ as follows:

$$
\mathbf{V}_{H}=\left[\mathbf{V}^{R}[0], \mathbf{v}^{R}\left[\omega_{1}\right], \mathbf{v}^{\prime}\left[\omega_{1}\right], \cdots, \mathbf{v}^{R}\left[\omega_{K}\right], \mathbf{V}^{I}\left[\omega_{K}\right]\right]
$$

or

$$
\nabla_{H}(t) \equiv P_{H}^{\prime} \mathbf{V}(t) \equiv \sum_{\omega_{k} \in \Lambda_{H}}\left\{\mathbf{V}^{R} \cos \left(\omega_{k} t\right)+\mathrm{V}^{\prime} \sin \left(\omega_{k} t\right)\right\}
$$

Note that $\mathbf{V}^{R}[0]$ is the real part of $\mathbf{V}^{C}[0]$; but $\mathbf{V}^{R}\left[\omega_{k}\right]$ and $\mathbf{V}^{\prime}\left[\omega_{k}\right]$ are defined as twice of the real part and imaginary part of $V^{c}\left[\omega_{k}\right]$ respectively. Similarly, the vectors $I_{H}$ and $Q_{H}$ are:

$$
\begin{gathered}
\mathbf{I}_{H}=\left[\mathbf{I}^{R}[0], \mathbf{I}^{R}\left[\omega_{1}\right], \mathbf{I}^{I}\left[\omega_{1}\right], \cdots, \mathbf{I}^{R}\left[\omega_{K}\right], \mathbf{I}^{I}\left[\omega_{K}\right]\right]^{T} \\
\mathbf{Q}_{H}=\left[\mathbf{Q}^{R}[0], \mathbf{Q}^{R}\left[\omega_{1}\right], \mathbf{Q}^{I}\left[\omega_{1}\right], \cdots, \mathbf{Q}^{R}\left[\omega_{K}\right], \mathbf{Q}^{I}\left[\omega_{K}\right]\right]^{T}
\end{gathered}
$$

All components in the vectors $\mathbf{V}_{H}, \mathbf{I}_{H}, \mathbf{Q}_{H}$ are themselves vectors of $\boldsymbol{R}^{n}$.
As described in the previous section, the Fourier transform of the convolution integral $\int_{-\infty}^{1} \mathrm{y}(t-\tau) \mathrm{v}(\tau) d \tau$ is equal to the product of $\mathbf{Y}$ and $\mathbf{V}$. With these new definitions, we can describe
the reduced system of order $H$ as:

$$
\mathbf{F}_{H}\left(\mathbf{V}_{H}\right)=\mathbf{I}_{H}\left(\mathbf{V}_{H}\right)+\Omega Q_{H}\left(\mathbf{V}_{H}\right)+\mathbf{Y}_{H} \mathbf{V}_{H}+\mathbf{U}_{H}=0
$$

Thus, the sequence of the harmonic-Newton iteration for almost periodic circuits is the same as that of periodic circuits:

$$
\mathrm{V}_{H}^{(j+1)}=\mathrm{V}_{H}^{(j)}-\mathrm{J}_{H}^{-1}\left(\mathrm{~V}_{H}^{(j)}\right) \mathrm{F}_{H}\left(\mathrm{~V}_{H}^{(j)}\right)
$$

The spectral Jacobian matrix is given as follows:

$$
\begin{align*}
J_{H}[k, l]= & {\left[\begin{array}{ll}
\frac{\partial I^{R}\left[\omega_{k}\right]}{\partial V^{R}\left[\omega_{l}\right]} & \frac{\partial I^{R}\left[\omega_{k}\right]}{\partial V^{I}\left[\omega_{l}\right]} \\
\frac{\partial I^{I}\left[\omega_{k}\right]}{\partial V^{R}\left[\omega_{l}\right]} & \frac{\partial I^{I}\left[\omega_{k}\right]}{\partial V^{I}\left[\omega_{l}\right]}
\end{array}\right]+\Omega\left[\begin{array}{ll}
\frac{\partial Q^{R}\left[\omega_{k}\right]}{\partial V^{R}\left[\omega_{l}\right]} & \frac{\partial Q^{R}\left[\omega_{k}\right]}{\partial V^{I}\left[\omega_{l}\right]} \\
\frac{\partial Q^{I}\left[\omega_{k}\right]}{\partial V^{R}\left[\omega_{l}\right]} & \frac{\partial Q^{I}\left[\omega_{k}\right]}{\partial V^{I}\left[\omega_{l}\right]}
\end{array}\right] } \\
& +\left[\begin{array}{cc}
\mathbf{Y}^{R}[k, l] & -\mathbf{Y}^{I}[k, l] \\
\mathbf{Y}^{I}[k, l] & \mathbf{Y}^{R}[k, l]
\end{array}\right] \tag{7.1.16}
\end{align*}
$$

where $\Omega$ is a block matrix consisting of $\{\Omega[k, l]\}$ :

$$
\Omega[k, l]=\left\{\begin{array}{cc}
{\left[\begin{array}{cc}
0 & \Omega^{m n n}[k, k] \\
-\Omega^{m n}[k, k] & 0
\end{array}\right]} & \begin{array}{l}
\text { if } k=l \\
0
\end{array} \\
\text { if } k \neq l
\end{array}\right.
$$

$\Omega^{m n}[k, k]$ in the above equation is a diagonal matrix with diagonal element equal to $\omega_{k}$ for all $k$.

### 7.3. Periodic Autonomous Systems

A periodic autonomous system can be described in the time domain by the following differential equation:

$$
\begin{equation*}
\mathrm{i}(\mathrm{v}(t))+\dot{\mathrm{q}}(\mathrm{v}(t))+\int_{0}^{1} \mathrm{y}(t-\tau) \mathrm{v}(\tau) d \tau=0 \tag{7.3.1}
\end{equation*}
$$

Note that no external source is present and the frequency of the circuit $\omega$ is generally unknown.

Applying the harmonic-Newton method with $H$ harmonics, we cap transform Eqn. (7.3.1) into a frequency domain description:

$$
\begin{equation*}
\mathbf{I}_{H}\left(\mathbf{V}_{H}\right)+\Omega(\omega) \mathbf{Q}_{H}\left(\mathbf{V}_{H}\right)+\mathbf{Y}_{H} \mathbf{V}_{H}=\mathbf{0} \tag{7.3.2}
\end{equation*}
$$

This equation is identical to Eqn. (7.1.8) of the periodic nonautonomous systems except that no external source $\mathrm{U}_{H}$ is present in this case.

Unfortunately, Eqn. (7.3.2) doesn't have isolated solutions because there are $(2 H-1) n+1$ real unknowns ( $\mathrm{V}^{R}[0], \mathrm{V}^{R}[\omega], \mathrm{V}^{I}[\omega], \cdots \mathrm{V}^{R}[(H-1) \omega], \mathrm{V}^{I}[(H-1) \omega]$ and $\omega$ ), but only (2H-1)n real equations. Moreover, the hamonic-Newton method will fail easily in this case because the Jacobian matrix may become singular at oscillating frequency which results in nonconvergence of the Newton iteration. This is in fact as it should be because the time origin is arbitrary for an autonomous system. More specifically, if some vector $\left[\overline{\mathbf{V}}^{c}[(1-H) \omega], \cdots, \overline{\mathbf{v}}^{c}[(H-1) \omega]\right]^{T}$ satisfies the equations, then the vector $\left[\tilde{\mathbf{v}}^{C}[(1-H) \omega] \exp i \theta, \cdots, \tilde{\mathbf{v}}^{C}[(H-1) \omega] \exp i \theta\right]^{T}$ will also satisfy the same set of equations for any arbitrary real $\theta$.

One way to reduce the number of solutions to one is to add artificially a condition that a nonzero element $V C^{c_{0}}\left[k_{0} \omega\right]$ for some $i_{o}, k_{0} \neq 0$ be real and positive, i.e. arg $V^{c^{i}}\left[k_{0} \omega\right]=0$. However, arg is a continuous function only in subsets of the complex plane that do not contain or encircle the origin. If one adds the condition stated above, it is necessary to impose another condition later to prevent the function from being discontinuous on certain sets.

An easier way to solve this problem and at the same time avoid discontinuity is to add a condition that a nonzero element $V^{c^{i o}}\left[k_{o} \omega\right]$ for some $i_{0}, k_{o} \neq 0$ be real, i.e. $V^{t^{i}}\left[k_{o} \omega\right]=0$. This will reduce the number of solutions satisfying Eqn.(7.3.2) to two isolated ones. Note that it is important to choose $i_{0}$ and a nonzero $k_{0}$ such that the real part of $V^{c^{i}}\left[k_{0} \omega\right]$ is not equal to zero. If the real part of $V^{c^{i o}}\left[k_{o} \omega\right]$ tums out to be zero, we have not successfully fixed the time orgin. Therefore, another $i_{0}$ and $k_{o}$ have to be chosen. We can also verify this condition throughout the Newton iteration to make sure that the real part of $V^{c^{i}}\left[k_{o} \omega\right]$ remains nonzero. If iteration result shows that the real part of $V^{c^{i o}}\left[k_{o} \omega\right]$ is too small, we can then choose another $i_{o}^{\prime}$ and $k_{o}^{\prime}$. We would like to point out that changing $i_{o}$ and $k_{o}$ affects the Newton iteration process only mildly. Two actions have to be taken: (1) the location of " 1 " in the last row of the Jacobian matrix should be changed
accordingly, and (2) the updated solution vector $\mathrm{V}^{\mathrm{C}^{(0)}}$ needs to be multiplied by $\exp (-i \theta)$ where

$$
\theta=\arctan \left(\frac{v^{i^{\prime} o^{\prime}}\left[k_{o}^{\prime} \omega\right]}{V^{R^{i} o}\left[k_{o}^{\prime} \omega\right]}\right]
$$

The Newton iteration can still continue and if it converges, it will converge to the correct solution. Incorporating this condition into Eqn. (7.3.1) and keeping only the first $H$ harmonics, we have:

$$
\tilde{\mathbf{f}}_{H}\left(\mathrm{x}_{H}, t\right)=\left\{\begin{array}{c}
\hat{g}_{H}\left(\mathrm{x}_{H}, t\right) \equiv \mathbf{i}_{H}\left(\mathrm{v}_{H}(t)\right)+\dot{\mathbf{q}}_{H}\left(\mathrm{v}_{H}(t)\right)+\int_{6}^{t} \mathrm{y}_{H}(t-\tau) \mathrm{v}_{H}(\tau) d \tau  \tag{7.3.3}\\
\frac{1}{T} \int_{6}^{T} v^{i_{o}(t) \sin \left(k_{o} \omega t\right)}
\end{array}\right\}=0
$$

where the new variable vector $\mathrm{x}_{H}$ is given by $\left[\mathrm{v}_{H}, \omega\right]^{T}$. A frequency domain equivalent of Eqn. (7.3.3) is

$$
\tilde{\boldsymbol{F}}_{H}\left(\mathbf{X}_{H}\right) \equiv\left\{\begin{array}{c}
\tilde{\mathbf{G}}_{H}\left(\mathbf{V}_{H}, \omega\right) \equiv \mathbf{I}_{H}\left(\mathbf{V}_{H}\right)+\Omega(\omega) \mathbf{Q}_{H}\left(\mathbf{V}_{H}\right)+\mathbf{Y}_{H} \mathbf{V}_{H}  \tag{7.3.4}\\
V^{i^{i}\left[k_{o}(\omega]\right.}
\end{array}\right\}=0
$$

where the vector $\mathrm{X}_{\boldsymbol{H}}$ is given by $\left[\mathrm{V}_{H}, \omega\right]^{T}$.
The harmonic-Newton iteration of Eqn. (7.3.4) is given by:

$$
\left[\begin{array}{l}
\mathbf{v}_{H^{(i+1)}}  \tag{7.3.5}\\
\omega^{(i+1)}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{V}_{H}^{(j)} \\
\omega^{(j)}
\end{array}\right]-\overline{\mathbf{J}}_{H}\left(\mathbf{V}_{B}^{(j)}, \omega^{(i)}\right)^{-1} \tilde{\mathbf{F}}_{H}\left(\mathbf{V}_{H}^{(j)}, \omega^{(j)}\right.
$$

where $\bar{J}_{H}\left(\mathbf{V}_{H}, \omega\right)$ has the following form:

$$
\mathbf{J}_{H}\left(\mathbf{V}_{H}, \omega\right)=\left[\begin{array}{c:c} 
&  \tag{7.3.6}\\
\mathrm{J}_{H}\left(\mathbf{v}_{H}\right) & \partial \mathrm{F}_{H} / \partial \omega \\
& \\
\hdashline 0 \cdots 010 \cdots & 0
\end{array}\right]
$$

with $\mathrm{J}_{H}\left(\mathrm{~V}_{H}\right)$ being the same Jacobian matrix as that of the periodic nonautonomous system, and $\partial F_{H} / \partial \omega$ being the derivative of the original function with respect to $\omega$. The " 1 " in the last row of the Jacobian matrix corresponds to the location of this particular $V^{I^{i o}}\left[k_{o} \omega\right]$ in the vector $\mathbf{X}_{H}$. Thus, the characteristics and the structure of the Jacobian matrix is preserved.

As mentioned before, the extra constraint given in Eqn. (7.3.4) reduces the number of solutions to two isolated ones, thus there is still no unique solution for Eqn. (7.3.4). For nonlinear systems, the fact that solutions are isolated but not unique does not result in Jacobian matrix being singular at oscillating frequency. If the system is linear, $\overline{\mathrm{J}}_{H}\left(\mathbf{V}_{H}, \omega\right)$ is still singuiar at oscillating frequency. This makes sense intuitively since for a linear oscillator not only the phase of the solution is arbitrary, but also the amplitude $\mathbf{V}_{H}$ can be arbitrary. For this reason, we not only have to fix the phase of the voltage vector but also the amplitude of the oscillation to prevent the Jacobian matrix from becoming singular at oscillating frequency. Fortunately, most of the autonomous circuits are oscillators which require nonlinear elements to provide sufficient negative resistance to start the oscillation while the negative feedback decreases as the amplitude grows, causing the oscillation to be sustained only at some fixed amplitude. Thus, the amplitude of oscillation for an autonomous system is usually not arbitrary. Since the Jacobian matrix of a nonlinear system is in general nonsingular at oscillating frequency as long as the solutions are isolated, the modified method described in this section can be applied successfully to most autonomous systems. Depending on the choice of the initial condition, the hamonic-Newton method will converge to one of the isolated solutions.

## CHAPTER 8

## Convergence of the Harmonic-Newton Method

In Chapter 7, we discussed how we can use the harmonic-Newton method to find periodic or almost-periodic steady-state solutions of autonomous or nonautonomous systems in the frequency domain. We also pointed out that in order to use the harmonic-Newton method, it is necessary to truncate the number of harmonics, $H$, to some finite number so that the infinite-dimensional system can be approximated by a finite-dimensional one. Since truncation is necessary, we need to study the convergence properties of the harmonic-Newton method in order to ensure that the solutions obtained are meaningful after truncation has taken place. The harmonic-Newton method is said to be convergent if for any $H$ considered, the sequence of iterations defined by this algorithm converges to a fixed point, such that these fixed points themselves form a sequence of solutions whose limit is the exact solution of the given circuit system as $H \rightarrow \infty$. In this chapter, we will study in detail the convergence properties of the harmonic-Newton method and show that under some conditions, the harmonic-Newton method is a convergent method for periodic autonomous and nonautonomous systems.

### 8.1. Background

In this section, we introduce some classic theorems which will be used later in the convergence proofs.

Theorem A: [13]
Assume that the function $\mathbf{f}: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}^{\boldsymbol{m}}$ is Gateaux-differentiable on a convex set $\mathbf{D}$. Then for any $x, y \in D$, the following inequality holds:

$$
\|f(y)-f(x)\| \leq \max _{0 \leq r \leq 1}\|f(x+t(y-x))\| \cdot\|x-y\|
$$

where $f^{r}$ is the first Gateaux-derivative of $f$.

Theorem B: [13]
Assume that the function $\mathbf{f}: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}^{\boldsymbol{m}}$ is twice Gateaux-differentiable on a convex set $\mathbf{D}$. Then for any $\mathrm{x}, \mathrm{y} \in \mathrm{D}$, the following inequality holds:

$$
\left\|f^{\prime}(y)-f(x)\right\| \leq \max _{0 \leq i \leq 1}\left\|f^{\prime \prime}(x+t(y-x))\right\|\|x-y\|
$$

where $f^{\prime}$ and $f^{\prime \prime}$ are the first and second Gateaux-derivatives of $f$ respectively.

Theorem C: [27]
Let x be a periodic function with an interval of periodicity $\left[0, T_{o}\right]$. If the function itself together with its derivatives up to order $k-1, k \geq 1$ are continuous, and its $k$-th derivative is piecewise continuous in the interval, then there exists a constant $A>0$ such that the Fourier coefficients of the function satisfy the inequality $\left|X\left[k \omega_{0}\right]\right| \leq \frac{A}{|k|^{x+1}}$.

## Parseval's Equation: [24]

## Periodic Functions

Let $f(x)$ be an arbitrary continuous function of period $T_{0}=\frac{2 \pi}{\omega_{0}}$. Then, the Parseval's equality $\sum_{k=-\infty}^{\infty}\left|F\left[k \omega_{o}\right]\right|^{2}=\frac{1}{T_{0}} \int_{0}^{T_{0}}|f(x)|^{2} d x$ holds for all $f(x)$, where the Fourier coefficients $F\left[k \omega_{o}\right]$ of $f(x)$ is given by

$$
F\left[k \omega_{o}\right]=\frac{1}{T_{0}} \int_{0}^{T_{0}} f(x) e^{-j k \omega_{0} x} d x
$$

## Almost-Periodic Functions

For every almost-periodic function, $f(x) \approx \sum_{\omega_{k} \oplus \Lambda} F\left[\omega_{k}\right] e^{j \omega_{k} x}$, there exists a mean value $M(f(x))$ defined as:

$$
M(f(x)) \equiv \lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f(x) d x
$$

i.e., the expression $\frac{1}{T} \int_{0}^{T} f(x) d x$ approaches a definite finite limit as $T \rightarrow \infty$. The Parseval's equation holds for almost-periodic function and can be written in exactly the same form as in the case of periodic systems:

$$
\sum_{\omega_{k} \in \Lambda}\left|F\left[\omega_{k}\right]\right|^{2}=M\left(|f(x)|^{2}\right) .
$$

## Newton-Kantorovich Theorem: [13]

Assume that $\mathbf{f}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{m}$ is differentiable on a convex set $\mathbf{D}_{\boldsymbol{o}}$ which is inside of D , and that for any $x_{,}, y \in D_{\boldsymbol{D}}$, the following inequality holds

$$
\left\|f^{\prime}(y)-f(x)\right\| \leq \gamma\|x-y\|
$$

where $f$ is the first derivatives of $f$.
Also assume that there exists an $x^{(0)} \in D_{0}$ such that $\| f\left(x^{(0)}-1 \| \leq \beta\right.$ and $\alpha=\beta \eta \eta \leq \frac{1}{2}$, where $\eta \geq \| \mathcal{F}^{\left(x^{(0)}\right)^{-1} f\left(x^{(0)}\right) \| . ~ . ~ . ~}$

Set

$$
t^{*}=(\beta \gamma)^{-1}\left[1-(1-2 \alpha)^{\frac{1}{2}}\right], \quad t^{* *}=(\beta \gamma)^{-1}\left[1+(1-2 \alpha)^{\frac{1}{2}}\right]
$$

and assume that $\overline{\mathrm{B}}\left(\mathrm{x}^{(0)}, t^{*}\right)$ lies inside of $\mathrm{D}_{0}$. Then the Newton iteration

$$
x^{(j+1)}=x^{(j)}-f^{\left(x^{(j)}\right) f\left(x^{(j)}\right), \quad j=0,1, \cdots .}
$$

is well-defined, with $x^{(j+1)}$ remaining in $\bar{B}\left(x^{(0)}, t^{*}\right)$ and converging to the solution $x^{*}$ of $F(x)=0$ which is unique in $\overline{\mathbb{B}}\left(x^{(0)}, t^{* *}\right) \cap D_{0}$.

Moreover, the following inequality which bounds the difference between the $\boldsymbol{j}$-th iteration and the exact solution holds;

$$
\left\|x^{*}-x^{(j)}\right\| \leq\left(\beta \gamma 2^{j}\right)^{-1}(2 \alpha)^{2 j}, \quad j=0,1, \cdots
$$

In the following three sections, we prove the convergence of the harmonic-Newton method for periodic nonautonomous, periodic autonomous, and almost-periodic circuits, as the number of
harmonics considered goes to infinity. These proofs appear to be complicated and lengthy; however, they are all based on the same concept.

To begin, we must first assume that there exists an isolated solution, $\hat{\theta}(t)$, to the original differential equation. Let $\boldsymbol{\nabla}_{\boldsymbol{H}}{ }^{*}(t)$ be the computed solution obtained by the harmonic-Newton method with $H$ harmonics. To show that the harmonic-Newton method does converge to a solution $\mathrm{v}_{\boldsymbol{H}}^{*}(t)$ and this solution can be arbitrarily close to the exact solution $\vartheta(t)$ as $H \rightarrow \infty$, let us examine the norm of the difference between $\mathbf{v}_{H}^{*}(t)$ and $\hat{\theta}(t)$ :

$$
\begin{equation*}
\left\|v_{H}^{*}(t)-\hat{\theta}(t)\right\| \leq\left\|v_{H}^{*}(t)-\hat{\theta}_{H}(t)\right\|+\left\|\vartheta_{H}(t)-\hat{\theta}(t)\right\| \tag{8.1}
\end{equation*}
$$

The strategy in all the proofs is to handle those two terms in the right hand side of the inequality separately. The second term $\left\|\vartheta_{H}(t)-\theta(t)\right\|$, represents the error due to the truncation of higher order terms; and this term can be easily shown to approach zero as the number of harmonics, $H$, approaches infinity. The detail of these proofs for periodic nonautonomous systems, almostperiodic circuits, and periodic autonomous systems can be found in Lemma 8.1, 8.4, and 8.7.

To prove that the first term in the right hand side of Eqn.(8.1) vanishes as $H \rightarrow \infty$, we will use the truncated exact solution, $\nabla_{H}(t)$, as the initial guess voltage for the harmonic-Newton method. We can show that this particular choice of initial guess voltage satisfies all the assumptions stated in the Newton-Kantorovich theorem. Therefore we can use the Newton-Kantorovich theorem to show that the solution of the harmonic-Newton method converge to a solution, $\mathbf{v}_{\boldsymbol{H}}^{*}(t)$, and the error between the computed solution and the initial guess is bounded. Once the error bound
 can prove that the solution obtained by the harmonic-Newton method will converge to the exact solution as $\boldsymbol{H}$ goes to infinity.

### 8.2. Periodic Nonautonomous Systems

In this section, we show the convergence of the harmonic-Newton method for periodic nonautonomous systems. We will assume throughout this section that the following assumptions are satisfied:
(1) The system $\mathrm{f}(\mathrm{v}, \boldsymbol{t})$ and its partial derivatives with respect to V are continuously differentiable with respect to v and $t$ in the region $\mathbf{D x L}$, where $\mathbf{D}$ is a convex bounded region in the $\mathbf{v}$ space and $\mathbf{L}$ is the real line.
(2) $\mathrm{f}(\mathrm{v}, t)=0$ is a periodic nonautonomous system.
(3) If $\hat{\theta}(t)$ is the exact solution of the equation $\mathrm{f}(\mathrm{v}, t)=0$ and it is in the interior of D , then $\hat{\theta}(t)$ is an isolated periodic solution of the equation (i.e. there exists a small number $\delta$ such that for all $v \in B=(\nabla\| \| v-\vartheta \| \leq \delta), \frac{\partial f}{\partial v}(v, t)$ is nonsingular. $)$

These assumptions will be referred as Assumption 1, 2, and 3.

## Lemma 8.1:

Assume that Assumptions 1, 2, and $\mathbf{3}$ are satisfied, then the truncated exact solution

$$
\theta_{H}(t)=P_{H} \theta(t)=\hat{\mathbf{V}}^{R}[0]+\sum_{k=1}^{H-1}\left[\hat{\mathbf{V}}^{R}\left[k \omega_{o}\right] \cos \left(k \omega_{o} t\right)-\hat{\mathbf{V}}^{I}\left[k \omega_{o}\right] \sin \left(k \omega_{0} t\right)\right]
$$

is an approximate solution of the truncated system $\mathbf{f}_{H}\left(\boldsymbol{v}_{H}, t\right)=P_{H} \mathrm{f}\left(\boldsymbol{v}_{H}, t\right)=0$ (i.e. $\mathbf{f}_{H}\left(\theta_{H}, t\right) \rightarrow 0$ as $\left.H \rightarrow \infty\right)$.

Proof:
Since $f(\hat{v}, t)=0$,

$$
\begin{align*}
& \mathbf{f}\left(\hat{\theta}_{H}, t\right)=\mathbf{f}\left(\vartheta_{H}, t\right)-\mathbf{f}(\hat{\boldsymbol{v}}, t)  \tag{Lem8.1.1}\\
& P_{H} \mathbf{f}\left(\vartheta_{H}, t\right)=P_{H}\left[\mathbf{f}\left(\hat{\vartheta}_{H}, t\right)-\mathbf{f}(\hat{\boldsymbol{v}}, t)\right] \tag{Lem8.1.2}
\end{align*}
$$

or

$$
\mathbf{f}_{H}\left(\hat{\vartheta}_{H}, t\right)=P_{H}\left[\mathbf{f}\left(\hat{v}_{H}, t\right)-\mathbf{f}(\hat{v}, t)\right]
$$

Let $C_{1} \equiv \max _{\mathrm{DXL}} \frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\mathrm{v}, t) \|$
By Theorem A:

$$
\begin{align*}
\left\|f\left(\hat{v}_{H}, t\right)-\mathbf{f}(\hat{v}, t)\right\| & \leq \max _{\mathrm{Dx}}\left\|\frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\mathrm{v}, t)\right\| \cdot\left\|\hat{v}_{H}-\hat{\mathbf{v}}\right\| \\
& \leq C_{1}\left\|\hat{\nabla}_{H}-\hat{\nabla}\right\| \tag{Lem8.1.3}
\end{align*}
$$

Define

$$
\begin{align*}
\theta(t)-\hat{\theta}_{H}(t) & =\sum_{k=H}^{\infty}\left[\hat{\mathbf{V}}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\hat{V}^{\prime}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right]  \tag{Lem8.1.4}\\
& \pm \sum_{k=H}^{\infty}\left[a_{k} \cos \left(k \omega_{0} t\right)-b_{k} \sin \left(k \omega_{0} t\right)\right] \tag{Lem8.1.5}
\end{align*}
$$

and

$$
\begin{align*}
\dot{\theta}(t) & =\sum_{k=1}^{\infty}\left[-k \omega_{0} \hat{\mathbf{v}}^{\prime}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-k \omega_{0} \hat{\mathbf{v}}^{R}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right]  \tag{Lem8.1.6}\\
& \pm \sum_{k=1}^{\infty}\left[\underline{a}_{k} \cos \left(k \omega_{0} t\right)-\underline{\mathbf{b}}_{k} \sin \left(k \omega_{0} t\right)\right] \tag{Lem8.1.7}
\end{align*}
$$

Note that $\mathbf{a}_{k}=\frac{\mathbf{b}_{k}}{k \omega_{0}}, \quad b_{k}=-\frac{\mathbf{a}_{k}}{k \omega_{0}}$.

$$
\begin{align*}
& \theta(t)-\hat{\theta}_{H}(t)=\sum_{k=H}^{\infty}\left[\frac{\underline{b}_{k}}{k \omega_{0}} \cos \left(k \omega_{0} t\right)-\frac{-\underline{a}_{k}}{k \omega_{0}} \sin \left(k \omega_{0} t\right)\right]  \tag{Lem8.1.8}\\
& \left\|\vartheta(t)-\hat{\theta}_{H}(t)\right\|^{2} \leq \frac{1}{\omega_{0}^{2}} \frac{1}{H^{2}} \sum_{k=H}^{\infty}\left[\left\|\underline{a}_{k}\right\|^{2}+\left\|\underline{b}_{k}\right\|^{2}\right] \tag{Lem8.1.9}
\end{align*}
$$

By Bessel's inequality:

$$
\begin{equation*}
\left\|\vartheta(t)-\hat{\theta}_{H}(t)\right\|^{2} \leq \frac{1}{\omega_{0}^{2}} \frac{1}{H^{2}}\|\dot{\hat{\theta}}\|^{2} \tag{Lem8.1.10}
\end{equation*}
$$

Using Theorem $C$, we can show that $\| \dot{\hat{j}} \mathrm{~K} \infty$. Define $C \equiv \| \dot{\hat{\varphi} \|}$, we have:

$$
\begin{equation*}
\left\|\mathrm{f}\left(\hat{\theta}_{H}, t\right)-\mathrm{f}\left(\theta_{,}\right)\right\| \leq \frac{1}{\omega_{0}} \frac{1}{H} C_{1} C \tag{Lem8.1.11}
\end{equation*}
$$

for all $H \geq H_{\text {crit }}$ such that $\hat{\nabla}_{H}(t) \in \mathrm{D}$. Since the basis is orthogonal,

$$
\begin{align*}
\left\|\mathbb{F}_{H}\left(\hat{\vartheta}_{H}, t\right)\right\| & =\left\|P_{H}\left[\mathbf{f}\left(\hat{\vartheta}_{H}, t\right)-\mathbf{f}(\hat{\vartheta}, t)\right]\right\| \\
& \leq\left\|\mathbf{f}\left(\hat{\vartheta}_{H}, t\right)-\mathbf{f}(\hat{\vartheta}, t)\right\| \leq \frac{1}{\omega_{0}} \frac{1}{H} C_{1} C \tag{Lem8.1.12}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{f}_{H}\left(\hat{\theta}_{H}, t\right) \rightarrow 0 \text { as } H \rightarrow \infty . \tag{Lem8.1.13}
\end{equation*}
$$

By Parseval's equation:

$$
\begin{equation*}
\left\|f_{H}(t)\right\|^{2} \equiv \frac{1}{T_{0}} \int_{0}^{T_{0}}\left\|\mathbf{f}_{H}(t)\right\|^{2} d t=\left\|F_{H}\right\|^{2} \tag{Lem8.1.14}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left\|F_{H}\left(\hat{v}_{H}\right)\right\|=\left\|f_{H}\left(\hat{\theta}_{H}, t\right)\right\| \leq \frac{1}{\omega_{o}} \frac{1}{H} C_{1} C \tag{Lem8.1.15}
\end{equation*}
$$

Therefore

$$
\mathbf{f}_{H}\left(\hat{\theta}_{H}, t\right) \rightarrow 0 \text { as } H \rightarrow \infty
$$

Q.E.D.

## Lemma 8.2:

Assume that Assumptions 1, 2, and 3 are satisfied, then there is a positive integer $H_{o}$ such that for any $H \geq H_{o}$, det $\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right) \neq 0$ provided that $H_{o}$ is sufficiently large. Proof:
$\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right)$ is the Jacobian matrix of $\mathrm{F}_{H}\left(\hat{\mathrm{~V}}_{H}\right)$. To find the basic property of this Jacobian matrix, let us consider the following linear system:

$$
\begin{equation*}
\mathbf{J}_{H}\left(\hat{\mathbf{V}}_{H}\right) \mathbf{Y}_{H}=\mathbf{Z}_{H} \tag{Lem8.2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{Y}_{H}=\left[\mathbf{Y}^{R}[0], \mathbf{Y}^{R}\left[\omega_{o}\right], \mathbf{Y}^{I}\left[\omega_{o}\right], \cdots, \mathbf{Y}^{R}\left[(H-1) \omega_{o}\right], \mathbf{Y}^{I}\left[(H-1) \omega_{o}\right]\right]^{T} \\
& \text { and } \mathbf{Z}_{H} \\
&=\left[\mathbf{Z}^{R}[0], \mathbf{Z}^{R}\left[\omega_{o}\right], \mathbf{Z}^{I}\left[\omega_{o}\right], \cdots, \mathbf{Z}^{R}\left[(H-1) \omega_{o}\right], \mathbf{Z}^{I}\left[(H-1) \omega_{o}\right]\right]^{T}
\end{aligned}
$$

are any vectors with the same dimension as $\mathbf{V}_{H}$ and $\mathbf{Y}^{R}[0], \mathbf{Y}^{R}\left[k \omega_{0}\right], \mathbf{Y}^{I}\left[k \omega_{o}\right], \mathbf{Z}^{R}[0], \mathbf{Z}^{R}\left[k \omega_{o}\right]$, $Z^{I}\left[k \omega_{0}\right] \in R^{n}$ for $k=1, \cdots, H-1$. Define

$$
\begin{aligned}
& \mathbf{y}_{H}(t) \equiv \mathbf{Y}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{Y}^{R}\left[k \omega_{o}\right] \cos \left(k \omega_{o} t\right)-\mathbf{Y}^{I}\left[k \omega_{o}\right] \sin \left(k \omega_{o} t\right)\right] \\
& \mathbf{z}_{H}(t) \equiv \mathbf{Z}^{R}[0]+\sum_{k=1}^{H-1}\left(\mathbf{Z}^{R}\left[k \omega_{o}\right] \cos \left(k \omega_{o} t\right)-\mathbf{Z}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{o} t\right)\right]
\end{aligned}
$$

To show that $\operatorname{dett}_{H}\left(\hat{\mathbf{V}}_{H}\right) \neq 0$ is equivalent to showing that the mapping $\mathrm{J}_{H}\left(\hat{\mathbf{V}}_{H}\right)$ is one-to-one or the null space of $\mathrm{J}_{H}\left(\hat{\mathrm{v}}_{H}\right)$ is $\{0\}$.

First, we need to prove that Eqn. (Lem8.2.1) is equivalent to the following equation:

$$
\begin{equation*}
P_{H}\left[\frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\theta}_{H}, t\right) \mathrm{y}_{H}(t)\right]=\mathrm{z}_{H}(t) \tag{Lem8.2.2}
\end{equation*}
$$

The DC term of Eqn. (Lem8.2.2) is

$$
\begin{align*}
& \frac{1}{T_{0}} \int_{0}^{T_{0}} \frac{\partial \mathbf{f}}{\partial v}\left(\theta_{H .} t\right)\left[\mathbf{Y}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{Y}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{Y}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right)\right] d t \\
& =\mathbf{Z}^{R}[0] \tag{Lem8.2.3}
\end{align*}
$$

This can be written as

$$
\begin{align*}
& {\left[\begin{array}{llll}
\frac{1}{T_{o}} & \int_{0} \frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\theta_{H, t}\right) d t & \frac{1}{T_{o}} \int_{0}^{T_{0}} \frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\theta_{H, t} t\right) \cos \left(\omega_{o} t\right) d t & \cdots
\end{array}-\frac{1}{T_{o}} \int_{0}^{T_{0}} \frac{\partial \mathrm{f}}{\partial v}\left(\hat{\theta}_{H,} t\right) \sin \left((H-1) \omega_{o} t\right) d t\right]} \\
& {\left[\begin{array}{c}
\mathbf{Y}^{R}[0] \\
\mathbf{Y}^{R}\left[\omega_{0}\right] \\
\mathbf{Y}^{I}\left[\omega_{0}\right] \\
\cdot \\
\dot{\mathbf{Y}^{R}}\left[(H-1) \omega_{0}\right] \\
\mathbf{Y}^{I}\left[(H-1) \omega_{0}\right]
\end{array}\right]=\mathbf{Z}^{R}[0]} \tag{Lem8.2.4}
\end{align*}
$$

This is equivalent to the following:

$$
\begin{gathered}
{\left[\begin{array}{llll}
\frac{\partial F^{R}[0]}{\partial \mathbf{V}^{R}[0]} & \frac{\partial F^{R}[0]}{\partial \mathbf{V}^{R}\left[\omega_{0}\right]} & \cdots & \frac{\partial F^{R}[0]}{\partial \mathbf{V}^{I}\left[(H-1) \omega_{0}\right]}
\end{array}\right]\left[\begin{array}{c}
\mathbf{Y}^{R}[0] \\
\mathbf{Y}^{R}\left[\omega_{0}\right] \\
\mathbf{Y}^{I}\left[\omega_{0}\right] \\
\cdot \\
\cdot \\
\mathbf{Y}^{R}\left[(H-1) \omega_{0}\right] \\
\mathbf{Y}^{I}\left[(H-1) \omega_{0}\right]
\end{array}\right]=Z^{R}[0]} \\
\text { or }\left[\text { the first row of } \mathbf{J}_{H}\left(\hat{\mathbf{V}}_{H}\right)\right]\left[\begin{array}{c}
\mathbf{Y}^{R}[0] \\
\mathbf{Y}^{R}\left[\omega_{0}\right] \\
\mathbf{Y}^{I}\left[\omega_{0}\right] \\
\cdot \\
\mathbf{Y}^{R}\left[(H-1) \omega_{o}\right] \\
\mathbf{Y}^{I}\left[(H-1) \omega_{o}\right]
\end{array}\right]=\mathbf{Z}^{R}[0]
\end{gathered}
$$

Let's define $\mathrm{f}^{\prime}=\frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\boldsymbol{\vartheta}, t)$. The $\cos \left(k \omega_{o} t\right)$ term of Eqn. (Lem8.2.2) for $k=1, \cdots, H-1$ is:

$$
\begin{align*}
& \frac{1}{T_{o}} \int_{0}^{T_{0}} \mathbf{r}\left[\mathbf{Y}^{R}[0]+\sum_{k=1}^{H-1} \mathbf{Y}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{Y}^{l}\left[k \omega_{0}\right] \sin \left(k \omega_{o} t\right)\right] \cos \left(k \omega_{o} t\right) d t \\
& =\mathbf{Z}^{R}\left[k \omega_{0}\right] \tag{Lem8.2.5}
\end{align*}
$$

Again, we can write the left hand side as:
$\left[\frac{1}{T_{0}} \int_{0}^{T_{0}} \mathrm{f}^{\prime} \cos \left(k \omega_{0} t\right) d t \quad \frac{1}{T_{0}} \int_{0}^{T_{0}} \mathrm{f}^{\mathrm{r}} \cos \left(\omega_{0} t\right) \cos \left(k \omega_{0} t\right) d t \quad \cdots \quad-\frac{1}{T_{0}} \int_{0}^{T_{0}} \mathrm{f}^{\mathbf{r}} \sin \left((H-1) \omega_{0} t\right) \cos \left(k \omega_{0} t\right) d t\right]$

$$
\left[\begin{array}{c}
\mathbf{Y}^{R}[0]  \tag{Lem8.2.6}\\
\mathbf{Y}^{R}\left[\omega_{0}\right] \\
\mathbf{Y}^{\prime}\left[\omega_{0}\right] \\
\cdot \\
\cdot \\
\mathbf{Y}^{R}\left[(H-1) \omega_{0}\right] \\
\mathbf{Y}^{L}\left[(H-1) \omega_{0}\right]
\end{array}\right]=\mathbf{Z}^{R}\left[k \omega_{0}\right]
$$

This is equivalent to:

$$
\begin{aligned}
& \text { or }\left[\text { the }(2 k-1) \text { th row of } \mathrm{J}_{H}\left(\hat{\mathbf{V}}_{H}\right)\right]\left[\begin{array}{c}
\mathbf{Y}^{R}[0] \\
\mathbf{Y}^{R}\left[\omega_{o}\right] \\
\mathbf{Y}^{\prime}\left[\omega_{o}\right] \\
\cdot \\
\mathbf{Y}^{R}\left[(H-1) \omega_{o}\right] \\
\mathbf{Y}^{\prime}\left[(H-1) \omega_{o}\right]
\end{array}\right]=\mathbf{Z}^{R}\left[k \omega_{o}\right]
\end{aligned}
$$

Similar results can be obtained for any $\sin \left(k \omega_{0} t\right)$ term for $k=1, \ldots, H-1$. Hence, Eqn. (Lem8.2.1) is equivalent to Eqn.(Lem8.2.2).

Now, we define the following operators:

$$
\begin{align*}
& \mathbf{W}^{1} y_{H}(t) \equiv \frac{\partial f}{\partial \mathrm{v}}\left(\hat{v}_{H}, t\right) \mathrm{y}_{H}(t)  \tag{Lem8.2.7}\\
& \mathbf{W}^{2} \mathrm{y}_{H}(t) \nexists P_{H}\left[\frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\theta}_{H}, t\right) \mathrm{y}_{H}(t)\right] \tag{Lem8.2.8}
\end{align*}
$$

The norm of the operator $\left\|W^{1}-W^{2}\right\|$ is given by:

$$
\begin{align*}
& \left\|W^{1}-W^{2}\right\|=\max _{\left\|\xi_{H}\right\|} \frac{\left\|\mathbf{W}^{1} y_{H}-W^{2} y_{H}\right\|}{\left\|y_{H}\right\|}  \tag{Lem8.2.9}\\
& \left\|\mathbb{W}^{1} \mathbf{y}_{H}-\mathbf{W}^{2} \mathbf{y}_{H}\right\|=\left\|\frac{\partial \mathrm{f}}{\| \mathrm{v}}\left(\hat{\vartheta}_{H}, t\right) \mathrm{y}_{H}(t)-P_{H}\left[\frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\theta}_{H}, t\right) \mathrm{y}_{H}(t)\right]\right\|  \tag{Lem8.2.10}\\
& \leq\left\|\frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\theta}_{H}, t\right)-P_{H} \frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\theta}_{H}, t\right)\right\|\left\|y_{H}(t)\right\|
\end{align*}
$$

Theorem C and Assumption 1 imply \| $\frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\vartheta}_{H}, t\right)-P_{H} \frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\theta}_{H}, t\right) \|$ decreases faster than $\frac{1}{H^{2}}$ as $H \rightarrow \infty$. Therefore, $\left\|\mid W^{1}-W^{2}\right\|$ and $\left|\operatorname{det} W^{1}-\operatorname{det} W^{2}\right|$ can be arbitrarily small for sufficient large H.

By Assumption 3, there exists a small number $\delta$ such that for all $\mathbf{v} \in B=[\mathrm{v}\| \| \mathrm{v}-\nabla \| \leq \delta], \frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\mathrm{v})$ is nonsingular. Also from Lemma 8.1, we know that for any $\delta$, there exists an $H^{\prime}$ such that $\left\|\theta(t)-\hat{\theta}_{H^{\prime}}(t)\right\|<\delta$. Hence $W^{\mathbf{l}}=\frac{\partial f}{\partial v}\left(\theta_{H}, t\right)$ is nonsingular for $H \geq H^{\prime}$. There exists an $H^{\prime \prime}$ such that $\left|\operatorname{det} \mathbb{W}^{1}-\operatorname{det} \mathbb{W}^{2}\right|<\left|\operatorname{det} \mathbb{W}^{1}\right|$ for $H \geq H^{\prime \prime}$. Let $H_{o}=\max \left(H^{\prime}, H^{\prime \prime}, H_{\text {crix }}\right)$, then $\mathbb{W}^{2}$ is nonsingular for all $H \geq H_{o}$. This means that $P_{H}\left[\frac{\partial f}{\partial v}\left(\hat{\theta}_{H}, t\right) \mathrm{y}_{H}(t)\right]=\mathrm{z}_{H}(t)$ is a one-to-one function for $H \geq H_{0}$. (i.e. $\mathrm{z}_{H}(t)=0$ implies $\left.\mathrm{y}_{H}(t)=0\right)$

Since Eqn. (Lem8.2.1) is equivalent to Eqn. (Lem8.2.2), the following statements hold:

$$
\begin{aligned}
& \mathbf{z}_{H}(t)=0 \text { is equivalent to } \mathbf{Z}_{H}=0 \\
& \mathbf{Y}_{H}(t)=0 \text { is equivalent to } \mathbf{Y}_{H}=0
\end{aligned}
$$

Hence, $\mathrm{Z}_{H}=0$ implies $\mathrm{Y}_{H}=0$. Therefore $\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right)$ has a null space of $\{0\}$, or $\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right)$ is nonsingular for $H \geq H_{o}$. Thus, there exists an $\beta>0$ such that $\left\|\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right)^{-1}\right\| \leq \beta$ for $H \geq H_{o}$. Q.E.D.

## Lemma 8.3:

Let Assumptions 1, 2, and 3 be satisfied. Let

$$
\mathbf{v}_{H}^{G}(t)=\mathbf{V}^{a^{R}}[0]+\sum_{k=1}^{H-1}\left(\mathbf{V}^{a^{R}}\left[k \omega_{o}\right] \cos \left(k \omega_{o} t\right)-\mathbf{V}^{a^{t}}\left[k \omega_{o}\right] \sin \left(k \omega_{o} t\right)\right]
$$

and

$$
\mathbf{v}_{H}^{b}(t)=\mathbf{V}^{b^{R}}[0]+\sum_{k=1}^{H-1}\left(\mathbf{V}^{b^{R}}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{V}^{b^{t}}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right)
$$

be any two voltage vectors in $D$, then

$$
\left\|\mathbf{J}_{H}\left(\mathbf{v}_{H}^{G}\right)-\mathbf{J}_{H}\left(\mathbf{v}_{H}^{b}\right)\right\| \leq C_{2}\left\|\mathbf{V}_{H}^{G}-\mathbf{V}_{H}^{b}\right\|
$$

where $C_{2}$ is a positive constant such that $C_{2} \geq \max _{\mathrm{D} \times \mathrm{L}} \frac{\partial^{2} \mathrm{f}}{\partial \mathrm{v}^{2}}(\mathrm{\nabla}, t) \|$.

## Proof:

By Theorem B:

$$
\begin{align*}
& \left\|\mathrm{J}_{H}\left(\mathbf{v}_{H}^{( }\right)-\mathrm{J}_{H}\left(\mathbf{v}_{H}^{b}\right)\right\| \\
& \leq \max _{0 \leq 1} \frac{\partial \mathrm{~J}_{H}}{\partial \mathrm{~V}_{H}}\left(\mathrm{~V}_{H}^{b}+\tau\left(\mathbf{V}_{H}^{d}-\mathbf{V}_{H}^{b}\right)\right)\| \| \mathbf{V}_{H}^{s}-\mathbf{V}_{B}^{b} \| \tag{Lem8.3.1}
\end{align*}
$$

Choose $\mathrm{E}_{H} \equiv\left(\mathrm{~V}_{H}^{b}+\boldsymbol{\tau}\left(\mathrm{V}_{H}^{a}-\mathrm{V}_{H}^{b}\right)\right)$ such that

$$
\begin{equation*}
\left\|\frac{\partial \mathrm{J}_{H}}{\partial \mathrm{~V}_{H}}\left(\mathrm{E}_{H}\right)\right\|=\max _{0 \leq 51}\left\|\frac{\partial \mathrm{~J}_{H}}{\partial \mathrm{~V}_{H}}\left(\mathrm{~V}_{H}^{b}+\tau\left(\mathrm{V}_{H}^{a}-\mathrm{V}_{H}^{b}\right)\right)\right\| \tag{Lem8.3.2}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left\|\left\|_{H}\left(\mathbf{V}_{H}^{g}\right)-\mathrm{J}_{H}\left(\mathbf{V}_{H}^{b}\right)\right\| \leq\right\| \frac{\partial \mathrm{J}_{H}}{\partial \mathbf{V}_{H}}\left(\mathrm{E}_{H}\right)\left\|\left\|\left\|\mathbf{V}_{B}^{s}-\mathbf{v}_{B}^{b}\right\|\right.\right. \tag{Lem8.3.3}
\end{equation*}
$$

We define the following functions $\mathrm{a}_{H}(t), \mathrm{b}_{H}(t)$, and $\mathrm{c}_{H}(t)$ as:

$$
\begin{aligned}
& \mathbf{a}_{H}(t) \equiv \mathbf{A}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{A}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{A}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right] \\
& \mathbf{b}_{H}(t) \equiv \mathbf{B}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{B}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{B}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right] \\
& \mathbf{c}_{H}(t) \equiv \mathbf{C}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{C}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{C}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right]
\end{aligned}
$$

where $\mathbf{A}^{R}[0], A^{R}\left[k \omega_{0}\right], \mathbf{A}^{I}\left[k \omega_{0}\right], \mathbf{B}^{R}[0], \mathbf{B}^{R}\left[k \omega_{0}\right], \mathbf{B}^{I}\left[k \omega_{0}\right], \mathbf{C}^{R}[0], \mathbf{C}^{R}\left[k \omega_{0}\right], \mathbf{C}^{\prime}\left[k \omega_{0}\right] \in R^{n}$ for $k=1, \cdots, H-1$.

Consider the following system:
$<\frac{\partial \mathrm{J}_{H}}{\partial \mathrm{~V}_{H}}\left(\mathrm{E}_{H}\right) \mathrm{A}_{H}, \quad \mathrm{~B}_{H}>=\mathrm{C}_{H}$
We want to prove that the system described by the equation above is equivalent to the following system:

$$
\begin{equation*}
P_{H}\left[\left\langle\frac{\partial^{2} \mathrm{f}}{\partial \mathrm{v}^{2}}\left(\mathrm{e}_{H}\right) \mathrm{a}_{H}(t), \mathrm{b}_{H}(t)\right\rangle\right]=\mathrm{c}_{H}(t) \tag{Lem8.3.5}
\end{equation*}
$$

where $\mathbf{e}_{H}(t) \equiv \mathbf{E}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{E}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{E}^{t}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right]$.
Define $f^{\prime \prime} \equiv \frac{\partial^{2} f}{\partial v^{2}}\left(e_{H}, t\right)$, then the DC term of Eqn. (Lem8.3.5) can be written as:

$$
\begin{aligned}
& \frac{1}{T_{0}} \int_{0}^{T_{0}}<\mathbf{f}^{\prime \prime}\left[\mathbf{A}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{A}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{A}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right]\right] \\
& {\left[\mathbf{B}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{B}^{R}\left[k \omega_{0}\right] \cos \left(k \omega_{0} t\right)-\mathbf{B}^{I}\left[k \omega_{0}\right] \sin \left(k \omega_{0} t\right)\right]\right]>d t=\mathbf{C}^{R}[0] \quad \text { Lem8.3.6) }}
\end{aligned}
$$

or

$$
\left.\left[\begin{array}{c}
\mathbf{A}^{R}[0] \\
\mathbf{A}^{R}\left[\omega_{0}\right] \\
\mathbf{A}^{I}\left[\omega_{0}\right] \\
\cdot \\
\mathbf{A}^{R}\left[(H-1) \omega_{0}\right] \\
\mathbf{A}^{I}\left[(H-1) \omega_{0}\right]
\end{array}\right]\right]^{T} \cdot\left[\begin{array}{c}
\mathbf{B}^{R}[0] \\
\mathbf{B}^{R}\left[\omega_{0}\right] \\
\mathbf{B}^{I}\left[\omega_{0}\right] \\
\cdot \\
\mathbf{B}^{R}\left[(H-1) \omega_{0}\right] \\
\mathbf{B}^{I}\left[(H-1) \omega_{0}\right]
\end{array}\right]=\mathbf{C}^{R}[0]
$$

This is equivalent to:

$$
\begin{align*}
& \left.\left[\begin{array}{c}
\mathbf{A}^{R}[0] \\
\mathbf{A}^{R}\left[\omega_{o}\right] \\
\mathbf{A}^{I}\left[\omega_{o}\right] \\
\cdot \\
\mathbf{A}^{R}\left[(H-1) \omega_{o}\right] \\
\mathbf{A}^{I}\left[(H-1) \omega_{o}\right]
\end{array}\right]\right]^{T} \cdot\left[\begin{array}{c}
\mathbf{B}^{R}[0] \\
\mathbf{B}^{R}\left[\omega_{o}\right] \\
\mathbf{B}^{I}\left[\omega_{o}\right] \\
\cdot \\
\mathbf{B}^{R}\left[(H-1) \omega_{o}\right] \\
\mathbf{B}^{I}\left[(H-1) \omega_{o}\right]
\end{array}\right]=\mathbf{C}^{R}[0] \\
& \text { or } \left.<\left[\text { the first row block of } \frac{\partial \mathbf{J}_{H}}{\partial \mathbf{V}_{H}}\right] \mathbf{A}_{H}, \mathbf{B}_{H}\right\rangle=\mathbf{C}^{R}[0] \tag{Lem8.3.7}
\end{align*}
$$

Similar results can be obtained for all other terms associated with Eqn.(Lem8.3.5). Hence, we can conclude that Eqn. (Lem8.3.4) is equivalent to Eqn. (Lem8.3.5).

Using Parseval's equation as in Lemma 8.1, we can claim that $\left\|c_{H}(t)\right\|=\left\|C_{H}\right\|$. Therefore,

$$
\begin{aligned}
& \left\|\left\|\frac{\partial \mathbf{J}_{H}}{\| \mathbf{V}_{H}}\left(\mathbf{E}_{H}\right) \mathbf{A}_{H}, \mathbf{B}_{H}>\right\|=\right\|\left\|_{\|}^{\|}\left[<\frac{\partial^{2} \mathbf{f}}{\partial \mathrm{v}^{2}}\left(\mathbf{e}_{H}, t\right) \mathbf{a}_{H}(t), \mathbf{b}_{H}(t)>\right]\right\|\|\| \\
& \leq\left\|_{\|}^{\|}<\frac{\partial^{2} \mathrm{f}}{\partial \mathrm{v}^{2}}\left(\mathrm{e}_{H}, t\right) \mathrm{a}_{H}(t), \mathrm{b}_{H}(t)>\right\|
\end{aligned}
$$

This implies that

$$
\left\|\frac{\partial \mathrm{J}_{H}}{\partial \mathrm{v}_{H}}\left(\mathrm{E}_{H}\right)\right\| \leq\left\|_{\|}^{\|} \frac{\partial^{2} \mathrm{f}}{\partial \mathrm{v}^{2}}\left(\mathrm{e}_{H}, t\right) \quad\right\| \leq C_{2}
$$

Applying this result to Eqn. (Lem8.3.3), we have the following inequality:

$$
\left\|\mathbf{J}_{H}\left(\mathbf{V}_{H}^{a}\right)-\mathrm{J}_{H}\left(\mathbf{V}_{H}^{b}\right)\right\| \leq C_{2}\left\|\mathbf{V}_{H}^{a}-\mathbf{V}_{H}^{b}\right\|
$$

Q.E.D.

Theorem 8.1:

Assume that Assumptions 1, 2, and 3 are satisfied. Let $\mathrm{V}_{H}^{*}$ be the solution of $\mathrm{F}_{H}\left(\mathrm{~V}_{H}\right)=0$ obtained by the harmonic-Newton method, then $\mathbf{v}_{H}^{*}(t)$ converges to $\hat{\mathbf{v}}(t)$ as $H \rightarrow \infty$. Proof:

Let $\hat{v}_{H}(t)$, the truncated exact solution, be the initial guess vector for the harmonic-Newton method. From Lemma 8.1, we know that the following inequality holds for all $H \geq H_{\text {crit }}$ such that $\hat{\mathbf{v}}_{H}(t) \in \mathrm{D}$,

$$
\begin{equation*}
\left\|\mathrm{F}_{H}\left(\hat{\mathbf{V}}_{H}\right)\right\| \leq \frac{1}{\omega_{0}} \frac{1}{H} C_{1} C \tag{8.2.1}
\end{equation*}
$$

where $C_{1} \equiv \max _{\mathrm{D} \times \mathrm{L}}\left\|\frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\mathrm{v}, t)\right\|$ and $C \equiv\|\dot{\hat{v}}\|$.
From Lemma 8.2,

$$
\begin{equation*}
\left\|\mathrm{J}_{H}\left(\hat{\mathbf{V}}_{H}\right)^{-1}\right\| \leq \beta \tag{8.2.2}
\end{equation*}
$$

for $H \geq H_{0}$. Eqn. (8.2.1) and Eqn. (8.2.2) imply that

$$
\begin{equation*}
\left\|J_{H}\left(\hat{\mathbf{V}}_{H}\right)^{-1} \mathbf{F}_{H}\left(\hat{\mathrm{~V}}_{H}\right)\right\| \leq \frac{1}{\omega_{o}} \frac{1}{H} C_{1} C \beta \equiv \eta \tag{8.2.3}
\end{equation*}
$$

Also from Lemma 8.3, we know that for any $\nabla_{H}^{d}(t)$ and $\nabla_{H}^{b}(t) \in \mathrm{D}$, we have

$$
\begin{equation*}
\left\|\mathbf{J}_{H}\left(\mathbf{V}_{H}^{a}\right)-\mathbf{J}_{H}\left(\mathbf{V}_{H}^{b}\right)\right\| \leq \gamma\left\|\mathbf{V}_{H}^{a}-\mathbf{V}_{H}^{b}\right\| \tag{8.2.4}
\end{equation*}
$$

where $\gamma \equiv C_{2} \geq \max _{\mathrm{D} \times \dot{L}}\left\|\frac{\partial^{2} \mathrm{f}}{\partial \mathrm{v}^{2}}(\mathrm{v}, t)\right\|$.
Let $\alpha \equiv \beta \gamma \eta$, then there exists an $\hat{H} \geq H_{o}$ such that $\alpha \leq \frac{1}{2}$ for all $H \geq \hat{H}$. Set $t^{*}=(\beta \gamma)^{-1}\left[1-(1-2 \alpha)^{\frac{1}{2}}\right]$. There exists an $H^{*} \geq \hat{H}$ such that $\bar{B}\left(\hat{\vartheta}_{H}, t^{*}\right)$ lies inside of D . By the Newton-Kantorovich Theorem, we know that the Newton iteration is well-defined, and the sequence of solutions remains in $\bar{B}\left(\hat{\mathrm{~V}}_{H}, t^{*}\right)$ and converges to the solution of $\mathrm{F}_{H}\left(\mathrm{~V}_{H}^{*}\right)=0$ which is unique in $\underline{B}\left(\hat{\mathrm{v}}_{H}, t^{* *}\right)$ for all $H \geq H^{*}$, where $t^{* *} \equiv(\beta \gamma)^{-1}\left[1+(1-2 \alpha)^{\frac{1}{2}}\right]$. Moreover, the error bound $\left\|\mathrm{V}_{H}^{*}-\hat{\mathrm{V}}_{H}\right\|$ satisfies the following inequality:

$$
\left\|\mathbf{V}_{H}^{*}-\hat{\mathbf{V}}_{H}\right\|=\left\|\mathbf{v}_{H}^{*}(t)-\hat{\mathbf{v}}_{H}(t)\right\| \leq(\beta \gamma)^{-1}(2 \alpha)
$$

Thus, we have

$$
\begin{align*}
\left\|\mathbf{v}_{H}^{*}(t)-\hat{\mathbf{v}}(t)\right\| & \leq\left\|\mathbf{v}_{H}^{*}(t)-\hat{\mathbf{v}}_{H}(t)\right\|+\left\|\hat{v}_{H}(t)-\hat{\mathbf{v}}(t)\right\| \\
& \leq(\beta \gamma)^{-1}(2 \alpha)+\frac{1}{\omega_{0}} \frac{1}{H} C \\
& =2 \eta+\frac{1}{\omega_{0}} \frac{1}{H} C \\
& =\frac{2}{\omega_{0}} \frac{1}{H} C C_{1} \beta+\frac{1}{\omega_{0}} \frac{1}{H} C \tag{8.2.5}
\end{align*}
$$

Therefore, $\mathrm{v}_{H}^{*}(t) \rightarrow \hat{\nu}(t)$ as $H \rightarrow \infty$.
Q.E.D.

### 8.3. Almost-Periodic Nonautonomous Systems

Let $\mathrm{f}(\mathrm{v}, t)=0$ be a given real nonlinear system where $\mathrm{v}(t)$ and $\mathrm{f}(\mathrm{v}, t)$ are real vectors of the same dimension $n$. Let $\hat{\nabla}(t)=\sum_{\omega_{k} \in \Lambda} \hat{\mathbf{V}}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\hat{\mathbf{V}}^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)$ be the isolated periodic solution of $\mathbf{f}(\dot{\mathbf{v}}, t)=0$, where $\hat{\mathbf{V}}^{R}\left[\omega_{k}\right], \hat{\mathbf{v}}^{I}\left[\omega_{k}\right]$ is a n-tuple vector for ail $\omega_{k} \in \Lambda$.

We assume:
(1) $\mathbf{f}(\mathbf{v}, t)$ and its partial derivatives with respect to v are continuously differentiable with respect to $v$ and $t$ in the region $D \times L$, where $D$ is a convex bounded region of $v$ space and $L$ is the real line.
(2) $f(\mathrm{v}, t)=0$ is an almost-periodic nonautonomous system.
(3) If $\hat{v}(t)$ is an exact solution of $f(v, t)=0$ and lies in the interior of $\mathbf{D}$, then $\hat{\mathbf{v}}(t)$ is an isolated periodic solution. ( i.e. there exists a small number $\delta$ such that for all $v \in B=(v \mid\|v-\hat{v}\| \leq \delta), \frac{\partial f}{\partial v}(\mathbf{v}, t)$ is nonsingular. $)$
(4) Define $s_{H} \equiv \sum_{\omega_{k} \in \Lambda_{H}^{\prime}} \hat{\mathbf{v}}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\hat{\mathbf{V}}^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)$, where

$$
\Lambda_{H}^{\prime} \equiv\left\{\omega\left|\omega=k_{1} \lambda_{1}+k_{2} \lambda_{2}+\cdots+k_{d} \lambda_{d} ; k_{j} \in \mathbf{Z} ;\left|k_{j}\right|=H \text { for } 1 \leq j \leq d ; k_{1} \geq 0\right\}\right.
$$

or

$$
\Lambda_{H}^{\prime} \equiv\left\{\omega \mid \omega=k_{1} \lambda_{1}+k_{2} \lambda_{2}+\cdots+k_{d} \lambda_{d} ; k_{j} \in \mathrm{Z} \text { for } 1 \leq j \leq d ; \sum_{j=1}^{d}\left|k_{j}\right|=H ; k_{1} \geq 0\right\}
$$

depending on which truncation method is used, then the series $\left\{\left|s_{H}\right|\right\}$ must decrease faster than the series $\left\{\frac{1}{H^{2}}\right\}$ as $H \rightarrow \infty$.

These assumptions will be referred as Assumption $1-4$ in this section.

## Lemma 8.4:

Let Assumptions 1, 2, 3, and 4 be satisfied, then

$$
\hat{\mathbf{v}}_{H}(t) \equiv \sum_{\omega_{k} \in \Lambda_{H}} \hat{\mathbf{v}}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\hat{\mathbf{v}}^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)
$$

is an approximate solution of $\left.\mathrm{f}_{H}\left(\mathbf{v}_{H}, t\right)=P_{H}^{\prime} \mathrm{f}^{\mathrm{f}} \mathrm{v}_{H}, t\right)=0$ (i.e., $\mathrm{f}_{H}\left(\hat{\vartheta}_{H}, t\right) \rightarrow 0$ as $H \rightarrow \infty$ ).
Proof:

$$
\begin{align*}
& \text { Let } C_{1} \equiv \max _{\mathbf{D} \times \mathrm{L}} \frac{\partial \mathbf{f}}{\partial \mathbf{v}}(\mathbf{v}, t) \|, \text { then by Theorem A: } \\
& \begin{aligned}
\left\|f\left(\vartheta_{H}, t\right)-\mathbf{f}(\hat{\mathbf{v}}, t)\right\| & \leq \max _{\mathbf{D} x}\left\|\frac{\partial \mathbf{f}}{\partial \mathbf{v}}(\mathbf{v}, t)\right\| \cdot\left\|\hat{\vartheta}_{H}-\hat{\mathrm{v}}\right\| \\
& \leq C_{1}\left\|\hat{\vartheta}_{H}-\hat{\nabla}\right\|
\end{aligned}
\end{align*}
$$

For any given $\boldsymbol{\wedge} \mathbf{0}$, there exists a number $H_{\text {crit }}$ large enough such that $\mathbf{v}_{H}$ lies inside of $\mathbf{D}$ and

$$
\begin{equation*}
\left\|\hat{\mathbf{v}}(t)-\hat{\mathbf{v}}_{H}(t)\right\|=\left\|\sum_{\omega_{k} \in \Lambda-\Lambda_{H}} \hat{\mathbf{v}}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\hat{\mathbf{V}}^{\prime}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)\right\|<\varepsilon \tag{Lem8.4.2}
\end{equation*}
$$

for all $H>H_{\text {crii }}$. Since the basis is orthogonal,

$$
\begin{equation*}
\left\|\mathbf{f}_{H}\left(\hat{v}_{H}, t\right)\right\| \leq\left\|f\left(\hat{\vartheta}_{H}, t\right)-\mathbf{f}(\hat{\imath}, t)\right\|<C_{1} \varepsilon \quad \text { for all } H>H_{c r i r} \tag{Lem8.4.3}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{f}_{H}\left(\hat{\vartheta}_{H}, t\right) \rightarrow 0 \text { as } H \rightarrow \infty . \tag{Lem8.4.4}
\end{equation*}
$$

By Parseval's equation:

$$
\begin{equation*}
\left\|\mathbf{F}_{H}\left(\hat{\mathbf{V}}_{H}\right)\right\|=\left\|\mathbf{f}_{H}\left(\hat{\mathbf{v}}_{H}, t\right)\right\| \rightarrow 0 \text { as } H \rightarrow \infty . \tag{Lem8.4.5}
\end{equation*}
$$

Q.E.D.

Lemma 8.5 :

Let the conditions stated in Assumptions 1, 2, 3, and 4 be satisfied, then there exists a positive integer $H_{o}$ such that $\operatorname{det} \mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right) \neq 0$ (or there exist some $\beta>0$ such that $\left\|\mathrm{J}_{H}^{-1}\left(\mathrm{~V}_{H}\right)\right\| \leq \beta$ ) for any $H \geq H_{o}$ provided that $H_{o}$ is sufficiently large.

Proof:
Let us consider the following linear system:

$$
\begin{equation*}
\mathbf{J}_{H}\left(\hat{\mathbf{V}}_{H}\right) \mathbf{Y}_{H}=\mathbf{Z}_{H} \tag{Lem8.5.1}
\end{equation*}
$$

where $\quad \mathbf{y}_{H}(t) \equiv \sum_{\omega_{k} \in \Lambda_{H}} \mathbf{Y}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\mathbf{Y}^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)$

$$
\mathbf{Z}_{H}(t) \equiv \sum_{\omega_{k} \in \Lambda_{H}} Z^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-Z^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)
$$

and $\mathbf{Y}^{R}\left[\omega_{k}\right], \mathbf{Y}^{I}\left[\omega_{k}\right], \mathbf{Z}^{R}\left[\omega_{k}\right]$, and $\mathbf{Z}^{I}\left[\omega_{k}\right] \in R^{n}$.
Using similar method as in Lemma 8.2, we can conclude that the system described by Eqn. (Lem8.5.1) is equivalent to the following system:

$$
\begin{equation*}
P_{H}^{\prime}\left[\frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\mathrm{v}}_{H}, t\right) \mathrm{y}_{H}(t)\right]=\mathrm{z}_{H}(t) \tag{Lem8.5.2}
\end{equation*}
$$

In addition, $P_{H}^{\prime}\left[\frac{\partial \mathrm{f}}{\partial \mathrm{v}}\left(\hat{\mathrm{v}}_{H}, t\right) \mathrm{y}_{H}(t)\right]=\mathrm{z}_{H}(t)$ is a one-to-one function for $H \geq H_{0} . \quad$ (i.e. $\mathrm{z}_{H}(t)=0$ implies $\mathrm{y}_{\boldsymbol{H}}(\mathrm{t})=0$ )

Since Eqn. (Lem8.5.1) is equivalent to Eqn. (Lem8.5.2), $\mathbf{J}_{H}\left(\hat{\mathbf{V}}_{H}\right)$ has a null space of $\{0\}$ or $\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right)$ is nonsingular for $H \geq H_{o}$. Therefore, there exists a number $\beta>0$ such that $\left\|\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right)^{-1}\right\| \leq \beta$ for $H \geq H_{o}$.
Q.E.D.

## Lemma 8.6:

Let the conditions given in Assumptions 1, 2, 3, and 4 be satisfied. Let

$$
\mathbf{v}_{H}^{a}(t) \equiv \sum_{\omega_{k} \in \Lambda_{H}} \mathbf{V}^{a^{R}}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-V^{a^{I}}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)
$$

and

$$
\mathbf{v}_{H}^{b}(t) \equiv \sum_{\omega_{k} \in \Lambda_{H}} \mathbf{V}^{b^{R}}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\mathbf{V}^{b^{I}}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right)
$$

be any two voltage vectors lying inside of $D$, then

$$
\left\|\mathrm{J}_{H}\left(\mathrm{~V}_{H}^{a}\right)-\mathrm{J}_{H}\left(\mathrm{~V}_{H}^{b}\right)\right\| \leq C_{2}\left\|\mathrm{~V}_{H}^{a}-\mathrm{V}_{H}^{b}\right\|
$$

where $C_{2}$ is a positive constant such that $C_{2} \geq \max _{\mathrm{D} \times L}\left\|\frac{\partial^{2} \mathrm{f}}{\partial \mathbf{v}^{2}}(\mathrm{v}, t)\right\|$.
Proof:
Choose $\mathbf{E}_{H} \equiv\left(\mathbf{V}_{H}^{b}+\tau\left(\mathbf{V}_{H}^{a}-\mathbf{V}_{H}^{b}\right)\right)$ such that

$$
\begin{equation*}
\left\|\frac{\partial \mathbf{J}_{H}}{\partial \mathbf{V}_{H}}\left(\mathbf{E}_{H}\right)\right\|=\max _{0 \leq 5 \leq 1} \| \frac{\partial \mathbf{J}_{H}}{\partial \mathbf{V}_{H}}\left(\mathbf{V}_{H}^{b}+\tau\left(\mathbf{V}_{H}^{a}-\mathbf{V}_{H}^{b}\right) \|\right. \tag{Lem8.6.1}
\end{equation*}
$$

Hence,

$$
\begin{array}{rlrl}
\left\|\mathbf{J}_{H}\left(\mathbf{V}_{H}^{a}\right)-\mathrm{J}_{H}\left(\mathbf{V}_{H}^{b}\right)\right\| \leq\left\|\frac{\partial \mathbf{J}_{H}}{\partial \mathbf{V}_{H}}\left(\mathbf{E}_{H}\right)\right\| \cdot\left\|\mathbf{V}_{H}^{a}-\mathbf{V}_{H}^{b}\right\|  \tag{Lem8.6.2}\\
\text { Let } \quad \mathbf{a}_{H}(t) & \equiv \sum_{\omega_{k} \in \Lambda_{H}} \mathbf{A}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\mathbf{A}^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right) & & \mathbf{A}^{R}\left[\omega_{k}\right], \mathbf{A}^{I}\left[\omega_{k}\right] \in R^{n} \\
\mathbf{b}_{H}(t) & \equiv \sum_{\omega_{k} \in \Lambda_{H}} \mathbf{B}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\mathbf{B}^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right) & & \mathbf{B}^{R}\left[\omega_{k}\right], \mathbf{B}^{I}\left[\omega_{k}\right] \in R^{n} \\
\mathbf{c}_{H}(t) & \equiv \sum_{\omega_{k} \in \Lambda_{H}} \mathbf{C}^{R}\left[\omega_{k}\right] \cos \left(\omega_{k} t\right)-\mathbf{C}^{I}\left[\omega_{k}\right] \sin \left(\omega_{k} t\right) & & \mathbf{C}^{R}\left[\omega_{k}\right], \mathbf{C}^{I}\left[\omega_{k}\right] \in R^{n}
\end{array}
$$

Using the same argument as in Lemma 8.3, we can conclude that the following two systems are equivalent.

$$
\begin{align*}
& <\frac{\partial \mathbf{J}_{H}}{\partial \mathrm{~V}_{H}}\left(\mathrm{E}_{H}\right) \mathrm{A}_{H}, \mathbf{B}_{H}>=\mathrm{C}_{H}  \tag{Lem8.6.3}\\
& P_{H}^{\prime}\left[<\frac{\partial^{2} \mathbf{f}_{H}}{\partial \mathrm{v}^{2}}\left(\mathrm{e}_{H}, t\right) \mathrm{a}_{H}(t), \mathbf{b}_{H}(t)>\right]=\mathrm{c}_{H}(t) \tag{Lem8.6.4}
\end{align*}
$$

Using the Parseval's equation for almost-periodic function, we can claim that $\left\|c_{H}(t)\right\|=\left\|C_{H}\right\|$, Therefore,

$$
\left\|_{\|}^{\|}<\frac{\partial \mathbf{J}_{H}}{\partial \mathbf{V}_{H}}\left(\mathbf{E}_{H}\right) \mathbf{A}_{H}, \mathbf{B}_{H}>\right\| \leq\left\|<\frac{\partial^{2} \mathbf{f}}{\partial \mathbf{v}^{2}}\left(\mathbf{e}_{H}, t\right) \mathbf{a}_{H}(t), \mathbf{b}_{H}(t)>\right\|
$$

This implies that $\left\|_{\|}^{\|} \frac{\partial \mathrm{J}_{H}}{\partial \mathrm{~V}_{H}}\left(\mathbf{E}_{H}\right)\right\|_{\|}^{\|} \leq \|_{\|}^{\|} \frac{\partial^{2} \mathrm{f}}{\partial \mathrm{v}^{2}}\left(\mathrm{e}_{H}, t\right) \quad \begin{aligned} & \| \leq C_{2}\end{aligned}$
Applying this result into Eqn. (Lem8.6.3), we can conclude:

$$
\left\|\mathbf{J}_{H}\left(\mathbf{V}_{H}^{a}\right)-\mathbf{J}_{H}\left(\mathbf{V}_{H}^{b}\right)\right\| \leq C_{2}\left\|\mathbf{V}_{H}^{a}-\mathbf{V}_{H}^{b}\right\|
$$

Q.E.D.

## Theorem 8.2:

Let the conditions stated in Assumptions 1, 2, 3, and 4 be satisfied. Let $\mathbf{v}_{H}^{*}$ be the solution of $\mathbf{f}_{H}\left(\mathbf{v}_{H}^{*}, t\right)=0$ obtained by the harmonic-Newton method, then $\mathbf{v}_{H}^{*}(t)$ converges $t \boldsymbol{\hat { v }}(t)$ as $H \rightarrow \infty$.

## Proof:

Following the same argument as used in Theorem 8.1 and by Lemma 8.4, 8.5, and 8.6, we can show that there exist a $H^{*}$ such that the Newton iteration is well-defined and converges to a solution of $\mathbf{F}_{H}\left(\mathrm{~V}_{H}^{*}\right)=0$ for all $H \geq H^{*}$.

Moreover, for any $\varepsilon$, there is an $H$ such that

$$
\left\|\mathbf{v}_{H}^{*}(t)-\hat{v}(t)\right\| \leq \leq 2 \beta C_{1} \varepsilon+\varepsilon
$$

Therefore, $\mathbf{v}_{\boldsymbol{H}}^{*}(t) \rightarrow \hat{\mathbf{v}}(t)$, as $H \rightarrow \infty$. Q.E.D.

### 8.4. Periodic Autonomous System

As described in Chapter 7, in order to solve the autonomous system, we need to add an additional constraint. Thus, the system of equations become:

$$
\overline{\mathbf{f}}(\mathbf{x}, t) \equiv\left\{\begin{array}{c}
\tilde{\mathbf{g}}(\mathbf{x}, t) \equiv \mathbf{i}(\mathbf{v}(t))+\dot{\mathbf{q}}(\mathbf{v}(t))+\int_{0}^{t} \mathbf{y}(t-\tau) \mathbf{v}(\tau) d \tau  \tag{8.4.1}\\
\frac{1}{T} \int_{0}^{T} v^{i_{o}}(t) \sin \left(k_{o} \omega t\right) d t
\end{array}\right\}=0
$$

where $\mathrm{x} \equiv[\mathrm{v}, \omega]^{T}$.
The frequency domain equivalent system is:

$$
\overline{\mathbf{F}}(\mathbf{X}) \equiv\left\{\begin{array}{c}
\tilde{\mathbf{G}}(\mathbf{V}, \omega) \equiv \mathbf{I}(\mathbf{V})+j \Omega(\omega) \mathbf{Q}(\mathbf{V})+\mathbf{Y} \mathbf{V}  \tag{8.4.2}\\
V^{t^{i}}\left[k_{o} \omega\right]
\end{array}\right\}=0
$$

where $\mathbf{X} \equiv[\mathrm{V}, \omega]^{T}$.
We make the following assumptions before continuing the discussion: We assume:
(1) $\overline{\mathrm{f}}(\mathrm{x}, t)$ and its partial derivatives with respect to x are continuously differentiable with respect to $\mathbf{x}$ and $t$ in the region $\tilde{\mathbf{D}} \times \mathbf{L}$, where $\tilde{\mathbf{D}}$ is a convex bounded region of $\mathbf{x}$-space and $\mathbf{L}$ is the real line.
(2) $\overline{\mathbf{f}}(\mathbf{x}, t)=0$ is a periodic autonomous system.
(3) There exist an isolated periodic solution, $\hat{\mathbf{x}}(t)$. (i.e. there exists a small number $\delta$ such that for all $x \in B=(x \mid\|x-\hat{\wedge}\| \leq \delta), \frac{\partial \bar{f}}{\partial \mathbf{x}}(x, t)$ is nonsingular $)$

These assumptions will be referred as Assumption 1, 2, and 3, in this section.

## Lemma 8.7:

Let the conditions stated in Assumptions 1, 2, and 3 be satisfied, then

$$
\hat{\mathbf{x}}_{H}(t) \equiv\left[\begin{array}{c}
\hat{\mathbf{V}}^{R}[0]+\sum_{k=1}^{H-1}\left[\hat{\mathbf{V}}^{R}[k \omega] \cos (k \omega t)-\hat{\mathbf{V}}^{I}[k \omega] \sin (k \omega t)\right) \\
\hat{\omega}
\end{array}\right]
$$

is an approximate solution of $\tilde{\mathbf{f}}_{H}\left(\mathbf{x}_{H}, t\right)=P_{H}\left[\tilde{\mathbf{f}}\left(\mathbf{x}_{H}, t\right)\right]=0$. (i.e. $\tilde{\mathbf{f}}_{H}\left(\hat{\mathbf{x}}_{H}, t\right) \rightarrow 0$ as $\left.H \rightarrow \infty\right)$.
Proof:

$$
\begin{equation*}
\overline{\mathbf{f}}_{H}\left(\hat{\vartheta}_{H}, \hat{\omega}, t\right)=P_{H}\left[\overline{\mathbf{f}}\left(\hat{v}_{H}, \hat{\omega}, t\right)-\overline{\mathbf{f}}(\hat{\mathbf{v}}, \hat{\omega}, t)\right] \tag{Lem8.7.1}
\end{equation*}
$$

Note that

$$
\left\|\tilde{\mathbf{f}}\left(\hat{\mathbf{v}}_{H}, \hat{\omega}, t\right)-\tilde{\mathbf{f}}(\hat{\mathbf{v}}, \hat{\omega}, t)\right\|=\left\|\tilde{\mathbf{g}}\left(\hat{\vartheta}_{H}, \hat{\omega}, t\right)-\overline{\mathbf{g}}(\hat{\vartheta}, \hat{\omega}, t)\right\|
$$

Let $C_{1} \equiv \max _{\mathbf{D} \times \mathrm{L}}\left\|\frac{\partial \hat{\mathrm{g}}}{\partial \mathrm{x}}(\mathbf{x}, t)\right\|$, then by Theorem $\mathrm{A}:$

$$
\left\|\bar{g}\left(\hat{\mathbf{x}}_{H}, t\right)-\overline{\mathbf{g}}(\hat{\mathbf{x}}, t)\right\| \leq C_{i}\left\|\hat{\mathbf{v}}_{H}-\hat{\mathbf{v}}\right\|
$$

Using the arguments similar to those used in Lemma 8.1, we can conclude that:

$$
\begin{equation*}
\left\|\hat{\hat{v}}(t)-\hat{\mathbf{v}}_{H}(t)\right\|^{2} \leq \frac{1}{\omega^{2}} \frac{1}{H^{2}}\|\dot{\hat{v}}\|^{2} \tag{Lem8.7.2}
\end{equation*}
$$

From Theorem $C, C \equiv\|\dot{\hat{v}}\|<\infty$. Since the basis are orthogonal,

$$
\left\|\tilde{f}_{H}\left(\hat{\mathbf{x}}_{H}, t\right)\right\| \leq\left\|\tilde{f}\left(\hat{\mathbf{x}}_{H}, t\right)-\tilde{\mathrm{f}}(\hat{\mathbf{x}}, t)\right\| \leq \frac{1}{\omega} \frac{1}{H} C_{1} C
$$

Therefore,

$$
\tilde{\mathbf{f}}_{H}\left(\hat{\mathbf{x}}_{H}, t\right) \rightarrow 0 \text { as } H \rightarrow \infty
$$

(Lem8.7.3)
Let

$$
\overline{\mathbf{f}}_{H}(t)\left(\hat{\mathbf{x}}_{H}, t\right) \equiv\left[\begin{array}{c}
\mathbf{g}_{H}\left(\mathbf{x}_{H}, t\right)=\mathbf{G}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{G}^{R}[k \omega] \cos (k \hat{\omega} t)-\mathbf{G}^{I}[k \omega] \sin (k \omega t)\right) \\
0
\end{array}\right]
$$

By Parseval's equation:

$$
\begin{equation*}
\left\|\tilde{g}_{H}\left(\mathbf{x}_{H}, t\right)\right\|^{2} \equiv \equiv\left\|\tilde{\mathbf{G}}_{H}\left(\mathbf{X}_{H}\right)\right\|^{2} \tag{Lem8.7.4}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left\|\overline{\mathbf{F}}_{H}\left(\hat{\mathbf{V}}_{H}\right)\right\|=\left\|\overline{\mathrm{G}}_{H}\left(\mathbf{X}_{H}\right)\right\|=\left\|\mathbf{g}_{H}\left(\hat{\mathbf{x}}_{H}, t\right)\right\|=\left\|\tilde{\mathbf{f}}_{H}\left(\hat{\mathbf{x}}_{H}, t\right)\right\| \leq \frac{1}{\hat{\omega}} \frac{1}{H} C_{1} C \tag{Lem8.7.5}
\end{equation*}
$$

Therefore, we conclude that $\tilde{F}_{H}\left(\hat{\vartheta}_{H}, t\right) \rightarrow 0$ as $H \rightarrow \infty$.
Q.E.D.

## Lemma 8.8 :

Let the conditions stated in Assumptions 1, 2, and 3 be satisfied, then there exists a positive integer $H_{o}$ such that det $\tilde{J}_{H}\left(\hat{\mathbf{X}}_{H}\right)=\operatorname{det} \frac{\partial \overline{\mathrm{F}}_{H}}{\partial \mathrm{X}_{H}}\left(\hat{\mathbf{X}}_{H}\right) \neq 0$ (i.e. $\left\|\tilde{\mathrm{J}}_{H}^{-1}\left(\hat{\mathbf{X}}_{H}\right)\right\| \leq \bar{\beta}$ where $\bar{\beta}>0$ ) for any $H \geq H_{o}$ provided that $H_{o}$ is sufficiently large.

Proof:
Let us consider this linear system:

$$
\begin{equation*}
\overline{\mathbf{J}}_{H}\left(\mathbf{X}_{H}\right) \overline{\mathbf{Y}}_{H}=\overline{\mathbf{Z}}_{H} \tag{Lem8.8.1}
\end{equation*}
$$

where $\overline{\mathbf{Y}}_{H}=\left[\mathbf{Y}^{R}[0], \mathbf{Y}^{R}[\omega], \mathbf{Y}^{I}[\omega], \cdots, \mathbf{Y}^{R}[(H-1) \omega], \mathbf{Y}^{I}[(H-1) \omega], \omega\right]^{T}$

$$
\tilde{\mathbf{Z}}_{H}=\left[\mathbf{Z}^{R}[0], \mathbf{Z}^{R}[\omega], \mathbf{Z}^{I}[\hat{\omega}], \cdots, \mathbf{Z}^{R}[(H-1) \omega], \mathbf{Z}^{I}[(H-1) \omega], 0\right]^{T}
$$

$$
\text { Let } \begin{aligned}
\tilde{\mathbf{y}}_{H}(t) & \equiv\left[\begin{array}{c}
\mathbf{Y}^{R}[0]+\sum_{k=1}^{H-1}\left(\mathbf{Y}^{R}[k \omega] \cos (k \omega t)-\mathbf{Y}^{I}[k \omega] \sin (k \omega t)\right) \\
\omega
\end{array}\right] \\
\tilde{\mathbf{z}}_{H}(t) & \equiv\left[\begin{array}{c}
\mathbf{Z}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{Z}^{R}[k \omega] \cos (k \omega t)-\mathbf{Z}^{I}[k \omega] \sin (k \omega t)\right) \\
0
\end{array}\right]
\end{aligned}
$$

where $\mathbf{Y}^{R}[0], \mathbf{Y}^{R}[k \omega], \mathbf{Y}^{I}[k \omega], \mathbf{Z}^{R}[0], \mathbf{Z}^{R}[k \omega], \mathbf{Z}^{I}[k \omega] \in R^{n}$.
Using similar argument as in Lemma 8.2, we can conclude that the system described by Eqn. (Lem8.8.1) is equivalent to the following system:

$$
P_{H}\left[\begin{array}{c}
\frac{\partial \tilde{\mathrm{g}}}{\partial \mathrm{x}}\left(\hat{\mathrm{z}}_{H}, t\right) \tilde{\mathrm{y}}_{H}(t)  \tag{Lem8.8.2}\\
\frac{1}{\hat{T}} \int_{0}^{t} \frac{\partial v_{o}}{\partial \mathrm{x}} \sin \left(k_{o} \omega t\right) d t \cdot \tilde{\mathbf{y}}_{H}(t)
\end{array}\right]=\overline{\mathbf{z}}_{H}(t)
$$

In addition,

$$
P_{H}\left[\frac{\partial \overline{\mathrm{f}}}{\partial \mathrm{x}}\left(\mathrm{e}_{H}, t\right) \overline{\mathrm{y}}_{H}(t)\right]=\tilde{\mathbf{z}}_{H}(t)
$$

is a one-to-one function for $H \geq H_{o}$ Since Eqn. (Lem8.8.1) is equivalent to Eqn. (Lem8.8.2), $\overline{\mathrm{J}}_{H}\left(\hat{\mathrm{X}}_{H}\right)$ has a null space of $\{0\}$, or $\mathrm{J}_{H}\left(\hat{\mathrm{X}}_{H}\right)$ is nonsingular for $H \geq H_{o}$.

Therefore, there exists an $\tilde{\beta}>0$ such that $\left\|\overline{\mathrm{J}}_{H}\left(\hat{\mathbf{X}}_{H}\right)^{-1}\right\| \leq \tilde{\beta}$ for $H \geq H_{o}$.
Q.E.D.

## Lemma 89:

Let the conditions given in Assumptions 1, 2, and 3 be satisfied. Let

$$
\mathbf{x}_{H}^{a}(t)=\left[\begin{array}{c}
\mathbf{X}^{a^{R}}[0]+\sum_{k=1}^{H-1}\left[\mathbf{X}^{a^{R}}\left[k \omega^{a}\right] \cos \left(k \omega^{a} t\right)-\mathbf{X}^{a^{I}}\left[k \omega^{a}\right] \sin \left(k \omega^{a} t\right)\right] \\
\omega^{a}
\end{array}\right] \in \tilde{\mathbf{D}} .
$$

and

$$
\mathbf{x}_{H}^{b}(t)=\left[\begin{array}{c}
\mathbf{X}^{b^{R}}[0]+\sum_{k=1}^{H-1}\left[\mathbf{X}^{b^{R}}\left[k \omega^{b}\right] \cos \left(k \omega^{b} t\right)-\mathbf{X}^{b^{I}}\left[k \omega^{b}\right] \sin \left(k \omega^{b} t\right)\right] \\
\omega^{b}
\end{array}\right] \in \tilde{\mathbf{D}} .
$$

then $\left\|\bar{J}_{H}\left(\mathbf{X}_{H}^{\boldsymbol{b}}\right)-\overline{\mathrm{J}}_{H}\left(\mathbf{X}_{H}^{b}\right)\right\| \leq \tilde{C}_{2}\left\|\mathbf{X}_{H}^{\boldsymbol{g}}-\mathbf{X}_{H}^{b}\right\|$ where $C_{2}$ be a positive constant such that $\tilde{C}_{2} \geq \max _{\mathbf{B} \times L} \frac{\partial^{2} \mathbf{f}}{\partial \mathbf{x}^{2}}(\mathbf{x}, t) \|$.

Proof: Choose $\tilde{\mathbf{E}}_{H} \equiv\left(\mathbf{X}_{H}^{b}+\boldsymbol{\tau}\left(\mathbf{X}_{H}^{\boldsymbol{b}}-\mathbf{X}_{H}^{b}\right)\right)$ such that

$$
\begin{equation*}
\left\|\frac{\partial \overline{\mathbf{J}}_{H}}{\partial \mathbf{X}_{H}}\left(\tilde{\mathbf{E}}_{H}\right)\right\|=\max _{0 \leq 51} \frac{\partial \overline{\mathbf{J}}_{H}}{\partial \mathbf{X}_{H}}\left(\mathbf{X}_{H}^{b}+\tau\left(\mathbf{X}_{H}^{a}-\mathbf{X}_{H}^{b}\right) \|\right. \tag{Lem8.9.1}
\end{equation*}
$$

Hence, $\left\|\overline{\mathbf{J}}_{H}\left(\mathbf{X}_{H}^{a}\right)-\overline{\mathbf{J}}_{H}\left(\mathbf{X}_{H}^{b}\right)\right\| \leq\left\|\frac{\partial \overline{\mathbf{J}}_{H}}{\partial \mathbf{X}_{H}}\left(\overline{\mathbf{E}}_{H}\right)\right\| \cdot\left\|\mathbf{X}_{H}^{a}-\mathbf{X}_{H}^{b}\right\|$
(Lem8.9.2)
Define $\tilde{\mathbf{e}}_{H}(t) \equiv\left[\begin{array}{c}\mathbf{E}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{E}^{R}\left[k \omega^{e}\right] \cos \left(k \omega^{e} t\right)-\mathbf{E}^{\prime}\left[k \omega^{e}\right] \sin \left(k \omega^{e} t\right)\right] \\ \omega^{e}\end{array}\right]$.
Let

$$
\begin{aligned}
& \overline{\mathbf{a}}_{H}(t) \equiv\left[\begin{array}{c}
\mathbf{A}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{A}^{R}\left[k \omega^{e}\right] \cos \left(k \omega^{e} t\right)-\mathbf{A}^{I}\left[k \omega^{e}\right] \sin \left(k \omega^{e} t\right)\right] \\
\omega^{e}
\end{array}\right] \\
& \tilde{\mathbf{b}}_{H}(t) \equiv\left[\begin{array}{c}
\left.\mathbf{B}^{R}[0]+\sum_{k=1}^{H}\left[\mathbf{B}^{R}\left[k \omega^{e}\right] \cos \left(k \omega^{e} t\right)-\mathbf{B}^{I}\left[k \omega^{e}\right] \sin \left(k \omega^{e} t\right)\right)\right] \\
\omega^{e}
\end{array}\right. \\
& \mathbf{c}_{H}(t) \equiv\left[\begin{array}{c}
\mathbf{C}^{R}[0]+\sum_{k=1}^{H-1}\left[\mathbf{C}^{R}\left[k \omega^{e}\right] \cos \left(k \omega^{e} t\right)-\mathbf{C}^{I}\left[k \omega^{e}\right] \sin \left(k \omega^{e} t\right)\right] \\
0
\end{array}\right.
\end{aligned}
$$

with

$$
\begin{aligned}
\tilde{\mathbf{A}}_{H} & \equiv\left[\mathbf{A}^{R}[0], \mathbf{A}^{R}\left[\omega^{e}\right], \cdots, \mathbf{A}^{I}\left[(H-1) \omega^{e}\right], \omega^{e}\right]^{T} \\
\tilde{\mathbf{B}}_{H} & \equiv\left[\mathbf{B}^{R}[0], \mathbf{B}^{R}\left[\omega_{e}\right], \cdots, \mathbf{B}^{I}\left[(H-1) \omega^{e}\right], \omega^{e}\right]^{T} \\
\tilde{\mathbf{C}}_{H} & \equiv\left[\mathbf{C}^{R}[0], \mathbf{C}^{R}\left[\omega^{e}\right], \cdots, \mathbf{C}^{I}\left[(H-1) \omega^{e}\right], 0\right]^{T}
\end{aligned}
$$

Using similar arguments as in Lemma 8.3 and Lemma 8.8, we can conclude that the following two systems are equivalent:

$$
\begin{align*}
& <\frac{\partial \tilde{\mathbf{J}}_{H}}{\partial \mathbf{X}_{H}}\left(\tilde{\mathbf{E}}_{H}\right) \tilde{\mathbf{A}}_{H}, \tilde{\mathbf{B}}_{H}>=\tilde{\mathbf{C}}_{H}  \tag{Lem8.9.3}\\
& P_{H}\left[<\frac{\partial \tilde{\mathbf{f}}}{\partial \mathrm{x}^{2}}\left(\tilde{\mathbf{e}}_{H}, t\right) \tilde{\mathbf{a}}_{H}(t), \tilde{\mathbf{b}}_{H}(t)>\right]=\tilde{\mathbf{c}}_{H}(t) \tag{Lem8.9.4}
\end{align*}
$$

Using the technique similar to the one used in Lemma 8.1, we can claim:

$$
\left\|_{\|}^{\|}<\frac{\partial \tilde{\mathbf{J}}_{H}}{\partial \mathbf{x}_{H}}\left(\tilde{\mathbf{E}}_{H}\right) \tilde{\mathbf{A}}_{H}, \tilde{\mathbf{B}}_{H}>\right\|_{\|}^{\|}\left\|_{\|}^{\|}<\frac{\partial^{\tau} \tilde{f}_{H}}{\partial \mathrm{x}^{2}}\left(\tilde{\mathbf{e}}_{H}, t\right) \tilde{a}_{H}(t), \tilde{\mathbf{b}}_{H}(t)>\right\|
$$

This implies $\left\|_{\|}^{\|} \frac{\partial \overline{\mathbf{J}}_{H}}{\partial \mathbf{x}_{H}}\left(\overline{\mathbf{E}}_{H}\right)\right\|_{\|}^{\|} \|_{\|}^{\|} \frac{\partial \tilde{\mathrm{f}}_{H}}{\partial \mathrm{x}^{2}}\left(\overline{\mathbf{e}}_{H}, t\right){ }_{\|}^{\|} \leq \tilde{C}_{2}$

Therefore, we conclude that:

$$
\left\|\tilde{\mathbf{J}}_{H}\left(\mathbf{X}_{H}^{a}\right)-\tilde{\mathbf{J}}_{H}\left(\mathbf{X}_{H}^{b}\right)\right\| \leq \tilde{C}_{2}\left\|\mathbf{X}_{H}^{a}-\mathbf{X}_{H}^{b}\right\|
$$

Q.E.D.

## Theorem 8.3:

Let the conditions stated in Assumptions 1, 2, and 3 be satisfied. Let $\mathrm{V}_{H}^{*}$ and $\omega^{*}$ be the solution of $\tilde{\mathbf{F}}_{H}\left(\mathrm{v}_{H}^{*}, \omega^{*}\right)=0$ obtained by the harmonic-Newton method, then $\mathrm{v}_{H}^{*}(t)$ and $\omega^{*}$ converge to $\hat{\hat{v}}(t)$ and $\omega$ respectively as $H \rightarrow \infty$.

Proof:
Following the same argument as in Theorem 8.1 and by Lemma 8.7, 8.8, and 8.9, we can show that for some $H^{*}$, the Newton iteration is well-defined and converge to a solution of $\tilde{\mathbf{F}}_{H}\left(\mathbf{X}_{H}^{*}\right)=0$ for $H \geq H^{*}$.

Moreover,

$$
\left\|\mathrm{X}_{H}^{*}-\hat{\mathrm{X}}_{H}\right\| \leq \frac{2}{\omega} \frac{1}{H} C C_{1} \tilde{\beta}+\frac{1}{\omega} \frac{1}{H} C
$$

Therefore, $\mathbf{X}_{H}^{*} \rightarrow \hat{\mathbf{X}}$, or $\mathrm{v}_{H}^{*}(t) \rightarrow \hat{\theta}(t)$ and $\omega^{*} \rightarrow \hat{\omega}$ as $H \rightarrow \infty$. Q.E.D.

## CHAPTER 9

## Error Estimation and Choosing Number of Harmonics

In the previous chapter, we discussed the convergence of the harmonic-Newton method when higher order harmonics are truncated. In order to implement the harmonic-Newton method effectively in Spectre, the discrete Fourier transform (DFT) is used for circuits that have a periodic response. For almost-periodic signals, Spectre uses the almost-periodic Fourier transform (APFT)[23]. In Section 9.1, we will discuss how the error bound changes when DFT and APFT are used. In Section 9.2, we will discuss a practical procedure to estimate this error bound and show how we can use this estimation to predict the number of harmonics needed prior to the application of the harmonic-Newton method. Finally, the experience results on error prediction will be presented.

### 9.1. Theoretical Bound

When transforming a function using DFT, the number of harmonics generated is determined by the number of time-domain samples taken within a given time interval. If the number of samples is not large enough, the set of frequencies generated by DFT will not be able to cover all high order harmonics. This error, although similar to the truncation error, has some different impact. Not only those high harmonic terms are lost, but also the lower order harmonics are affected. In fact, all those high order harmonics which do not show up in the DFT outputs are "aliased" back to affect the low order harmonics. We now briefly discuss the aliasing distortion of a function.

Let $\mathbf{F}^{C}$ and $\overline{\mathbf{F}}^{C}$ be the Fourier series coefficient and discrete Fourier transform coefficient of the periodic function $f(t)$. These coefficients are given by the following expressions:

$$
\begin{gathered}
\mathbf{F}^{C}\left[k \omega_{o}\right]=\frac{1}{T_{o}} \int_{0}^{T_{0}} \mathrm{f}(t) e^{-j k \omega_{o} t} d t \quad \text { for } k=-\infty, \cdots, \infty, \\
\overline{\mathbf{F}}^{C}\left[k \omega_{o}\right]=\frac{1}{M} \sum_{m=0}^{M-1} \mathrm{f}(m h) e^{-j 2 \pi b m / M} \quad \text { for } k=1-H, \cdots, H-1,
\end{gathered}
$$

where $H$ is the total number of harmonics generated, $M=2 H-1$ is the number of time-domain samples taken within time interval $T_{o}$, and $h=\frac{T_{o}}{M}$ is the sample interval. The inverse discrete Fourier transform(IDFT) of $\overline{\mathbf{F}}_{H}^{C}$ is given by

$$
\mathbf{f}(m h)=\sum_{k=1-H}^{H-1} \overline{\mathbf{F}}^{c}\left[k \omega_{o}\right] e^{j 2 \pi k m / M} \quad \text { for } m=0, \cdots, 2 H-1 .
$$

We define the DFT coefficient vector of $H$ harmonics as

$$
\overline{\mathbf{F}}_{H}^{c}=\left[\overline{\mathbf{F}}^{c}\left[(1-H) \omega_{o}\right], \cdots, \mathbf{F}^{c}[0], \cdots, \overline{\mathbf{F}}^{c}\left[(H-1) \omega_{o}\right]\right]^{T}
$$

It can be shown that the relationship between the Fourier series and DFT when $H$ is the number of harmonics generated is expressed by the following equation:

$$
\overline{\mathbf{F}}^{c}\left[k \omega_{o}\right]=\sum_{v=-\infty}^{\infty} \mathbf{F}^{c}\left[(k+v M) \omega_{o}\right] \quad \text { for } 1-H \leq k \leq H-1
$$

where $v$ is an integer indicating the repetition of the signal spectrum at integer multiples of the sampling frequency $M \omega_{o}$. From the equation above, we can see that all harmonics in $\mathrm{F}^{c}$ which are higher than or equal to $H$ are being added back to low harmonic terms of $\overline{\mathbf{F}}^{c}$, affecting the accuracy of the lower harmonics.

In this section, we assume that all the computations are made with infinite precision, and the error contributed by computing the DFT and its inverse is negligible. Then the error between the computed solution obtained by the harmonic-Newton method and the exact solution is only due to the accumulated aliasing distortion. To study the error produced by the harmonic-Newton method, we first look at the periodic nonautonomous nonlinear system. The results will later be extended to autonomous and almost-periodic systems.

Consider the same nonlinear differential equations for periodic nonautonomous systems as in Chapter 7:

$$
\begin{equation*}
\mathbf{f}(\mathbf{v}, t)=\mathbf{i}(\mathbf{v}(t))+\dot{\mathbf{q}}(\mathbf{v}(t))+\int_{-\infty}^{\infty} \mathbf{y}(t-\tau) \mathbf{v}(\tau) d \tau+\mathbf{u}_{s}(t) \tag{9.1.1}
\end{equation*}
$$

We denote $\overline{\mathbf{F}}_{H}^{C}, \overline{\mathbf{V}}_{H}^{C}$, and $\overline{\mathbf{I}}_{H}^{C}$, and $\overline{\mathbf{Q}}_{H}^{C}$ as the discrete Fourier transform of $\mathbf{f}(\mathbf{v}, t), \mathbf{v}(t), \mathbf{i}(t)$, and $\mathbf{q}(t)$ respectively, and $\overline{\mathrm{J}}_{H}^{C}\left(\overline{\mathrm{~V}}_{H}^{C}\right)$ as the Jacobian matrix of $\overline{\mathrm{F}}_{H}\left(\overline{\mathrm{~V}}_{H}^{C}\right)$, then the harmonic-Newton iteration using DFT is given as:

$$
\begin{equation*}
\mathbf{V}_{H}^{C(j+1)}=\mathbf{V}_{H}^{C(j)}-\left(\overline{\mathrm{J}}_{H}^{C}\left(\overline{\mathrm{~V}}_{H}^{c(j)}\right)\right)^{-1} \overline{\mathrm{~F}}_{H}^{C}\left(\overline{\mathrm{~V}}_{H}^{(j)}\right) \tag{9.1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathbf{F}}_{H}^{c}\left(\overline{\mathbf{V}}_{H}^{C}\right)=\overline{\mathrm{I}}_{H}^{C}\left(\overline{\mathrm{~V}}_{H}^{c}\right)+j \Omega \overline{\mathbf{Q}}_{H}^{C}\left(\overline{\mathrm{~V}}_{H}^{C}\right)+\overline{\mathbf{Y}}_{H}^{C} \overline{\mathbf{V}}_{H}^{C}+\overline{\mathbf{U}}_{H}^{c}=0 \tag{9.1.3}
\end{equation*}
$$

In order to prove the convergence of the harmonic-Newton method when DFT is used, we need to set some conditions on the circuits under analysis.

## Assumption 9.1:

In addition to the same assumptions stated in Theorem 8.1, we also assume that for any $\overline{\mathbf{V}}_{\boldsymbol{H}}{ }^{c}, \overline{\mathbf{V}}_{H}^{b}$ with $\overline{\mathbf{v}}_{H}^{a}(t)$ and $\overline{\mathrm{v}}^{b}(t) \in \mathrm{D}$, there exists a positive constant $\gamma$ such that:

$$
\left\|\overline{\mathrm{J}}_{H}^{c}\left(\overline{\mathrm{~V}}_{H}^{c}\right)-\overline{\mathrm{J}}_{H}^{c}\left(\overline{\mathrm{~V}}_{H}^{b}\right)\right\| \leq \gamma\left\|\overline{\mathbf{V}}_{H}^{a}{ }^{c}-\overline{\mathrm{V}}_{H}^{b}\right\|
$$

## Lemma 9.1:

Assume that the conditions stated in Assumption 9.1 are satisfied. Let $\hat{\mathbf{v}}(t)$ be the isolated periodic solution of $f(v, t)=0$, then the vector $\overline{\mathbf{V}}_{H}^{C}$ is an approximate solution of $\overline{\mathbf{F}}_{H}^{C}\left(\overline{\mathrm{~V}}_{H}^{C}\right)=0$. i.e.

$$
\overline{\mathbf{F}}_{H}^{c}\left(\overline{\hat{\mathbf{V}}}_{H}^{c}\right) \rightarrow 0 \text { as } H \rightarrow \infty
$$

Proof:

The evaluation of all nonlinear devices of the system is done in the time domain then converted into the frequency domain. This implies that

$$
\left.\overline{\mathbf{r}}^{c}\left[k \omega_{o}\right]\left(\overline{\hat{V}}^{c}\right)=\overline{\mathbf{r}}^{c}\left[k \omega_{o}\right] \hat{\mathbf{V}}^{c}\right)
$$

and

$$
\overline{\mathbf{Q}}^{c}\left[k \omega_{o}\right]\left(\overline{\hat{V}}^{c}\right)=\overline{\mathbf{Q}}^{c}\left[k \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)
$$

Hence, each DFT component can be expressed as:

$$
\begin{aligned}
& \overline{\mathbf{F}}^{c}\left[k \omega_{o}\right]\left(\overline{\mathbf{V}}^{c}\right)=\overline{\mathbf{I}}^{c}\left[k \omega_{o}\right]\left(\overline{\hat{V}}^{c}\right)+j k \omega_{o} \overline{\mathbf{Q}}^{c}\left[k \omega_{o}\right]\left(\overline{\hat{V}}^{c}\right)+\mathbf{Y}^{c} \overline{\hat{\mathbf{V}}}^{c}\left[k \omega_{o}\right]+\overline{\mathbf{U}}\left[k \omega_{o}\right]^{c} \\
& =\sum_{\mathrm{v}=-\infty}^{\infty} \mathrm{I}^{c}\left[(k+\mathrm{v} M) \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)+j \sum_{\mathrm{v}=-\infty}^{\infty} k \omega_{o} \mathbf{Q}^{c}\left[(k+\mathrm{v} M) \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right) \\
& +\sum_{v=-\infty}^{\infty} \mathbf{Y}^{C} \hat{\mathbf{V}}^{c}\left[(k+\mathrm{v} M) \omega_{0}\right]+\sum_{\mathrm{v}=-\infty}^{\infty} \mathbf{U}^{C}\left[(k+\mathrm{v} M) \omega_{0}\right] \\
& =\sum_{\mathrm{v}=-\infty}^{\infty} \mathrm{I}^{c}\left[(k+\mathrm{v} M) \omega_{o}\right]\left(\hat{\mathbf{v}}^{c}\right)+j \sum_{\mathrm{v}-\infty}^{\infty}(k+\mathrm{v} M) \omega_{o} \mathrm{Q}^{c}\left[(k+\mathrm{v} M) \omega_{o}\right]\left(\hat{\mathbf{v}}^{c}\right) \\
& -j \sum_{v=-\infty}^{\infty}(k+v M) \omega_{o} Q^{c}\left[(k+v M) \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)+j \sum_{v=-\infty}^{\infty} k \omega_{o} \mathbf{Q}^{c}\left[(k+v M) \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right) \\
& +\sum_{v=-\infty}^{\infty} \mathbf{Y}^{C} \hat{\mathbf{V}}^{c}\left[(k+v M) \omega_{o}\right]+\sum_{v=-\infty}^{\infty} \mathbf{U}^{C}\left[(k+v M) \omega_{o}\right] \\
& =\sum_{v=-\infty}^{\infty} \mathbf{F}^{c}\left[(k+v M) \omega_{o}\right]\left(\hat{V}^{c}\right)+j \sum_{v=-\infty}^{\infty}(k-(k+v M)) \omega_{o} \mathbf{Q}^{c}\left[(k+v M) \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)
\end{aligned}
$$

Since $\mathbf{F}^{c}\left(\hat{\mathbf{V}}^{c}\right)=\mathbf{I}^{c}\left(\hat{\mathbf{V}}^{c}\right)+j \Omega \mathbf{Q}^{c}\left(\hat{\mathbf{V}}^{c}\right)+\mathbf{Y}^{C} \hat{\mathbf{V}}^{c}+\mathbf{U}^{c}=0$, or

$$
\begin{equation*}
\mathbf{F}^{c}\left[k \omega_{0}\right]\left(\hat{\mathbf{V}}^{c}\right)=0 \quad \text { for } k=0,1,2, \cdots \tag{Lem9.1.1}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& \overline{\mathbf{F}}^{c}\left[k \omega_{o}\right]\left(\tilde{\hat{V}}^{c}\right)=j \sum_{\mathrm{v}=-\infty}^{\infty}(\mathrm{v} M) \omega_{o} \mathbf{Q}^{c}\left[(k+v M) \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)  \tag{Lem9.1.2}\\
&\left\|\overline{\mathbf{F}}_{H}^{c}\left(\overline{\hat{V}}_{H}^{c}\right)\right\| \leq \sum_{k=1-H}^{H-1}\left|\overline{\mathbf{F}}^{c}\left[k \omega_{o}\right]\left(\overline{\hat{V}}_{H}^{c}\right)\right| \\
& \leq \sum_{k=1-H}^{H-1} \sum_{v=-\infty}^{\infty}\left|j(v M) \omega_{o} \mathbf{Q}^{c}\left[(k+v M) \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)\right| \\
& \leq \sum_{k=H}^{\infty} \mid \text { floor } \left.\left(\frac{k+H-1}{M}\right) \omega_{o} \right\rvert\,\left(\left|\mathbf{Q}^{c}\left[k \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)\right|+\left|\mathbf{Q}^{c}\left[-k \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)\right|\right) \\
& \leq \sum_{k=H}^{\infty} 2 \mid \text { floor } \left.\left(\frac{k+H-1}{M}\right) \omega_{o}|\cdot| \mathbf{Q}^{c}\left[k \omega_{o}\right]\left(\hat{V}^{c}\right) \right\rvert\, \equiv \sum_{k=H}^{\infty} \mathrm{S}\left[k \omega_{o}\right] \tag{Lem9.1.3}
\end{align*}
$$

By Theorem C of Chapter 8, we know that $\sum_{k=0}^{\infty} \mathbf{S}\left[k \omega_{o}\right]$ is bounded.

$$
\sum_{k=H}^{\infty} \mathrm{S}\left[k \omega_{o}\right]=\sum_{k=0}^{\infty} \mathrm{S}\left[k \omega_{o}\right]-\sum_{k=0}^{H-1} \mathrm{~S}\left[k \omega_{o}\right]
$$

Since $\sum_{k=0}^{H-1} \mathbf{S}\left[k \omega_{o}\right] \rightarrow \sum_{k=0}^{\infty} \mathbf{S}\left[k \omega_{o}\right]$ as $H \rightarrow \infty$, therefore, $\sum_{k=H}^{\infty} \mathrm{S}\left[k \omega_{o}\right] \rightarrow 0$ as $H \rightarrow \infty$.
Thus we have, $\left.\| \overline{\mathbf{F}}_{H}^{C} \overline{\hat{V}}_{H}^{C}\right) \| \rightarrow 0$ as $H \rightarrow \infty$.
Q.E.D.

## Lemma 9.2 :

Assume that the conditions stated in Assumption 9.1 are satisfied, then $\operatorname{det} \overline{\mathrm{J}}_{H}^{c}\left(\overline{\hat{V}}_{H}^{c}\right) \neq 0$, or $\left\|\bar{J}_{H}^{C-1}\left(\overline{\hat{V}}_{H}^{C}\right)\right\| \leq \bar{\beta}$.

Proof:
$\overline{\mathrm{J}}_{H}^{C}\left(\overline{\hat{V}}_{H}^{c}\right)$ is the Jacobian matrix of $\overline{\mathrm{F}}_{H}^{C}\left(\overline{\hat{V}}_{H}^{c}\right)$. To find the basic property of this Jacobian matrix, let us consider this linear system:

$$
\begin{equation*}
\overline{\mathrm{J}}_{H}^{c}\left(\overline{\hat{\mathbf{V}}}_{H}^{c}\right) \overline{\mathbf{Y}}_{H}^{c}=\overline{\mathbf{Z}}_{H}^{c} \tag{Lem9.2.1}
\end{equation*}
$$

$$
\text { where } \begin{aligned}
& \overline{\mathbf{Y}}_{H}^{C} \\
& =\left[\overline{\mathbf{Y}}^{c}\left[(1-H) \omega_{0}\right], \cdots, \overline{\mathbf{Y}}^{c}[0], \cdots, \overline{\mathbf{Y}}^{c}\left[(H-1) \omega_{0}\right]\right]^{T} \\
\overline{\mathbf{Z}}_{H}^{c} & =\left[\overline{\mathbf{Z}}^{c}\left[(1-H) \omega_{0}\right], \cdots, \overline{\mathbf{Z}}^{c}[0], \cdots, \overline{\mathbf{Z}}^{c}\left[(H-1) \omega_{0}\right]\right]^{T}
\end{aligned}
$$

and $\quad \mathrm{y}(m h) \equiv \sum_{k=1-H}^{H-1} \overline{\mathbf{Y}}^{c}\left[k \omega_{0}\right] e^{j 2 \pi \mathrm{k} / \mathrm{M}} \quad$ for $m=0, \cdots, 2 H-1$.

$$
\mathbf{z}(m h)=\sum_{k=1-H}^{H-1} \overline{\mathbf{Z}}^{C}\left[k \omega_{0}\right] e^{j 2 \pi / m / M} \quad \text { for } m=0, \cdots, 2 H-1
$$

To show that det $\overline{\mathrm{J}}_{H}^{C}\left(\overline{\hat{V}}_{H}^{C}\right) \neq 0$ is equivalent to showing that the mapping $\overline{\mathrm{J}}_{H}^{C} \overline{\mathrm{~V}}_{H}^{c}$ ) is one-to-one, or the null space of $\overline{\mathrm{J}}_{H}^{C} \overline{\hat{V}}_{H}^{C}$ ) is $\{0\}$. First, we need to show that the system described by Eqn. (Lem9.2.1) is equivalent to the following system when evaluated at $t=m h$ for $m=0, \cdots, 2 H-1:$

$$
\begin{equation*}
\frac{\partial \mathbf{f}}{\partial \mathbf{v}}(\hat{\mathbf{v}}, t) \mathbf{y}(t)=\mathrm{z}(t) \tag{Lem9.2.2}
\end{equation*}
$$

If we take DFT on both sides of Eqn. (Lem 9.2.2) and expand $y(t)$ using its IDFT coefficients, then the $k \omega_{o}$ term in Eqn. (Lem9.2.2) is given by:

$$
\begin{align*}
& \frac{1}{M} \sum_{m=0}^{M-1} \frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\hat{\mathrm{v}}, m h)\left[\sum_{\hat{k}=1-H}^{H-1} \overline{\mathbf{Y}}^{C}\left[\tilde{k} \omega_{0}\right] e^{j 2 \pi k m / M}\right] e^{-j 2 \pi k m / M} \\
& \quad=\frac{1}{M} \sum_{m=0}^{M-1} \mathrm{z}(m h) e^{-j 2 \pi k m / M} \tag{Lem9.2.3}
\end{align*}
$$

or

$$
\begin{align*}
& \frac{1}{M}\left[\begin{array}{c}
\sum_{m=0}^{M-1} \frac{\partial \mathbf{f}}{\partial \mathbf{v}}(\hat{\mathbf{v}}, m h) e^{\frac{j 2 \pi(1-H-k) m}{M}} \cdots \sum_{m=0}^{M-1} \frac{\partial \mathbf{f}}{\partial \mathbf{v}}(\hat{\mathbf{v}}, m h)
\end{array} \cdots \sum_{m=0}^{M-1} \frac{\partial \mathbf{f}}{\partial \mathbf{v}}(\hat{\mathbf{v}}, m h) e^{\frac{j 2 \pi(H-1-k) m}{M}}\right] . \\
& {\left[\begin{array}{c}
\overline{\mathbf{Y}}^{c}\left[(1-H) \omega_{o}\right] \\
\vdots \\
\dot{\overline{\mathbf{C}}^{c}}[0] \\
\vdots \\
\overline{\mathbf{Y}}^{c}\left[(H-1) \omega_{o}\right]
\end{array}\right]=\overline{\mathbf{Z}}^{c}\left[k \omega_{o}\right]} \tag{Lem9.2.4}
\end{align*}
$$

This is equivalent to:

$$
\left[\begin{array}{llll}
\partial \overline{\mathbf{F}}_{H}^{c}\left[k \omega_{o}\right] \\
\partial \overline{\mathrm{H}}_{\left[(1-H) \omega_{o}\right]}^{c} & \cdots & \frac{\partial \overline{\mathbf{F}}_{H}^{c}\left[k \omega_{o}\right]}{\partial \overline{\mathbf{V}}_{H}^{c}[0]} & \cdots
\end{array} \frac{\partial \overline{\mathbf{F}}_{H}^{c}\left[k \omega_{o}\right]}{\left.\partial \overline{\mathbf{V}}_{H}^{c}(H-1) \omega_{o}\right]}\right]\left[\begin{array}{c}
\overline{\mathbf{Y}}^{c}\left[(1-H) \omega_{o}\right] \\
\vdots \\
\overline{\mathbf{Y}}^{c}[0] \\
\vdots \\
\overline{\mathbf{Y}}_{\left[(H-1) \omega_{o}\right]}^{c}
\end{array}\right]=\overline{\mathbf{Z}}^{c}\left[k \omega_{o}\right]
$$

or

$$
\left[\text { the row of } \overline{\mathbf{J}}_{H}^{C}\left(\overline{\hat{V}}_{H}^{C}\right) \text { corresponding } k \omega_{0}\right]\left[\begin{array}{c}
\overline{\mathbf{Y}}^{C}\left[(1-H) \omega_{0}\right] \\
\cdot \\
\cdot \\
\cdot \\
\overline{\mathbf{Y}}^{C}[0] \\
\cdot \\
\overline{\mathbf{Y}}^{C}\left[(H-1) \omega_{0}\right]
\end{array}\right]=\overline{\mathbf{Z}}^{C}\left[k \omega_{0}\right]
$$

Hence, Eqn. (Lem9.2.1) is equivalent to Eqn.(Lem9.2.2) for all $t=m h$ where $m=0, \cdots, 2 H-1$.
Since $\frac{\partial \mathrm{f}}{\partial \mathrm{v}}$ is nonsingular for all $t$, therefore $\mathrm{z}(t)=0$ implies $\mathrm{y}(t)=0$. Moreover,

$$
\begin{aligned}
& z(t)=0 \text { for } t=m h \text { where } m=0, \cdots, 2 H-1 \longleftrightarrow \overline{\mathbf{Z}}_{H}^{C}=0 \\
& \mathbf{y}(t)=0 \text { for } t=m h \text { where } m=0, \cdots, 2 H-1 \longleftrightarrow \overline{\mathbf{Y}}_{H}^{c}=0
\end{aligned}
$$

Therefore, $\overline{\mathbf{Z}}_{H}^{C}=0$ implies $\overline{\mathbf{Y}}_{H}^{c}=0$. Hence, $\overline{\mathrm{J}}_{H}^{c}\left(\overline{\hat{V}}_{H}^{c}\right)$ has a null space of $\{0\}$, or $\overline{\mathrm{J}}_{H}^{c}\left(\overline{\hat{V}}_{H}^{C}\right)$ is nonsingular. Therefore, $\left\|\overline{\mathrm{J}}_{H}^{C}\left(\overline{\hat{V}}_{H}^{C}\right)^{-1}\right\| \leq \bar{\beta}$.
Q.E.D.

Assume that the conditions stated in Assumption 9.1 are satisfied. Let $\overline{\mathrm{V}}_{H}^{c^{\bullet}}$ satisfies $\overline{\mathrm{F}}_{H}^{c}\left(\overline{\mathrm{~V}}_{H}^{c^{*}}\right)=0$, then $\overline{\mathrm{V}}_{H}^{c^{\bullet}}$ converges to $\hat{\mathrm{V}}^{c}$ as $H \rightarrow \infty$.

Proof:

Following the same argument as in Theorem 8.1 and by Lamma 9.1, 9.2 and Assumption 9.1, we can show that for some $H^{*}$, the Newton iteration is well-defined and converge to a solution of $\overline{\mathrm{F}}_{H}\left(\overline{\mathrm{~V}}_{H}^{*}\right)=0$ for all $H \geq H^{*}$,

Moreover,

$$
\begin{align*}
& \left\|\overline{\mathbf{V}}_{H}^{*}-\hat{\mathbf{V}}\right\| \leq\left\|\overline{\mathbf{V}}_{H}^{*}-\overline{\mathbf{V}}_{H}\right\|+\left\|\overline{\mathbf{V}}_{H}-\hat{\mathbf{V}}\right\| \\
& \leq \sum_{k=H}^{\infty} \mid \text { floor } \left.\left(\frac{k+H-1}{M}\right) \omega_{0}| | 2 Q^{c}\left[k \omega_{0}\right]\left(\hat{\mathbf{V}}^{c}\right)\left|\bar{\beta}+\sum_{k=H}^{\infty} 2\right| \hat{\mathbf{V}}^{c}\left[k \omega_{o}\right] \right\rvert\, \tag{9.1.8}
\end{align*}
$$

Therefore, $\overline{\mathrm{V}}_{H}^{*} \rightarrow \hat{\mathrm{~V}}$ as $H \rightarrow \infty$.
Q.E.D.

Recall that the bound of the difference between the exact solution and the truncated solution (presented in Section 8.2) is given by:

$$
\begin{equation*}
\left\|\overline{\mathrm{V}}_{H}^{*}-\hat{\mathrm{V}}\right\| \leq \frac{2}{\omega_{o}} \frac{1}{H} C C_{1} \beta+\frac{1}{\omega_{o}} \frac{1}{H} C \tag{9.1.9}
\end{equation*}
$$

where $C \equiv\|\dot{\hat{v}}\|, C_{1} \equiv \max _{D \times L} \frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\mathrm{v}, t) \|$, and $\beta \geq\left\|\mathrm{J}_{H}\left(\hat{\mathrm{~V}}_{H}\right)^{-1}\right\|$.
Notice that there are two terms in the right hand side of both Eqn. (9.1.8) and (9.1.9). The $\operatorname{term} \sum_{k=H}^{\infty} 2\left|\hat{\mathrm{~V}}\left[k \omega_{o}\right]\right|$ in Eqn. (9.1.8) can be related to $\frac{1}{\omega_{0}} \frac{1}{H} C$ in Eqn. (9.1.9) since they all represent the error between the initial guess solution and the exact solution. Since $\left|\hat{\mathbf{V}}\left[k \omega_{o}\right]\right|=\frac{1}{k \omega_{o}}\left|\dot{\hat{V}}\left[k \omega_{o}\right]\right|$, the $\operatorname{term} \sum_{k=H}^{\infty} 2\left|\hat{\mathbf{V}}\left[k \omega_{o}\right]\right|$ is approximately twice the quantity $\frac{1}{\omega_{o}} \frac{1}{H} C$. The quantity $\frac{1}{\omega_{o}} \frac{1}{H} C$ is the error due to the truncation of higher order terms alone while the term $\sum_{k=H}^{\infty} 2\left|\hat{\mathrm{~V}}\left[k \omega_{o}\right]\right|$ is the error due to the truncation of higher order terms plus the error contributed by the aliasing of higher order terms to the lower harmonics. As we expected, for
periodic circuits, the error due to truncating higher order terms is equal to the error contributed by the aliasing.

The term $\sum_{k=H}^{\infty} \mid$ floor $\left.\left(\frac{k+H-1}{M}\right) \omega_{o}| | Q^{c}\left[k \omega_{o}\right] \right\rvert\, \bar{\beta}$ can also be related to $\frac{1}{\omega_{o}} \frac{1}{H} C C_{1} \beta$ since both terms stem from the quantity $\left\|\mathrm{J}_{H}^{-1}\left(\mathbf{V}_{H}^{0}\right) \mathbf{F}_{H}\left(\mathrm{~V}_{H}^{0}\right)\right\|$, where $\mathrm{V}_{H}^{0}$ is the initial guess voltage vector for the harmonic-Newton method. Unlike the truncation of the Fourier series coefficients where the error of $\mathrm{F}_{H}\left(\mathrm{~V}_{H}^{0}\right)$ is contributed by all terms in the equation, we found that for DFT, the error of $\overline{\mathbf{F}}_{H}\left(\overline{\hat{V}}_{H}\right)$ is contributed by the terms with derivative operator only (i.e. the term associated with charge). It is difficult to formulate explicitly the response of a nonlinear device from a stimulus represented in the frequency domain. Therefore, during each evaluation, we have to transform the stimulus of each nonlinear device into a time-domain waveform, calculate the resulting response waveform, and transform the response back into the frequency domain. When Fourier series expansion is used and truncation of higher order harmonics takes place, signals are distorted. Moreover, these error is accumulated each time we transform the signal back and forth between the time-domain and the frequency-domain. Hence, the error in evaluating $\mathbf{F}_{H}$ will be contributed by all terms in the system equation. When DFT and DFT are used, there is no error produced at the sampled time point when transforming the signal back and forth between the time-domain and frequency-domain, except for the terms associated with the derivative operator. This is due to the $j k \omega_{o}$ factor produced by the derivative operator.

Similar results can be derived for autonomous systems. The difference between the computed solution, $\overline{\mathbf{X}}_{H}^{c^{\bullet}}$, and the exact solution, $\hat{\mathbf{X}}^{c}$ is also bounded. This is given by the following inequality:

$$
\begin{align*}
& \left\|\overline{\mathbf{X}}_{H}^{c^{\bullet}}-\hat{\mathbf{X}}^{c}\right\| \leq \\
& \sum_{k=H}^{\infty}\left[\mid \text { floor } \left.\left(\frac{k+H-1}{M}\right) \omega| | 2 Q^{c}\left[k \omega_{o}\right]\left(\hat{\mathbf{V}}^{c}\right)|\bar{\beta}+2| \hat{\mathrm{V}}^{c}\left[k \omega_{o}\right] \right\rvert\,\right] \tag{9.1.11}
\end{align*}
$$

where $\overline{\mathrm{\beta}} \geq\left\|\overline{\mathrm{J}}_{H}^{C}\left(\overline{\hat{\mathbf{X}}}_{H}^{C}\right)^{-1}\right\|$, with $\left(\overline{\mathbf{X}}_{H}^{C}\right)$ being the initial guess of the solution, and $\overline{\mathrm{J}}_{H}^{C}$ being the Jacobian matrix of $\overline{\mathbf{F}}_{H}^{c}$.

For almost-periodic circuits, Spectre uses a special Fourier transform algorithm called Almost-Periodic Fourier Transform ( APFT ), a variation of the Gram-Schmidt orthogonalization procedure[23,16]. In APFT, the sampling time points are randomly selected. This makes the exact computation of the aliasing error impossible. However, we expect the aliasing error to be at most as large as the error contributed by truncation of higher harmonics; hence, the total error is estimated to be at most twice the error contributed solely by truncation. Recall that for almost periodic circuits, the difference between the computed solution, $\nabla_{H}^{*}(t)$, and the exact solution, $\hat{\mathbf{v}}(t)$ when truncation error is the sole contributor of error is bounded and is given by:

$$
\begin{equation*}
\left\|\mathbf{v}_{H}^{*}(t)-\hat{v}(\dot{t})\right\| \leq 2 \beta C_{1}\left\|\hat{v}_{H}(t)-\hat{v}(t)\right\|+\left\|\hat{\mathbf{v}}_{H}(t)-\hat{v}(t)\right\| \tag{9.1.12}
\end{equation*}
$$

where $\beta$ is the norm of the Jacobian matrix, and $C_{1} \equiv \max _{\mathrm{D} \times \mathrm{L}}\left\|\frac{\partial \mathrm{f}}{\partial \mathrm{v}}(\mathrm{v}, t)\right\|$. It is still difficult to estimate this error bound or express it in a closed form. However, we can control the total error by monitoring the additional error contributed by reducing the set of frequency from $\Lambda_{H}$ to $\Lambda_{H-1}$. If we define error ${ }_{H} \equiv\left\|\overline{\mathbf{V}}_{H}^{*}-\hat{\mathrm{V}}\right\|$ to be the error between the computed solution using APFT and the exact solution, then

$$
\begin{equation*}
\text { error }_{H-1}-\text { error }_{H}=2^{*}\left(2 \beta C_{1}+1\right) \sum_{\omega_{k} \in \Lambda_{H}^{\prime}}\left|\hat{\mathrm{V}}\left[\omega_{k}\right]\right| \tag{9.1.13}
\end{equation*}
$$

where $\Lambda_{H}^{\prime}$ can be $\left\{\omega\left|\omega=k_{1} \lambda_{1}+k_{2} \lambda_{2}+\cdots+k_{d} \lambda_{d}: k_{j} \in \mathbf{Z} ;\left|k_{j}\right|=H\right.\right.$ for $\left.1 \leq j \leq d ; k_{1} \geq 0\right\}$ or $\left\{\omega\left|\omega=k_{1} \lambda_{1}+k_{2} \lambda_{2}+\cdots+k_{d} \lambda_{d}: k_{j} \in \mathbf{Z} ; \sum_{j=1}^{d}\right| k_{j} \mid=H\right.$ for $\left.1 \leq j \leq d ; k_{1} \geq 0\right\}$ depending on which truncation is used.

### 9.2. Practical Estimate

Currently, Spectre relies on the user to choose intelligently the number of harmonics $H$ and is unable to give any feedback to the user regarding the accuracy of this particular choice of harmonics. We would like to make use of the error bounds derived in the previous section to predict the number of harmonics required for a given error objective before we start the harmonic-Newton
iteration. In this section, we will discuss periodic circuits first. Then the results will be extended into almost-periodic circuits.

Eqn. (9.1.8) and (9.1.11) give the upper bound of the difference between the computed solution and the exact solution for periodic nonautonomous systems and periodic autonomous systems. Note that it is difficult to determine the values of $\beta$ (norm of the Jacobian matrix) and $\left|\mathrm{V}\left[k \omega_{o}\right]\right|$ (absolute values of the Fourier coeficients of the solution) since these values are unknown prior to applying the harmonic-Newton method. Hence, we propose a algorithm to estimate these values for any given circuit.

In order to estimate the norm of $\hat{\mathrm{V}}\left[k \omega_{o}\right]$, we use Theorem C of Chapter 8 , which is repeated here:

Let $\mathbf{x}$ be a periodic function with an interval of periodicity $\left[0, T_{o}\right.$ ]. If the function itself together with its derivatives up to order $k-1, k \geq 1$ are continuous, and its $k$-th derivative is piecewise continuous in the interval, then there exists a constant $\mathbf{A}>0$ such that the Fourier coefficients $\mathbf{X}^{c}\left[k \omega_{0}\right]$ satisfy the inequality $\left|X^{c}\left[k \omega_{0}\right]\right| \leq \frac{\mathbf{A}}{|k|^{k+1}}$.

Note that this theorem implies that the series $\mathbf{X}^{R}\left[k \omega_{o}\right]$ and $\mathbf{X}^{I}\left[k \omega_{o}\right]$ approach zero no slower than $\frac{1}{k^{x+1}}$.

Since we are only interested in finding the error bound, we can approximate $\left|\hat{\mathbf{V}}\left[k \omega_{o}\right]\right|$ by its bound $\frac{\mathrm{A}}{k^{k+1}}$ as stated in the theorem above. The remaining task is to find a practical and low cost way to estimate K and A . The quantity K measures the smoothness of the function or the nonlinearity of the circuit. For linear circuits, k is infinite; in fact, it only has one harmonic component which is the same as that of the input. For weakly nonlinear circuits, x should be fairly large since the amplitude of the Fourier coefficients is expected to vanish very rapidly as $k$ gets large. For nonlinear circuits which produce large harmonic terms, a smaller $\kappa$ is expected. We further assume that the voltage and the current spectra have similar shapes as illustrated in Fig. 9.1. Thus, the $\boldsymbol{k}$ extracted from the current spectra can be used for the voltage spectra and vice versa.

In order to obtain $A$ and x , We take advantage of the initial guess voltage waveform generated by Spectre. Spectre's initial guess $\overline{\mathbf{V}}^{0}$, is obtained by running an AC analysis on each input frequency. This initial guess usually consists of only the first harmonic term. The value $A^{i}$ can be estimated to be $\max _{k}\left|\overline{\mathbf{V}}^{i}\left[k \omega_{0}\right]\right|$ if more than one harmonic terms are generated. Since $\overline{\mathbf{F}}^{i}\left(\overline{\mathbf{V}}^{0}\right)$ represents the current flowing into node $i$ when the initial voltage, $\overline{\mathbf{v}}^{\mathbf{0}}$, is placed on the circuit, we can approximate x by calculating $\overline{\mathbf{F}}^{i}\left(\overline{\mathrm{~V}}^{0}\right)$ up to some maximum number of harmonics, $H_{\text {max }}$, and choose the corresponding $x^{j}$ which minimizes the difference between $\frac{A^{i}}{|k|^{j}+1}$ and the magnitude of the corresponding $\overline{\mathbf{F}}^{i}[k \omega]$. One illustration of the magnitude of $\overline{\mathbf{F}}^{i}\left(\overline{\mathbf{V}}^{0}\right)$ is shown in Fig. 9.1. Since $\overline{\mathbf{v}}^{0}$ is just an initial guess, we will be wasting a lot of computational effort to choose a fancy routine to minimize the error between curve $\frac{A^{i}}{\left.|k|\right|^{i}+1}$ and $\overline{\mathbf{F}}\left[k \omega_{o}\right]$. Therefore, we only choose randomly one coefficient $k_{o} \omega_{o}$ of $\mathbf{F}^{i}$ with $k_{o}$ sufficiently close to $H_{\text {max }}$, and find the corresponding k using the equation $\mathbf{F}^{i}\left[k_{o} \omega_{o}\right]=\frac{A^{i}}{\left|k_{o}\right|^{j}+1}$. The global K of the circuit can be computed by some


Figure 9.1 Illustration of magnitude of $\overline{\mathbf{F}}^{\prime}\left(\overline{\mathbf{V}}^{0}\right)$.
weighted sum of $\kappa^{j}$. In our case, we choose the average of the two quantities $\left(\sum_{i} \kappa^{i}\right) / n$ and $\min _{i}\left(\kappa^{j}\right)$.

The flow chart of the technique described above in predicting the number of harmonics for periodic circuits is shown in Fig. 9.2. Two variables need to be set by the user before applying this algorithm. They are $H_{\text {max }}$, the maximum number of harmonics desired, and error ${ }_{\max }$, the maximum error allowed.

- We also propose a similar technique to predict the number of harmonics for almost-periodic systems. At this point, Spectre limits the set of the fundamental frequencies to have two elements $\left\{\lambda_{1}, \lambda_{2}\right\}$; hence, we will only focus on the case where the circuit has two input signals whose frequencies are not harmonically related. Similar to periodic systems, the major task here is to estimate $\left|V\left[\omega_{k}\right]\right|$ for all $\omega_{k} \in \Lambda_{H_{\max }}$. Since we are unable to find a theorem analogous to Theorem $C$ of Chapter 8 for almost periodic systems to bound the coefficients $\left|\hat{\mathbf{V}}\left[\omega_{k}\right]\right|$, we need to resort to some heuristic method. Based on our experiments with many almost-periodic systems, we propose the following scheme: First, we need to determine two important parameters $\kappa_{1}, \kappa_{2}$, each measuring the shape of the voltage spectrum when the other input is not presented (i.e. when $\omega_{k}=k_{1} \lambda_{1}$ or $\omega_{k}=k_{2} \lambda_{2}$ ). The quantities $\kappa_{1}$ and $\kappa_{2}$ can be obtained by the same method as the one used in periodic systems to obtain $\kappa$. For the intermodulation terms where $\omega_{k}=k_{1} \lambda_{1}+k_{2} \lambda_{2}$ with $k_{1}$ and $k_{2}$ being two nonzero integers, we use some weighted function of $\kappa_{1}$ and $\kappa_{2}$ to estimate the voltage magnitude. In fact, the weighted function is

$$
\frac{\left|k_{1}\right|}{\left|k_{1}\right|+\left|k_{2}\right|} \kappa_{1}+\frac{\left|k_{2}\right|}{\left|k_{1}\right|+\left|k_{2}\right|} \kappa_{2}
$$

The flow chart is shown in Fig. 9.3.

### 9.3. Simulation Results

The algorithm described in the previous section has been implemented into Spectre to evaluate its accuracy and also to verify the theories derived in Chapter 7 and Chapter 9. Since Spectre


Figure 9.2 Flow Chart to estimate number of harmonic in perioidic circuits.


Figure 9.3 Flow Chart to estimate number of barmonic in almost-periodic circuits.
is limited to simulations of nonautonomous systems, we can only test the algorithm for periodic nonautonomous and almost-periodic nonautonomous circuits.

For periodic nonautonomous circuits, we used three different traveling-wave distributed amplifiers as test circuits. The first test circuit is a GaAs traveling-wave distributed amplifier (denoted as GaAs amplifier in Table 9.1). Simulation results of the first test circuit with two different input voltage magnitudes and different maximum allowed errors are given in Fig. 9.4, Fig. 9.5, Fig. 9.6, and Fig. 9.7. GaAs amplifier (I) has input voltage magnitude of -10 dB , GaAs amplifier (II) has input voltage magnitude of -0 dB , and the input voltage magnitude of GaAs amplifier (III) is -5 dB .

The second test circuit is also a GaAs traveling-wave distributed amplifier (denoted as J.Orr amplifier in Table 9.1) which has a different design from the first test circuit. Simulation results of two different input frequencies are given in Fig. 9.8 and Fig. 9.9. J.Orr amplifier (I) has input frequency of 1 GHz while J.Orr amplifier (II) has input frequency of 2 GHz . The last amplifier is an npn bipolar traveling- wave distributed amplifier. The simulation result is given in Fig.9.10. The results for periodic nonautonomous circuits are summarized in Table 9.1.

| test | Err. (V) | Est. | Err. (V) | Err. (V) | \% error |
| :--- | :--- | :--- | :--- | :--- | :--- |
| circuit | Allowed | H | Estimated | Observed |  |
| GaAs amplifier (I) | $8 \mathrm{e}-3$ | 4 | $1.2 \mathrm{e}-5$ | $1.1 \mathrm{e}-4$ | 0.02 |
| GaAs amplifier (II) | $1.5 \mathrm{e}-2$ | 8 | $3.4 \mathrm{e}-2$ | $1.0 \mathrm{e}-1$ | 5.7 |
| GaAs amplifier (II) | $5 \mathrm{e}-3$ | 16 | $3 . \mathrm{e}-3$ | $1.2 \mathrm{e}-2$ | 0.7 |
| GaAs amplifier (III) | $8 \mathrm{e}-3$ | 4 | $5.3 \mathrm{e}-4$ | $1.8 \mathrm{e}-3$ | 0.16 |
| J.Orr amplifier (I) | $2 \mathrm{e}-2$ | 8 | $1.7 \mathrm{e}-3$ | $1.3 \mathrm{e}-4$ | 0.09 |
| J.Orr amplifier (II) | $2 \mathrm{e}-2$ | 8 | $3.9 \mathrm{e}-3$ | $1.1 \mathrm{e}-4$ | 0.22 |
| amplifier | $6 \mathrm{e}-3$ | 4 | $1.5 \mathrm{e}-4$ | $5.1 \mathrm{e}-3$ | 0.8 |

Table 9.1 Comparison of Error Estimated and Observed for Periodic Nonautonomous Circuits

For almost-periodic circuits, we used a GaAs double balanced mixer as our test circuit. Since the input frequencies and the frequencies of the intermodulation terms differ in several orders of magnitude, it is almost impossible to observe these intermodulation terms and the input frequencies at
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Figure 9.4 (a) Output Spectrum of GaAs amplifier (I) with 4 Harmonics.

## gtwa Input=-10dbm harmonics=16



Figure 9.4 (b) Output Spectrum of GaAs amplifier (I) with 16 Harmonics.


Figure 9.4 (c) The Difference Between Output Spectrum of GaAs amplifier (I) with 4 and 16 Harmonics.
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Figure 9.5 (a) Output Spectrum of GaAs amplifier (II) with 8 Harmonics.
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Figure 9.5. (b) Output Spectrum of GaAs amplifier (II) with 32 Harmonics.
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Figure 9.5 (c) Difference Between Output Spectrum of GaAs amplifier (II) with 8 and 32 Harmonics.
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Figure 9.6 (a) Output Spectrum of GaAs amplifier (II) with 16 Harmonics.


Figure 9.6 (b) Difference Between Output Spectrum of GaAs amplifier (II) with 16 and 32 Harmonics.


Figure 9.7 (a) Output Spectrum of GaAs amplifier (III) with 4 Harmonics.
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Figure 9.7 (b) Output Spectrum of GaAs amplifier (III) with 16 Harmonics.
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Figure 9.7 (c) Difference Between Output Spectrum of GaAs amplifier (III) with 4 and 16 Harmonics.
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Figure 9.8 (a) Output Spectrum of J.Orr amplifier (I) with 8 Harmonics.
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Figure 9.8 (b) Output Spectrum of J.Orr amplifier (I) with 16 Harmonics.
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Figure 9.8 (c) Difference Between Output Spectrum of J.Orr amplifier (I) with 8 and 16 Harmonics.
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Figure 9.9 (a) Output Spectrum of J.Orr amplifier (II) with 8 Harmonics.
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Figure 9.9 (b) Output Spectrum of J.Orr amplifier (II) with 16 Harmonics.
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Figure 9.9 (c) Difference Between Output Spectrum of J.Orr amplifier (Il) with 8 and 16 Harmonics.
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Figure 9.10 (a) Output Spectrum of amplifier with 4 Harmonics.
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Figure 9.10 (b) Output Spectrum of amplifier with 16 Harmonics.
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Figure 9.10 (c) Difference Between Output Spectrum of amplifier with 4 and 16 Harmonics.
the same time. Thus, the simulation plots for the almost-periodic case are not included in this thesis. The simulation results for this almost-periodic circuit are summarized in Table 9.2. As we can see from Table 9.1 and 9.2, the pridiction errors are all reasonably small for both the periodic and almost periodic cases regardless of the course and inaccurate initial guess voltage used.

| test | Err. (V) | Est. | Err. (V) | Err. (V) | \% error |
| :--- | :--- | :--- | :--- | :--- | :--- |
| circuit | Allowed | H | Estimated | Observed |  |
| mixer | $5 \mathrm{e}-4$ | 2 | $3.4 \mathrm{e}-4$ | $1.5 \mathrm{e}-4$ | 0.86 |
| mixer | $5 \mathrm{e}-6$ | 4 | $3.5 \mathrm{e}-6$ | $4.6 \mathrm{e}-6$ | 0.005 |

Table 9.2 Comparison of Error Estimated and Observed for Almost-Periodic Nonautonomous Circuits

As mentioned before, the two important elements which greatly impact the accuracy of this algorithm are $\mathbf{A}$ and K . Since both quantities are determined using the initial guess voltage generated by Spectre, the accuracy of this algorithm relies heavily on the accuracy of this initial guess voltage. If the initial guess voltage is close to the exact solution, the estimated error will be ciose to the exact error observed. Since the initial guess voltage usually consists of only the fundamental harmonic, this initial guess voltage can be far from the exact solution. If we can find a way to generate a better initial guess solution, we will not only be able to improve greatly the accuracy of this scheme but also improve the speed of convergence of the harmonic-Newton iteration at the same time.

### 9.4. Conclusion

In PART II of this thesis, we introduced the harmonic-Newton method for finding the steady-state solutions of nonlinear circuits. In particular, we have discussed the convergence of this method for periodic nonautonomous systems, almost periodic systems, and periodic automous systems when Fourier series expansion is used. We also showed that the harmonic-Newton method is convergent when DFT is used.

A complete error analysis has also been presented. We utilized the theoretical analysis by proposing an efficient scheme to estimate the number of harmonics needed prior to applying the harmonic-Newton method for a given error objective. This significantly improves the efficiency of Spectre, a program built on the harmonic-Newton method. Simulation results prove the robustness of this method and therefore confirm the usefuiness of the theory derived.

## CHAPTER 10

## Conclusions

In this thesis, we looked at the circuit simulation problem from both the time domain and the frequency domain point of view. We first discussed the limitations of conventional simulation methods when time-domain transient analysis is of primary interest, and presented the motivation for using relaxation-based techniques. We then studied various relaxation-based techniques: linear relaxation, nonlinear relaxation, waveform relaxation, and timing analysis techniques, with their numerical properties summarized and problems presented.

In light of their problems, we described and formalized the Implicit-Implicit Explicit (IIE) method and studied rigorously its numerical properties. We showed that the Implicit-Implicit Explicit method is consistent, stable, and convergent even when floating capacitors are present in the circuits.

Based on the IIE method, we implemented an initial waveform generator for RELAX. The implementation results proved that the IIE method is indeed accurate and convergent. In fact, in most of our test circuits, the waveforms generated by the initial waveform generator are indistinguishable from the final solutions. However, we also found that the time step required for the IIE method is smaller than the one used by the trapezoidal method used in RELAX. This reduces the efficiency of the simulator and results in increase in CPU time.

Since transient analysis is very time consuming, it will be desirable to bypass the analysis of transient responses if steady-state solutions are of the only concern. This is especially true when the circuit under analysis has a low damping factor. This leads naturally to frequency-domain simulation since frequency-domain analysis only evaluates the steady-state waveforms. Frequency domain techniques have an additional advantage that distributed elements such as resistors, inductors, and capacitors in transmission lines are much easier to model. Thus, in the second part of this
thesis, we examined an important frequency-domain simulation technique, the harmonic-Newton method.

We first extended the harmonic-Newton method to autonomous systems and showed how we can form the new Jacobian matrix for these systems. Then, we looked at the implementation aspect of the harmonic-Newton method. In order to perform circuit analysis in the frequency domain, it is necessary to truncate the number of harmonics considered to reduce the infinitedimensional problem into finite dimension. We proved the convergence of the harmonic-Newton method. This is important since it guarantee that the solutions obtained after truncation takes place are meaningful.

When DFT is used, not only the truncation error, but also the aliasing distortion is introduced. This distortion coupled with the additional error arose when signals are being transformed between the time domain and the frequency domain, makes the total error hard to predict. In the thesis, we also proved the convergence of the harmonic-Newton method when DFT is used and presented the corresponding theoretical bounds. Based on the theoretical findings, we implemented an error estimation scheme which can be used to choose the number of harmonics needed for a given error objective. This scheme is proved to be rebust and useful and can significantly improve the efficiency of Spectre.
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