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SPIN COATING SIMULATION USING FINITE ELEMENT METHOD

by

RAMAH SUTARDJA

ABSTRACT

A spin coaling simulator is developed and incorporated into the general purpose process simulator
CREEP. The spin model is based on the mechanics of viscous creep-flow and it's finite element formu
lation is solved in cylindrical coordinates. The analysis also accounts for inenia and surface tension
effect. Nonlinear terms in the Navier-Stokes equations are included to account for the eddy flow in the
fluid. It is found that evaporation has an important role in determining the final film thickness. At
present, Newtonian fluids are being studied.
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Chapter 1

v Introduction

Planarization is a factor limiting the refinement of feature resolution (critical dimension). The

increasing importance of planarization has fostered many studies of the planarizing capabilities ofcommer

cial photoresist and and polyimide. This project addresses the problem of spin-on coating profiles over

arbitrary topography. Most theories of spin-on film thickness deal only with flat surfaces. However, there

is no literature on the simulation of spin-on resistoverstepsand irregular topography.

Several spin models have been proposed in recent years. For example, L. K. White l approximates

spin-on film on complex topography by considering the spin-on film as a low pass frequency filter. How

ever, thefirst detailed hydrodynamic analysis ofspin coating ofa Newtonian liquid was given byEmslic a

al2They assumed that the local centrifugal force per unit volume isuniform across the thinning film and is

balanced solely by viscous shear across the film due to the radial liquid flux. These assumptions are valid

when the Reynolds number Re = pVH I\i ismuch less than unity (H being a characteristic length scale for

the thinning film, p. the fluid viscosity, p the fluid density, and V the characteristic velocity of the fluid.

However, their work focussed mainly on films over flat substrate surfaces. Our project is to study the spin

problemover any kind of substratetopography.

The formulation of our model is basedon the mechanics of viscous creeping flow and it is solved in

cylindrical coordinates using the finite element method. We have also included the nonlinear terms in the

Navier-Stokes equations to account for the eddy flow in the fluid. The parameters which have been

included in the model are:

1) spin time

2) spin speed

3) film viscosity

4) film density

5) surface tension of the film



Evaporation is not included in the model. However, it can be readily incorporated by assuming cer

tain volumetric shrinkage rate of the film during spinning or after spinning.
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Chapter 2

Modeling of the Spin Process

Photoresist may be modeled as a viscous fluid. Thus we formulated the spin problem using the

viscous fluid model The virtual work principle is used for the finite element formulation of the problem.

Thefollowing formulation is very similar to theonederived byP. Sutardja3 foroxidation.

1. Virtual Work Principle

Let the primary variable of the flow equation be the velocity. The following is the statement of the

virtual work principle.

The total work done by an arbitrary (infinitesimal) variation of velocities about the actual
values, assuming all the external and internal forces being held unchanged, should equate to
zero.

In mathematical form, this is given by

Wa=W{ (1)

where

Wt ={. f-8v dT+£ b-8v dQ,, (2)
W<o£&orfa( (3)

CI = body of interest,

rf = portion ofboundary where surface tractionis applied,

f = surface traction on r,,

b = body force per unit volume, includingacceleration effects,

v = velocity,

•

e = strain rate (appropriate for velocity formulation),

a = stress in the body.

In terms of matrix notation, this can be written as

£ SvTtdr+[iSvTbdCi=[i^TGdCl (4)



Before we start the discretization process, we set f=0 initially. By considering the problem as

axisymmetric, we then have (in cylindrical coordinates),

_ _

•» m Zrr <*rr

Vr br • fee Gee

v«
, b = b, . e=

e„
. a= <T„

' Y« <*«

In ourmodel, we have b, « pcoV. We assumeb, • 0.

2. Constitutive Relations

The stress and strain vectors can each be split into a shearand compressive component:

where

& =

e' =

where

cr'ee

Or,

e'

e'ee

*'»
7«

<3" =
o>
o>
0

>- 1e -y

,<wwf

(5)

(6)

(7)

(8)

(9)

o> =1/3 (o\r+aeer«J«) » o'fr8^-^ . o^ee =<Jee-o>. , o'ssaB-o> ,and (10)

e„ o 1/3(e^+eee+eM) . E'„.=e„.-ev , e'ee =ew-e* . e'B=e„-e» (11)

It can be easily recognized that cp =-P = -pressure and ev =volumetric strain rate. We shall now make
• • •

the assumption that the fluid is incompressible. Hence e» =0 and e =e'.

The stress - strainrelationship for viscous fluid is given by

& = t\Dz.'= t\Dz

where T) is the coefficient of viscosity and

D =

2 0 0 0
0 2 0 0
0 0 2 0
0 0 0 1

(12)

(13)



We can now rewrite the constitutive relation for incompressible viscous flow as

o=<f-mp =T\Dz-mP

where mr = [l 1 1 0].

3. Discretization

The discretization can now proceed. Let

where

V =

From small strain analysis.

where L is the strain operator

v = NV

vi

Vi =
Vir

Viz

6vr = 8VrNr

e = Lv

L =

d
~5F

0

1
0

r

0
a

-3F
d a

"3F "3F

. w

tf,Cx.y) o
N=fNi. -N»] » N< = 0 Ni(x,y)

Now, the N, 's are 2x2 matrices since v has r and z components. Hence we have

(14)

(15)

(16)

(17)

(18)

(19)

(20)

We can also write e = BV where B=LN. Thus we have

&r = 8VrBr (21)

Applying the finite element approximation to the virtual work principle, and factoring out SVT, we get,

5VTk BTa dCl =SV7^ Nrb dCl
Since this is true for arbitrary variation 6V ,

(22)



^BT(k&-mP)dn=[itfrbdCl (23)
^Br(T\De-m/,)rfQ=|lN7,bdQ (24)

Discretization is not complete if P is not discretized. If we discretize P in a similar manner as we did for

the velocities, we wil have n unknowns for P. There will then be more variables than equations set up (2*

equations vs 3n unknowns). Indeed the missing equation is the incompressibility condition:

e*=0 (25)

We can set up another n equationsby premultiplying equation (17) by 67* and integrating over CI. How

ever, this will result in a 3n x3n matrix with n zero diagonal entries, which is undesirable. We shall instead

try to eliminate the pressure term to form 2n equations in 2n unknowns.

4. Penalty Function Method

A way of eliminating the pressure term is by introducing a limiting constraint of the form

P=-a£v (26)

It is conceivable that if a is infinitely large, than e« must be zero for ? to have any finite value. We shall

use a large value for a in our simulation to approximate the incompressibility condition.

We can now write

^ =JL+*L+*L =mre (27)e* T*r"3T*r-3I

Hence, we have

or

where

£B^nDe+ctmmrE) dCl =£N^b dCl (28)
[£ BT(T)DB +amm^B) dCl ]V =£ N^b dCl (29)

[KV+KP]V = F (30)

KysTi^B^DB^Q (31)
Kp^a^mm^dQ. (32)

F^NHx/Q (33)

We thus have 2n x2/i matrix equation of the form

KV = F (34)



The above formulation is known as the penalty function approach in the finite element literature. The

resulting matrix K is positive definiteand can be solved by direct Gaussian elimination.

5. Justification of the Model.

The first order analytical approximation of the thickness of a film with time for the Newtonian fluid

model is given by4

"-^ 4-p(o2f
(35)

where 2,o is the initial height at the surface of the film,and z, is the height at the surface of the film after

timer.

To verify our formulations, we simulated the spinning of a film on a flatsurface and compared the results

with eq. 36. Thickness data were obtained in a period from 0.05 sec to 2.2 sec. The log-log plot of the

simulation resultsand the analyticalsolutionsare shownin Fig. 1. Agreementis excellent.

too

3 10

+ : Analytical data
: Simulation curve

>d__ha_i_^^_4^^J_

0.001 0.01

^~^^^^^^

; T| = 0.2 poise
p = 1.5 g/cm3
2,0 a 14 pm

--_^^^_—_j^j-J_^____,__i—_^_^-—_^-_->-

0.1

Spin time (second)

Fig. 1. Log-log plot of simulation resultsand analytical solutions.
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Chapter 3

Boundary Conditions

The number of mesh points used has critical effect on the simulation time. It would be ideal to simu

late only the region close to the topographic features, with artificial boundary conditions imposed on both

ends of the domain as shown in Fig. 1.

1
Ari;«r.t

r,

5

r:
r:

IS

'2
<

Phstcrcsis?

n
S-=i-. .-»•.• A

Fig. 1. Artificial boundary conditions imposed on both ends of the simulation domain.

Stillwagon et al5 show that spin coating produces conformal film profiles over gaps onthe substrate

with widths greater than about 50 urn. Therefore, the regions sufficiently far away from the topographic

features should behave like that of a flat substrate. We tried a number of methods in imposing the boun

dary conditions. One method is using the first order differential equation governing creep flow over a flat

substrate:

dan = -b. (1)

where o„ is the shear stress along the r-z plane, and br - force per unit volume in the r direction.

From this equation, we can derive the radial and the vertical velocities at any given height (z) and

radius (r) in the fluid. The respective equations for the radial and the vertical velocities are

v. =
br

(-z+2z,)r (2)



I v,=-G^(*,x2-*3/3)
where 2, is the height at the surface,and 11 is the viscosity of the fluid.

(3)

This method was tried but it does not give satisfactory results. We believe it is because the slight

discrepancies between the solutions on a flat substrate and the actual simulated domain produces errors

which propagate throughout the fluid after several time steps.

Another method we have tried is fixing the boundary by imposing the first order approximation of

force vectors along the cross-sectional surface. Unfortunately, this method has the same problem as the

previous method.

Let us now consider the boundary I"i in figure 1, with no boundaryconditions imposed on it As the

fluid flow is pinned at point A, the simulation result will show the rotation of fluid around that point (Fig.

2). We are not interested in this region.To eliminate this problem,we can use a coarsemesh at this region.

A coarse mesh will stiffen the structure by not allowing this kind of rotation. It gives us good planar solu

tions for the boundary I"3. in Fig. 1. As the new versionof the mesh generator is incorporated into our pro

gram, we areable to dissect the simulated region into three regions of different densities (Fig. 3), and thus

we can afford to increase the mesh density near the region of interest and use a very coarse mesh for the

rest of the regions.

Ariier.t

_^

Pr.:*.or«3i9*..

n

"^

A
i.zz'.r*;*

Fig. 2. Rotation of fluid around point A.
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Coarse mesh Fine mesh
Coarse mesh

Fig. 3. The simulation domain is divided into 3 regions of different mesh densities.



Chapter 4

Reynold's Number and Numerical Instabilities

The Navier-Stokes equations describing theviscous flow is given by:6

P^+P<"# +̂ )=-^*^*|^) (2)
where u and v are the velocities in the r and z direction respectively, and P is the fluid pressure. In the

aboveequation, anincompressible fluid withno body force hasbeenassumed.

When the Reynold's number is high, eddy flow7 may occur, especially atlarge radii where the velo

cities are high. Consequently, the non-linear convective terms (the second terms at the left hand side of

Equation 1andEquation 2) may notbe neglected.

As a rough guide, when the Reynold's number is much smaller than one, it is considered to have a

low value. To include the above nonlinear terms in oursimulation, Newton-Ralphson's iterative method is

employed.

Furthermore, the solutions of the Newton-Ralphson's iterative method may not converge when the

Reynold's number is high. One way of overcoming this problem is to use smaller size of finite elements.

However, this method may betoo costly interms ofcomputer time. A method which does not require finer

mesh is the upwind method, which will not be discussed here. However, when the Reynold's number is

larger than a critical value, the fluid flow become turbulent Our model is not able to predict this kind of

behaviour.'

11



Chapter 5

Results

When a polymer film is dispensed on a wafer in a spin process, a layer of film with a thickness of

several hundred micrometers is formed initially. To simulate the process starting from several hundred

micrometers in order to study a structure with a dimension of a few micrometers, it will take the computer

extremely long time to finish the simulation. This is very impractical and costly. By running many simula

tions and ignoring surface tension effect, we verified that the final profile is independent of the initial thick

ness of the film. Furthermore, the initial profile does not affect the final profile as long as sufficiently long

simulation time has elapsed (see Fig. 1).. In Fig. 1(a), 1(b) and 1(c), the same values of spin speed, film

viscosity and film density are used. The final profiles obtained from these three cases coincide after

approximately 0.04 second (see Fig. 1(d)). This is in agreement with the first order equation of spinning of

a flat film (eq. 235), which is:

12

Notice that the term involving the initial height (2,0) is generally negligible compared to the term

involving viscosity and density, and that surface tensionplays no role on planar surfaces.
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n

(a) Initial profile

JT

(b) Initial profile

n

(c) Initial profile

Jl

4

♦

(d) Final profile after a fraction of a second.

Fig. 1. Final profile is independent of initial profile after sufficiently long time.
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1. Simulation of Profiles over Example Topographic Features

Polymers with Negligible Surface Tension

Figures 2, 3, 4 and 5 show the simulation results over various features. All simulations have the

spin axis on the left edge of the profile. The following data are for the simulations performed for these

figures.

Spin speed: 4700 rpm

Film density: 1.5 g/cm3

Film viscosity: 0.27poise (dyne-second/cm2)

Simulations of step topography are shown in Figures 6 and 7. All features are 1 cm away from

the center ofthe wafer. The input files ofthe above examples can be found in Appendix D.

b) Polymers with Surface Tension Value C30 - 50 dyne/cm)

Simulation of spin-on polymer films with surface tension value between 30 dyne/cm and 50

dyne/cm were performed. The initial profiles are similar to those in Figures 2, 3, 4 and 5. The simula

tion results show that the final profiles are level after one-tenth of a milli-second.

The above simulation suggests that the surface tension effect overwhelms the centrifugal flow of

polymer during spinning. In order to confirm the hypothesis, we performed the following two simula

tions.

First, a layer of polymer with an initial profile as shown in Fig. 8(a) is spun until apseudo-steady

state profile is obtained. Surface tension is ignored here. Fig. 8(b) shows the pseudo-steady state

profile. Let H be the change in height as shown in Fig. 8(b). We define the time constant, xh to be

the time taken for the maximum height to reach Me (e =2.7182818...) of the pseudo-steady state max

imum height Let the change in the maximum height after time Xj be 6//.

Second, a surface tension value of 40 dyne/cm is introduced into the simulation of the profile

shown in Fig. 8(b). The polymer is allowed to relax under the effect of surface tension until the film

profile is almost flat (see Fig. 8(c)). Another time constant, t2, is defined here as the time taken for a

change of height 6// (loss in height) to occur.
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From simulations, we obtained the following values:

( Xi" 0.05 second

x2" 3 x KT6 second

We also estimated ti and x2 for the simple feature shown in Fig. 8. We believe Xi should be on

the order of 5/V, and x2 on the order of Stj/y, where 5 is the feature width, V the average velocity at

the top of the feature, T| the viscosity of the polymer film, and y the surface tension coefficient of the

film. Using the values 5 = 1 x 10~* cm, V s 1.4 x 10"3 cm/sec, i\ = 0.27 poise, and y« 40dyne /cm.

we obtain,

Xi " 0.07 second

x2 " 7 x 10"7 second

The analytical predictions for the time constant do not differ significantly from the observation

from simulation. Notice that Xi is four orders of magnitude larger than x2. Thus we conclude that sur

face tension is the dominant effect on the film profile during spinning.

c) Shrinkage

In practice, a flat film profile is never seen from photographs obtained from scanning electron

microscopy (SEM). Therefore we suspect that shrinkage may be responsible for the final film profiles.

Fig. 9 shows the simulation result obtained from shrinkage with no spinning.

2. Laboratory Experiment
i
t

The main difficulty of the experiment is to preserve the resist profile before taking SEM photo

graphs. In order to take SEM photographs, the sample has to be hard-baked. However, hard bake will

cause considerable reflow of the resist. It is learned that photoresist will harden due to the cross-linking

of the molecules when exposed to ultra-violet (UV) radiation. We used this hardening method in the

laboratory.

First, we spun a layer of KTI 820 photoresist (27 centi-poise, 32.5 % solute) on a wafer with

some topography on it Then we baked the wafer as short time as possible to avoid reflow of the resist
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(at 120 degrees Celcius for 1minute). The wafer was then put into the nitrogen plasma chamber. Nitro

gen plasma is known to produce UV radiation without etching the photoresist The photoresist was UV

cured for 10 minutes.

We examined the SEM photographs of the topographic features (single bump and double bumps)

0.75 cm away from the center of the wafer (Fig. 10 and Fig. 11). The corresponding simulation results

(assuming shrinkage determines the final profile resist profile) are shown in Fig. 12 and Fig. 13. The

simulation results look very similar to the laboratory results
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Fig. 2. A bump,
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Fig. 3. Two bumps.
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Fig. 5. A rectangular groove.

18



(

Fig. 6. A step.

Film

Substrate
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(a) Initial profile. (b) Spinning with negligible surface tension.

(c) Surface tension effect levels the surface.

Fig. 8. To show the significance of surface tension in spin coating processes.

Initial Profile
X

J
~~^
Profile after shrinkage

Fig. 9. Shrinkage with no spinning.
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Fig. 10. SEM photograph of a bump.

Fig. 11. SEM phoiograph of two bumps.
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r\

Fig. 12. Simulation result corresponding to Fig. 10.

J~Y—T\

Fig. 13. Simulation result corresponding to Fig. 11.
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Chapter 6

Future Work

There area number of improvements thatcanbe made to the model:

1) Evaporation

2) Non-Newtonian fluid behavior

3) Viscoelastic behavior

4) Acceleration

5) Variable concentration (inhomogeneous material properties)

6) Instability during spinning

The first improvement is to include solvent evaporation during spinning. Flack et al. 8 has shown

that solvent evaporation controls the film thickness. Meyerhofer9 predicted that evaporation rate is propor

tional to the squareroot of the spin speed. Flackalso suggested thatphotoresistmay not exhibit Newtonian

behaviorat high spin speed. We need to do more studiesto investigatethe accuracy of the Newtonian-fluid

assumption.

The assumption of viscous flow of fluid may be invalid when most of the solvent has been eva

porated. We believe the film will become viscoelastic towards the end of spinning. Hence, a viscoelastic

model may be required to account for the change of fluid properties.

Evaporation also results in inhomogeneous material properties, especially in the vertical direction.

To account for this phenomenon, a more elaborate physical model is needed. Furthermore, transient

analysis of the problem is required.

Acceleration at the startof the spin may affect the final profile. The kinds of instabilities in the flow

described by Damon10 ("waves of liquid moving form the center out") can be observed when the accelera

tion is not rapid enough (of the order of 0.2s or larger) or when the solution is applied very nonuniform!)-,

and particularly at low spin speeds. This suggests that the term -2f- in equations 4.1 and 4.2 has to be

included in the simulation program. However, solving this kind of U'ansicnt problem at this stage is too

23
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prohibitive in terms of the CPU time.



Chapter 7

/ Conclusions

We have introduced a spin model and incorporated it into CREEP, a general process simulator.

The simulation results show reasonable film profiles over several different types of topography. Com

plete simulation starting from a thick initial film is still impractical at this moment. However, it is

found that we need not start from a thick film of photoresist material in order to get the profile when

the film is spun to a thin layer. The surface-tension effect is significant and requires a very small time

step to produce stable simulation results. However, from simulation results, we believe the final film

profile is determined by the shrinkage of the film. We suspect a non-constant viscosity also has an

important effect on the surface tension of the film. In the future, we hope to include a solvent-

evaporation model to account for the variation in film viscosity.

25
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Appendix A

Derivation of Stiff Matrix.

The matrix equation forpressure-velocity formulation of fluid flow is repeated below.

where

then

(BrDB)i =

[K,+KP]V = F

K*=r\[iTiTDBdQ.
Kp=o|1B7*mm7'Bja

F=^NrbrfO

B,=LNi

B,=

• *

Ni, 0

IM 0

0

. .

Wi'Nj, + frNiNj +NiaNja NiaNj,
Ni,Nu Wi*NiA+Ni,rNj,

(BrmmrB)i =
M, +±NiWu +Ity) NjANu +|M)

NiANj, +±Nj) NiaNjj
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Appendix B

Surface Tension Effect

The model for surface tension is given by

E,=yA, (1)

where E, » surface energy,

Y s surface tension coefficient,

A, s surface area.

and the rate of change of surface energy is

E,=ySAs (2)

Consider the following triangularelement.

r,

For this element, the total sufaceenergy is

Es = £,«,+ Esjm + E,„i (3)

Now, let us consider the surface energy contribution from each segment. Using segment i-j as an

example, we have

EttJ=(rdl (4.1.

r r—
=J rVl+a2 dr where a =-^-^- (4.2\

= V& Vl+a2 (rf-r,2) (4.?)

28
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=Vi (n+rj) 1(n-rj?+(*,-*; )2 (4.4)

Therefore,

fttf-Vifa+r;)^ (5)

where

/i/=V(r,-r>)2+(2,-ry)2

By partial differentiation of equation S, we have

with respect to r,-:

i«»+ari> (6)
with respect to r,-:

•yfri +OK^) (7>
*•;



Appendix C

Spinner User Manual

30

The spinner module contains the following commands. For other commands of CREEP, please refer
to the PhJ>. thesis of P. Sutardja ^Finite-Element Methods for Process Simulation Application to Silicon
Oxidation", UCB, May, 1988).

spin

time

t divide

del t

surf tension

This is the command to perform the spinning process, reflow and shrinkage,

depending on input parameters.

A float (floating point) variable (initially set to 30.0 second). This is the total spin

time, which can be subdivided into smaller time intervals by the command vari

able tjiivide. If the spin speed is zero, then time is by default divided into 30

equal intervals unlessthe command tjiivide is specified with a positivevalue. If

tjiivide is not specified, then the program will automatically evaluate the time

steps which will move the points at the vicinity of the topographic feature a dis

tance approximately equal to half of the typical mesh length close to the feature

for each time step.

A float variable (initially set to -1.0) which divides the total spin time into equal

interval of time/tjdivide seconds. This is only effective whenthe value is positive

(Refer to the command time above).

A float variable which gives the size of the time step. Its value is readable, but it

can only be changed indirectly by specifying thecommand tjiivide.

A float variable (initially set to 0.0). This is used to set the surface tension at the

oxide/ambient interface (in dyne/cm). Negative value means that the surface

energy is higher than the bulk energy (ie, contraction force).
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A float variable(initially set to 0.0) used to set the rate of divergenceof the velo

city for shrinkage simulation (in per second unit). Set a negative number for

shrinkage,and positivevalue for expansion.

A float variable (initially set to 1.0). The automatic mesh generator generates a

quasi-uniform mesh. The nominal mesh-length will be approximately

1/mesh.density (in micron). Currently, the simulation domain can be cut into 3 or

5 regions. In the case of three subregions, three mesh densities should be

specified, i.e., meshljlensity (or mesbjlensity), mesh2_density and

mesh3jlensity. For five subregions, additional parameters, mesh4_density and

meshSjtensity, haveto be specified.

meshljlensity Referto mesbjlensity.

mesh2_derisity Refer to mesbjlensity.

mesh3_density Refer to mesbjlensity.

mesh4jiensity Referto mesbjlensity.

meshSjlensity Refer to mesbjlensity.

monitorjnesh An int (integer) variable used as a flag to tell the spin command to show the

finite-element mesh generated at every time-stepof the computation. It is initially

set to 1 (true).

newton method An int variable used as a flag to tell the program to solve the problem using

Newton-Ralphson's iterative method if this value is 1 (default value). If other

value is used, then the nonlinear terms of the Navier-Stokes equation will be

forced to equal to zero (no iteration).



tol

Iterate count

spinjrpm

res vise

res den

rcuti

rcut2

rcut3

rcut4
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A float variable (initially set to 10.0)usedas a criterion for the convergence of the

Newton-Ralphson's iterative method. If the square of the magnitude of the max

imumerror force vector is greater than tol, the iteration process stops.

An int variable used to tell the Newton-Ralphson's iteration processto stop after

this number of iterations. The default value is 30. If this value is exceeded, the

program will terminate, giving an error message.

A float variable (initially set to 0.0) for specifying the spin speed in revolutions

per minute.

A float variable (initially set to 0.0) for specifying the viscosity of the fluid. The

unit is-dynesecond / cm2.

A float variable (initially set to 0.0) for specifying the density of the fluid. The

unit is g/cm3.

A float variable (initially set to 0.0) for specifying the position at which a region is

to be split into two parts. If three different mesh densities are to be used, then

rcuti and rcut2 have to be specified. If five different mesh densities are to be

used, then an additional variables rcut3 and rcut4 have to be specified. The latter

two corresponds to the cuts in between the former two. i.e., for five regions, the

order of cuts from left to right is rcuti, rcut3, rcut4, rcut2.

Refer to rcuti.

Refer to rcuti.

Refer to rcuti.



(

33

vel_vector An int variable (initially set to 0) used to specify if the velocity vectors at the

nodes should be displayed graphically. A value of 0 means no velocity vectors

will be displayed. A value of 1 will display the velocity vectors normalized to the

maximum velocity in the whole simulation domain. If it is desired to display all

the velocity vectors at equal magnitude for the sake of clarity, then a value of 2

should be used. The default magnitude in this case is approximately 1 \sm on the

screen.

vel_scale A float variable (initially setto 1.0) used to change the magnitude of the velocity

vectors by a factor of this value.
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Appendix D

Examples of Input Files

The following are some examples of spin coating simulations over aligned marks. The simulation

results are shown in chapter 5.

Example 1.

# See Fig. 1. of chapter 5.
# Topography: A bump.

sig_intr

path ds_mod plotter
spinner

# Mesh densities for three subregions of polymer film.
mesh_density - 0.0009 ;
mesh2_density • 0.3 ;
mesh3_density - 0.004 ;

monitorjnesh « on ;
plot_range : 9950 0 10050 50 ;
plot_window : 10 10 600 300 ;

rcuti » 9980

rcut2 - 10040

newtonjmethod - off ;

struct la.st ; # for Fig. 1(a) in chapter 5.
♦struct lb.st ; # for Fig. 1(b) in chapter 5.
♦struct lest ; # for Fig. 1(c) in chapter 5.
draw

surf_tension - -0.005 ; # surface tension in dyne / cm
res_visc = 0.2 ; # film viscosity in dyne-second / cm2
resjien • 1.5 ; # film density in g / cm2
spin_rpm » 4000 ; # spin speed in rpm

time - 0.0002 * 15 # total spin time
t_divide - 15 ; # divide time into 10000 equal intervals

double t ;

int count ;

count « 0 ;

while time > 0.0



<,
spin
t - t + del_t ;
!echo

lecho total time elapsed:

P t

lecho

count - count + 1

lecho Number of steps:
p count

lecho

cl

draw

end

interactive

Structure for la.st

nodes

0 0 0

1 11000 0

2 11000 15

3 0 15

4 0 1

5 10004 1

6 10004 4

7 10006 4

8 10006 1

9 11000 1

10 11000 10

11 0 10

segments

0. 0 10 2

1 19 0 2

2 9 10 0 9

3 10 2 0 1

4 2 3 0 1

5 3 11 0 1

6 11 4 0 9

7 4 0 0 2

8 4 5 2 9

9 5 6 2 9

10 6 7 2 9

11 7 8 2 9

12 8 9 2 9

13 10 11 1 9

Structure for lb.st

nodes

0 0 0

1 11000 0

2 11000 15
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3 0 15

4 0 1

5 10004 1

6 10004 4

7 10006 .4

8 10006 1

9 11000 1

10 0 10

11 9985 10

12 9993 11.5

13 9996 11.5

14 9998 11

15 10004 10

16 11000 10

segments

0 0 1 0 2

1 1 9 0 2

2 9 16 0 9

3 16 2 0 1

4 2 3 0. 1

5 3 10 0 1

6 10 *1 0 9

7 4 0 0 2

8 4 5 2 9

9 5 6 2 9

10 6 7 2 9

11 7 8 2 9

12 8 9 2 9

13 10 :LI 9 1

14 11 :L2 9 1

15 12 :L3 9 1

16 13 :L4 9 1

17 14 :L5 9 1

18 15 :16 9 1

Structure for lest

nodes

0 0 0

1 11000 0

2 11000 15

3 0 15

4 0 1

5 10004 1

6 10004 4

7 10006 4

8 10006 1

9 11000 1

10 0 10

11 10002 10

12 10005 12

13 10008 10

14 11000 10
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segments

0 0 10 2

1 19 0 2

. 2 9 14 0 9

3 14 2 0 1

4 2 3 0 1

5 3 10 0 1

. 6 10 4 0 9

• 7 4 0 0 2

8 4 5 2 9

9 5 6 2 9

10 6 7 2 9

11 7 8 2 9

12 8 9 2 9

13 10 11 9 1

14 11 12 9 1

15 12 13 9 1

16 13 14 9 1
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Example 2.

# See Fig. 2. of chapter 5.
# Topography: A bump.

sig^intr

path dsjmod plotter
spinner

mesh_density « 0.0004 ;
mesh2_density • 6 ;
mesh3_density - 0.007;

monitor_mesh - on ;
plot_range : 9997 0 10003 3 ;
plot_window : 10 10 600 300 ;

rcuti - 9998 ;

rcut2 - 10003 ;

newton—method - off ;

struct bumpl.st ;
draw

surf—tension - -0.003 ;
res_visc - 0.27 ;
res_den - 1.5 /
spin_rpm » 4700 ;

time - 0.0002 * 15

t_divide - 15 ;

double t ;

int count ;

count * 0 ;

while time > 0.0

spin

t - t + del_t ;
.'echo

!echo total time elapsed:
P t

lecho

count - count + 1

lecho Number of steps:
p count

lecho

cl

draw

end

interactive
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Example 3.

# See Fig. 3. of chapter 5.
# Topography: 2 bumps separated by 2 um.

sig_intr

path c&jnod plotter
spinner

mesh_density * 0.0004 ;
mesh2_density - 6 ;
mesh3_density • 0.007;

monitorjtnesh - on ;
plot_range : 9997 0 10007 5 ;
plot_window : 10 10 600 300 ;

rcuti - 9998 ;

rcut2 - 10006 ;

newton_method - off ;

struct bump2.st ;
draw

surf_tension • -0.003 ;
res_vise - 0.27 ;
res_den - 1.5 ;
spin_rpm - 4700 ;

time - 0.0002 * 20 ;

t_divide - 20 ;

double t ;

int count ;

count - 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count • count + 1

lecho Number of steps:
p count

lecho

cl

draw

end

interactive
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Example 4.

# See Fig. 4. of chapter 5.
# Topography: A triangular pit.

sig_intr

path ds_mod plotter
spinner

mesh_density * 0.0004 ;
mesh2_density - 5.5 ;
roesh3_density - 0.007;

monitorjmesh - on ;
plot_range : 9997 0 10003 3 ;
plot_window : 10 10 600 300 ;

rcuti - 9997 ;

rcut2 - 10003 ;

newton^method » off ;

struct pitl.st ;
draw

surf_tension - -0.0001 ;
res_vise - 0.27 ;
res_den - 1.5 ;
spin_rpm - 4700 ;

time - 2

double t ;

int count ;

count • 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count • count + 1

lecho Number of steps:
p count

lecho

cl

draw

end

interactive

42



C
O

O
f

aau

C
O

m
m

O
in

tn
C

M
C

M
r
H

C
M

C
M

C
M

C
M

m

O
O

O
O

r
H

O
O

O
t

H
rH

O
O

O
O

O
O

O
C

M
C

M
r
H

r
H

O
t
C

M
O

t
O

l
O

t
O

t
o

in
m

o
o

o
m

m
0

0
o

»
O

O
O

O
O

O
O

O
O

O
O

O
O

C
M

C
M

C
M

C
M

O
r
H

r
H

O
O

r
H

r
H

r
H

r
H

O
r
H

O
C

M
O

0
)

rH
0

0
rH

C
O

O
»

*
*

O
t
n

«
»

l
*

»
C

O
r
H

O
4

J
O

O
r
H

C
M

c
o

f
t
n

t
o

o
a

o
o

i
r
H

c
o

H
c
o

r
i
N

i
«

)
(
»

q
|
«

i
n

*
o

r
A

CO
Q>

.2
ft

T
J

&
O

rH
CM

O
0

)
O

H
N

n
^
l
f
l
<

O
h

O
O

O
t
H

H
H

(3
CO



Example 5.

# See Fig. 5. of chapter 5.
# Topography: A rectangular pit

sig__intr

path ds_mod plotter
spinner

mesh_density - 0.0004 ;
mesh2__density - 5 ;
mesh3_density - 0.007;

monitor^mesh * on ;
plot_range : 9997 0 10003 3 ;
plot_window : 10 10 600 300 ;

rcuti - 9997 ;

rcut2 - 10003.5 ;

newton_method - off ;

struct pit2.st ;
draw

surf_tension • -0.0001 ;
res_vise - 0.27 ;
res_den - 1.5 ;
spin—rpm • 4700 ;

time • 2

double t ;

int count ;

count m 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count • count + 1

lecho Number of steps:
p count

lecho

cl

draw

end

interactive
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Example 6.

# See Fig. 6. of chapter 5.
# Topograghy: A step

sig_intr

path ds_mod plotter
spinner

mesh__density • 0.0004 ;
mesh2_density - 2.6 ;
mesh3—density » 0.007;

monitor_mesh - on ;
plot_range : 9994 0 10004 7 ;
plot_window : 10 10 600 300 ;

rcuti - 9993 ;

rcut2 - 10007 ;

newton_method - off ;

struct stepl.st ;
draw

surf_tension - -0.001 ;
res_visc • 0.27 ;
res_den - 1.5 ;
spin_rpm - 4700 ;

time - 0.0002 * 20 ;
t_divide - 20 ;

double t ;

int count ;

count » 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count « count + 1

lecho Number of steps:
p count

lecho

cl

draw

end

interactive
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Structure for stepl^t

nodes

0 0 0

1 10500 0

2 10500 5

3 0 5

4 0 1

5 10000 1

6 10000 2

7 10500 2

8 0 2

9 9998 2

10 10001 3

11 10500 3

tegiTtents

0 0 10 2

1 17 0 2

2 7 11 0 9

3 11 2 0 1

4 2 3 0 1

5 3 8 0 1

6 8 4 0 9

7 4 0 0 2

8 4 5 2 9

9 5 6 2 9

10 6 7 2 9

12 8 9 9 1

13 9 10 9 1

14 10 11 9 1
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Example 7.

# See Fig. 7. of chapter 5.
.# Topograghy: A step

sig_intr

path ds_mod plotter
spinner

mesh_density - 0.0004 ;
mesh2_density - 2.6 ;
mesh3_density • 0.007;

monitor_mesh - on ;
plot_range : 9994 0 10004 7 ;
plot—window : 10 10 600 300 ;

rcuti - 9993 ;

rcut2 - 10007 ;

newton_method - off ;

struct step2.st ;
draw

surf_tension « -0.001 ;
res_vise - 0.27 ;
res_den - 1.5 ;
spin_rpm - 4700 ;

time • 0.0002 * 20 ;
t_divide - 20 ;

double t ;

int count ;

count - 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count « count + l

lecho Number of steps:
p count

lecho

cl

draw

end

interactive

48
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Example 8.

# See Fig. 8. of chapter 5.
4 To study the significance of surface tension.

sig_intr

path ds_mod plotter
spinner

otesh_density - 0.0004 ;
mesh2_density - 6 ;
mesh3_density - 0.007;

monitor^mesh • on ;
plot_range : 9997 0 10003 3 ;
plot_window : 10 10 600 300 ;

rcuti - 9997 ;

rcut2 - 10004 ;

newton_method - off ;

struct 8.st ;

draw

surf_tension - -0.00001 ;
res_visc - 0.27 ;
res_den - 1.5 ;
spin_rpm - 4700 ;

time - 0.001 * 1000 ;

t_divide - 1000 ;

double t ;

int count ;

count - 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count - count + l

lecho Number of steps:
p count

1echo

cl

draw

end

interactive
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Example 9.

# See Fig. 9. of chapter 5.
# Shrinkage with no spinning.

sig_intr

path ds_mod plotter
spinner

mesh_density - 0.0004 ;
mesh2_density - 6 ;
mesh3_density - 0.007;

inonitorjmesh - off ;
#plot_range : 0 0 10200 5 ;
plot_range : 9997 0 10003 3 ;
plot_window : 10 10 600 300 ;

rcuti - 9998 ;

rcut2 - 10003 ;

newton_method - off ;

struct 9.st ;

draw

# Shrinkage
div_v - -10 ;
res_visc - 0.27 ;
res_den - 1.5 ;
spin_rpm - 0 ;

time - 0.003 * 60 ;

t_divide - 60 ;

double t ;

int count ; •

count - 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count » count + 1

lecho Number of steps:
p count

lecho

draw

monitor mesh - 0 ;
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Example 10.

# See Fig. 12. of chapter 5.
# Compare with SEM photograph of Fig. 10.
# Topography: 1 bump
# Shrinkage

sig_intr

path dsjmod plotter
spinner

mesh_density - 0.0004 ;
mesh2_density - 1.7 ;
mesh3_density - 0.007;

monitorjmesh • on ;
plot_range : 7490 0 7510 10 ;
plot_window : 10 10 600 300 ;

rcuti - 7490.5 ;

rcut2 - 7510.5 ;

newton_method - off ;

struct shrinkl.st ;

draw

div_v » -10 ;
res^visc •• 0.27 ;
res—den - 1.5 ;
spin_rpm - 0 ;

time - 0.003 * 60 ;
t_divide • 60 ;

double t ;

int count ;

count • 0 ;

while time > 0.0

spin

t « t + del_t ;
lecho

lecho total time elapsed:

P t
1echo

count - count + 1

lecho Number of steps:
p count

lecho

draw

•monitor mesh « 0 ;
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V.

end

interactive

Structure for shri_kl_t

nodes

0 0 0

1 8000 0

2 8000 5

3 0 5

4 0 1

5 7500 1

6 7500.2 1. 9

7 7501.8 1. 9

8 7502 1

9 8000 1

10 0 2..8

11 7499.3 2..8

12 7499.8 2.,8

13 7502.2 2..8

14 7502.7 2..8

egm

15

ent

8000

s

2..8

0 0 10 2

1 1 9 0 2

2 9 15 0 9

3 15 2 0 1

4 2 3 0 1

5 3 10 0 1

6 10 4 0 9

7 4 0 0 2

8 4 5 2 9

9 5 6 2 9

10 6 7 2 9

11 7 8 2 9

12 8 9 2 9

13 10 11 9 1

14 11 12 9 1-

15 12 13 9 1

16 13 14 9 1

17 14 15 9 1
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Example11.

# See Fig. 13. of chapter 5.
# Compare with SEM photograph of Fig. 11
# Shrinkage
# Topography: 2 bumps

sig_intr

path ds_mod plotter
spinner

mesh_density » 0.0004 ;
mesh2_density - 1.8 ;
mesh3_density - 0.007;

monitor_mesh - on ;
plot_range : 7493 0 7513 10 ;
plot_window : 10 10 600 300 ;

rcuti - 7493 ;

rcut2 • 7515 ;

newtonjnethod - off ;

struct shrink2.st ;

draw

div_v • -10 ;
surf_tension - 0 ;
res_visc - 0.27 ;
res_den - 1.5 ;
spin_rpm • 0 ;

time - 0.003 * 60 ;

t_divide • 60 ;

double t ;

int count ;

count - 0 ;

while time > 0.0

spin

t - t + del_t ;
lecho

lecho total time elapsed:
P t

lecho

count • count + 1

lecho Number of steps:
p count

1echo
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draw

raonitorjtnesh
end

interactive

- 0

Structure for shrink2_t

nodes

0 0 0

1 8000 0

2 8000 5

3 0 5

4 0 1

5 7500 1

6 7500.2 1. 9

7 7501.6 1. 9

8 7501.8 1

9 7504.2 1

10 7504.4 1..9

11 7505.8 1..9

12 7506 1

13 8000 1

14 0 2..7

15 7499.3 2,.7

16 7499.8 2,.7

17 7502.3 2,.7

18 7502.8 2 .7

19 7503.2 2 .7

20 7503.7 2 .7

21 7506.2 2 .7

22 7506.7 2 .7

23 8000 2 .7

segment.s

0 0 1 0 2

1 1 13 0 2

2 13 23 0 9

3 23 2 01

4 2 3 0 1

5 3 14 0 1

6 14 4 0 9

7 4 0 0 2

8 4 5 2 9

9 5 6 2 9

10 6 7 2 9

11 7 8 2 9

12 6 9 2 9

13 9 10 2 9

14 10 11 2 9

15 11 12 2 9

16 12 13 2 9

17 14 15 9 1

18 15 16 9 1

19 16 17 9 1

57



20 17 18 9 1

21 18 19 9 1

22 19 20 9 1

23 20 21 9 1

24 21 22 9 1

25 22 23 9 1
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