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ABSTRACT

This work describes high throughput data handling for maskless lithography. Current optical

lithography systems are able to transfer one layerof data from the mask to the entirewaferin

about 60seconds. To achieve this same figure with a maskless technique in the50nm generation,

we arerequired to transfer approximately 58Tb/s. Weexamine a system thatusescompression

and on-chip decompression to transfer the data to the writers. The system uses the Lempel-Ziv

algorithm and theHuffrnan coding algorithm to achieve average compression ratios of 50for

layout data. Theon-chip decompression consists of 1024 highly parallel independent

decompression paths to maximize thethroughput to thewriters. We also present an SRAM

interface to the writers targeted at a micro-mirror based system. A scaled down version of the

chip is presented to demonstrate functionality. Thechip consists of 8 parallel decompression

paths, where each pathconsists of a Huffrnan decoder anda Lempel-Ziv decompressor. Error

detection is accomplished using a CRC byte. From this scaled down version, weextrapolate

performance figures for a full-scaled versionof the chip.



CHAPTER 1: INTRODUCTION

1.1 Future Challenges for Conventional Lithography

As feature sizes continue decreasing in accordance with Moore's Law, increasing

complications are being seen in conventional lithographysystems. As feature sizes decrease, the

wavelength of the light used in the system also decreases. The expenses involved in creating

masks at these feature sizes are close to $700,000 for a mask set in 0.13pm technology [1]. Any

defect to the mask, or small design change would require the fabrication of a completely new

mask set. The increasing costs ofmasks are shown in Figure 1. A lithography system capable of

writing wafers without the need for a mask would be an attractive solution.

1.2 The Maskless Alternative

Currently, research is being conducted in a number of areas in maskless lithography. Two

main areas of focus have been on mirror-based and electron beam (e-beam) direct write

lithography. In a mirror-based system, an array of mirrors takes the place of a conventional

mask, while in e-beam lithography an array of electron beam 700
600

sources takes the place of the mask. In mirror-based maskless 50O
400

lithography each mirror is configured to project the mask data 300
200

onto the wafer using a light source. The e-beam system, on the 100

0.40 0.25 0.2 0.18 0.15 0.13

Figure 1 Mask Costs over generations,
courtesy of Avantl Coorporatlon [1].



other hand, directlywrites to the wafer using a directed beam ofelectrons. Both of these schemes

require the storage of the waferdata on a storage device such as an array ofhard disks and then

transferring the data on the fly to the writers. By doing this, an electronic mask is created that

never needs to be replaced, instead, the data on the hard disk would be replaced for different

designs. One of the key challenges in a maskless lithography system is how to represent the

wafer data, as well as transferring the data to the writers at a high enough rate to be competitive

with conventional lithography systems.

1.3 Problem Statement

Conventional lithography machines are capable of transferring one layer of data from the

mask to the wafer in around 60 seconds. To be competitive with these systems, a maskless

system, using 25nm pixels for the 50nm generation must transfer on the order ofTerabits/second

of data to the writers. This requirement can be relaxed for certain applications such as low-

volume ASIC manufacturing. In this work we will be focusing on the architecture of a system

capable of meeting these throughputs. The system must interface to the writers, and the design is

ideally constrained to being implemented on one chip to avoid mechanical alignment issues. To

handle the large amounts of data, on-chip decompression must be used to alleviate the I/O

limitations. Lempel-Ziv based decompressor architectures will be analyzed. The circuitry that

directly interfaces to the writers is an important part of the system. We will examine interface

circuitry for a micro-mirror based system where each mirror is 1 micron on a side. We also

constrain the circuitry that interfaces to each mirror to require less than a square micron in area.

This is to allow the mirror interface circuitry to be placed directly underneath the mirrors,

avoiding routing long wires to the mirrors that would make it impossible to route. The system

will be designed in 70nm technology and targeted for use in the 50nm generation.



1.4 ReIated Work

Recently, a renewed interest in high-speed pattern generators has emerged. A new micro-

mirror based pattern generator proposed by Micronics, uses a 2048x512 mirror array. The

mirrors are 16|i on a side, coupled with condensing optics thatreduces the image by 160 times.

The system canwrite lOOnm pixels. The mirrors are built on top of an address electrode grid to

allow for the modulation of the mirrors. The mirrors are modulated with an analog voltage to

deflect varying amounts of light to achieve pixel grayscaling. Themanychallenges of thatdesign

can be found in [3]. The system presently has throughput suitable for mask making, but is

proposed for maskless lithography in the future [4]. Other companies such as Etec, have

designed e-beam pattern generators for mask writing applications. The recently developed Etec

MEBES Exara™, is mask writer for the lOOnm generation. It uses a high-energy 50KV, thermal

field emission gun as the energy source. The source is capable of writing at a rate of 320

Mpixels/second. More details of the Etec system can be found in [5]. Both of the above systems

require several hours to write one mask.

1.5 Thesis Organization

In this research project, we will be focusing our attention on the design of an integrated

circuit that will interface to the writers. The chip should be able to transfer data to the writers at a

high enough rate to be competitive with conventional lithography systems. Our goal is to design

the data path for a system, targeted for the 50nm node, which will be able to write one layer, of a

300mm diameter wafer in 60 seconds. In Chapter 2 we will discuss the main components of a

maskless lithography system. In Chapter 3 we will explore possible solutions for building a

maskless lithography system capable of writing one layer of a wafer in 60 seconds. In Chapter 4



we will go over the details of the design of the main components of the mirror interface

integrated circuit. A scaled down version of this chip has been designed, this design will be

presented in Chapt^ 5, where we also present the implementation issues involved, along with

projections for future designs. An explanation of the chip design flow and details of the

simulations canbe found in Appendix A.



CHAPTER 2 - THE MASKLESS LITHOGRAPHY

SYSTEM

There are several ways ofbuilding maskless lithography systems. This chapter discusses

two types of systems that can be attractive. These are micro-mirror based and e-beam based.

Writing requirements for different applications are discussed and the specifications for the data

path design are derived.

2.1 Maskless Writing

In a direct-write lithography system the component that exposes the wafer with the

energy source is called the writer. To get a high throughput, many of these writers must operate

in parallel. As discussed in Chapter 1, we can use mirrors coupled with an energy source or e-

beams as our writers. Our research will focus on a mirror based direct write lithography system.

Many of the components used in the data handling will be identical for both systems. The

differences in the two designs will be in the interface circuitry to the writers. Figure 2 shows a

typical e-beam based lithography system, and Figure 3 shows a typical mirror based system.
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In Figure 2 an electron source is directed at the wafer. The electron beam develops the electron

resist on the wafer. The pattern is written by mechanically scanning the wafer. The mask data is

input to a computer, which is used to control the wafer position as well as deflecting the e-beam

when no pixel needs to be written. In Figure 3 an EUV source is directed to an array of micro-

mirrors. The mask pattern is loaded into the array, directly modulating the mirrors to reflect the

mask pattern onto the wafer. The wafer stage is then mechanically scanned in the x-direction as

new wafer data is shifted into the array. Condensing optics are used to reduce the image by the

necessary factor.

2.2 Writing Scenarios

Current conventional lithography systems are capable of writing one layer of a 300mm

wafer in 60 seconds or less. Maskless systems should be competitive with these figures to be

attractive for high volume manufacturing. We target this technique for the sub 50nm generation,

which according to the ITRS will make the deployment of the system possible by 2008. This

system can be used for several purposes. It can be used as a rapid prototyping tool, eliminating

the long delay of getting masks back from the mask writing company. It can also be used for low

volume ASIC manufacturers, where an expensive mask would dominate the non-recurring cost

of manufacturing the chip. For these companies, a very high throughput may not be necessary,

rather the savings in mask costs would allow for a lower throughput system to still be more

economically viable. It has been predicted that low-volume ASICs will disappear due to mask

costs. Ideally, the system should also be used for high volume ASICs, where throughput would

be critical to be economically viable.

To calculate the data rate required for a 50nm system, we assume that we use 25nm

pixels anduse 31 bits/pixel to allow for grayscale. A 300mm waferthen represents
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2 *;r*(150m/7i)
10^ nm

\mm

1 pixel
* —TTT— *^ / /?ixe/ a 3472 Tb of data. Thus,to expose one

25nm * ISnm

*5/1 TO '7T%

layer ofan entire wafer inone minute requires a throu^put of « 58 77) /5. Satisfying
60 s

this throughput would allow writing 1layer/minute and complete the replacement ofmask-based

lithography.

2.3 System Constraints

In the design of the data path for a maskless lithography system, we must consider

several specifications of the system that will affect our design. These are redundancy,

grayscaling, energy source technology used, andmirror technology. These are explained below.

2.3.1 Redundancy

To address the possibility of writer failure (micro-mirror or e-beam) it is important to be

ableto recover from these failures. By flashing a pixel on the wafer multiple times with different

wnters we can smooth out or eliminate the effects of writer failure. In our scheme we expose a

pixel on the wafer with up to 31 different mirrors. We can expose the wafer with additional

mirrors for an added level of redundancy. The level of redundancy needed depends on exposure

requirements and the mirror failure rate. Calibration can be used to undo the effect of mirror

failure. This can be done for example by switching all mirrors to the on position, exposing the

array with a light source, then using a CCD to find out which mirrors are defective. Then we can

find out which data pixels on the wafer are affected by these defective mirrors. Once this is

computed, the data can be modified to imdo the effect of the mirror failure.

12
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Figure 4 Edge Placement using Grayscaling

2.3.2 Optics

For a maskless lithography system using a micro-mirror based approach, the image data

is projected onto the wafer by modulation of a mirror array. Prototype mirrors fabricated today

are approximately 1pm on a side and are made ofpolysilicon, and will eventually be coated with

EUV multi-layers [5]. To write 50nm features the image is passed through optics that reduce the

image by a certain factor. In the system described in [3] the optics reduce the image by a factor

of 160. We will design our system assuming that 1 square micron mirrors are used along with

condensing optics with a reduction of 40, allowing for 25nm pixels to be written. The design of

optics for EUV systems has many challenges that are outside of the scope of this thesis.

2.3.3 Grayscaling

The goal of grayscaling is to get finer edge placement resolution. The lithographic

response of the photoresist represents the thickness of the photoresist removed for a given energy

[8]. For simplicity, we assume that the response is rectangular, that is, none of the photoresist is

developed if the source energy is imder a certain threshold Eo. Once the energy on the wafer

exceeds that threshold, then all of the photoresist is developed. The intensity profile of the source

13



energy projected onthewafw by a micro-mirror has a continuous, smoothly varying intensity as

shown in Figure 4. In Figure 4, we have 3 pixels that are next to each other. We assume that the

gray level of the pixel takes on a value between 0-31 to get sub-nanometer edge placement [2].

In Figure 4(a) onlythemiddle pixel is exposed to thefull gray level, 31. In Figure 4(b) the same

pixelis exposed to a level of 31,andthe adjacent pixel is exposed to a level of 1.Thesumof the

energies allows us to get finer edge placement as shown in the figure. We will also assume for

the rest of this thesis that the mirrors can only modulate to two positions, the "on" position,

where all of the light is reflected to the corresponding pixel on the wafer, and the "off' position,

where no light is let through to the wafer. This is due to our area limitations imposed by the 1-

micronmirrors; a simplecircuitthat outputs onlytwo voltage levels is required.

2.3.4 Energy Source

All known EUV sourcesare pulsed,with pulse lengthin the 10-100ns range and

fi'equency in the low KHz regime. We will assume that a lOKHz source is used. To calculate the

required frequency for a single-chipsolution, we will assume that the size of the mirror array

grid on the chip is - 16,000x16,000. Using 5-bit gray, we are required to flash each pixel up to

31 times. We compute the required source frequency as follows:

Number of Pixels on 300/Mm Wafer = ;r*(1 SOmmf *0^ 1Pixel _ pj^els
\mm {25nm)

Flash Rate = * \F^ ^^^ Exposures/Pixel =220 KHz
60 Seconds 16,000 *16000 Pixels

The two possible scenarios that we are faced with are:

(a) A 220KHz source will be available to us. (Extremely unlikely)

(b) A ~10KHz =fs source will be the maximum source frequency available.

14



2,2.0KMz
Case (b) is a subset of the data path design for case (a) with chips.

fs

2.4 Data Path

In any maskless lithography system the mask data must be transferred to the writers in an

efficient manner. The data must be arranged in order to allow for grayscaling and redundancy.

As will be shown, due to I/O bandwidth constraints, data compression must be incorporated to

allow for a one-chip solution. The compression technique must be lossless, since we cannot

afford to write incorrect features onto the wafer. The design of circuitry for this purpose is a

complex issue, which will be discussed in the rest of this thesis. Some of the main issues to be

addressed are:

• Throughput

• Incorporation ofgrayscaling and redundancy

• Framing of data and error detection

• Power, area, compression ratio and speed trade-offs

2.4.1 Targeted System

We will designthe data path of the maskless lithography system targeted for use in general-

purpose integrated circuitmanufacturing. The system will be designed for use in the 50nm

generation. The system will incorporatethe following features:

• 1 layer/minute throughput for 300mm wafer.

• Single chip design in 70nm technology, with dimensions of2cm X 2.5cm.

• 5-bit gray for sub-nanometeredge placement.

• Redimdancy, by exposinga pixel on the wafer with up to 31 differentmirrors.

15



• 16,384x16,368 mirror array. Each mirror canonlybemodulated to two positions,

"on" where all of the lightis passed to thewafer, and"off' where none of the lightis

passed to the wafer.

• Mirror interface circuitry that sits directlyundemeath the mirrors.

• Error detection, framing.

16



CHAPTER 3

DATA PATH DESIGN FOR MASKLESS LITHOGRAPHY

The system and chip architectureofour proposed design is presentedbelow. We explain

several possible data formats that can be used to achievegrayscaling. Once choosing the optimal

format, we define the constraints ofour system. The detailed specifications ofour

implementation is also presented.

3.1 System Architecture

In order to attain a high throughput to the writers, we propose a massively parallel

architecture to tackle this problem. The block diagram of the system is shown in Figure 5.

Storage Disks
690 GBit

All

compressed layers

1.1 Gb/s 400 Gb/s 0.4*Coinpression Ratio Tb/s

Processor Board

69 GBit DRAM

Single
conqiressed layer

Decode Wnters

On-chip Hardware

Figure 5 Block Diagram of System [2].
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In the above model, the GDS layout file, which contains information about thegeometries of the

layout, is rasterized to 31 bits per pixel. The need for using 31 bits per pixel for grayscale is

discussed in thenext section. The data is then compressed and stored on a hard disk. Each layer

of the wafer is then transferred to a processor board, capable of transferring the information at a

high throughput to the chip. We anticipate fi'om trends in high throughput network processor

chips, that the maximum throughput into a chipwillbe aroimd 400Gb/s [19]. This implies that to

get a 58 Tb/s on-chip throughput, we are required to compression the data by a factor of

5%Tb/s ' ^*0.50mmy __ v i.-
= 145. We can fit approximately — « 350, 20mm X 10mm chips on a

400Gb/s ^ 20mm*l0mm ^

300mm wafer. In terms of imcompressed pixels, a chip layout then represents about

nor pixels bits ^
; * « 10 Tb ofmformation. Assummg we can compress the data by a factor of

350 chips 1 pixel

10 Tb
145, the entire chip layout becomes -69 Gb in size, and can be stored on multiple

Rambus DRAM chips on the processor board. These RDRAM chips must output 400 Gb/s,

which could be accomplished, for example, with 32 RDRAM chips each 16-bits wide operating

at 800 MHz

3.2 Data Format

The goal of the chip is to transfer data to the array of mirrors, where the mirror array will

be integrated on the chip. One requirement of the design is that the intensities of the reflected

source energy must be grayscaled if necessary. The additional requirement is that it must

somehow incorporate redundancy. We also assume that the mirrors can only modulate to two

positions, "on" and "off' as explained in Chapter 2. Furthermore, we will design the system to

18
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Figure 6 Pixel Propagation for Grayscaling and Redundancy

have 32 levels of gray. Once the data has been decompressed, the question of distributing the

data to the mirror array arises. As shown below, the data format will determine the architecture

for the circuitry that will transport the data from the decompressorto the mirror array. Two data

formats that we will analyze to accomplish the grayscaling are binary and thermometer

representation. For convenience, we will assume that a 16,384 x 16,368 mirror array is used. To

make the discussion in the following sections more clear, we will define a bank of the mirror

array as 528 columns of the array. The number of columns in one bank is obtained by dividing

the number of mirrors in a row by the number of non-zero exposure levels. In the case of 5-bit

gray, the number of non-zero exposure levels is 31. We can then enumerate the banks from 1 to

31, where bank 1 is the bank closest to the decompression circuitry.

3.2.1 Binary Format

In this format, 5 bits of information are transmitted per pixel, representing the 31

different, non-zero exposure amounts that the pixel can have. We also transmit an additional bit,

which modulates the mirrors based on the 5-bit value. If we did not need to incorporate

redundancy into this design, then we could have a 5-bit down counter and a comparator sit

underneath each mirror. The 5-bit value would be loaded into the coimter, and the comparator

19



output would connect to the mirror electrode. After each flash, the counter would be

decremented, and once the counter hit zero, the comparator would output a *0' to the electrode. If

for example a pixel had a 5-bit value equal to "00011", then the sequence ofcontrol signals that

the mirror requires is "111000...0". These sequences of bits are the thermometer code value of

the binary number. Instead of having a counter and comparator circuit sitting imdemeath the

mirror, we could instead load this thermometer sequence ofbits directly. The disadvantage is the

data expansion of 31/5. Thermometer coding is discussed in moredetail in the next section.

To allow for redundancy, the wafer stage moves along the positive x-direction to a new position,

such that all of the pixels on the wafer get exposed by different mirrors. This procedure is

repeated for 31 times, so that each pixel on the wafer can be exposed up to 31 times to get the

grayscale effect. Redundancy is obtained by exposing the same pixel multiple times by different

mirrors. As the wafer stage moves in the x-direction, the pixels propagate to the new mirror

position at the same rate. In this case, themirror array can be thou^t of as 31 banks of mirrors,

thepixel propagates to each of these banks and inform the corresponding pixel whether it should

be "on" or "off", this is illustrated in Figure 6. Figure 6 illustrates the case of a level 3/31 gray

pixel propagating through the array. The small squares represent the mirrors that the pixel

propagates to; a dark mirror implies that the mirror is in the "off' position. Note that in this case,

there must be circuitry underneath the mirrors to rotate the mirror, reflecting the light source

awayfrom the wafer. In this case, the writer interface circuitry must propagate the 5 bits of data

for each pixel. As the pixel propagates along the banks, a comparator circuit must be

implemented in order to turn off the pixel. In the caseshownin the figure, a comparator between

the 3"* and 4^*^ bank would turn offthe pixel.

20



Wafer Position

0.1ms 0.2ms 0.3ms 0.4ms

1 row of mirrors

Data Flow

Column ID 1

-B3~EhB]"

El El H
-0-0-

Wafer Data

0 3

SIS ^Binary
El 0 [J

El 0 n

Thermometer

Figure 7 Thermometer vs. Binary Data Format.

3.2.2 Thermometer Code Format

Instead ofthe data transmitted to the chip in 5 bit pixel groups, we can rearrange the data

into thermometer code format, where the 5 bit gray value is expanded into the 31 bit value with

the number of Is corresponding to the gray level of the pixel. In this format an image is broken

up into 31 frames. Therefore we load one new frame after every flash, rather than propagating

the pixel along the scan line. The advantage of this scheme is that it requires only 1 storage

element per pixel instead of6 for the binary, shift register scheme, since we do not need circuitry

to propagate the pixel and comparators to control the turning offof the pixel.
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We can also use a memory array as the writer interface circuitry, which is more power efficient

than a shift register. This is because in a shift register architecture, to get a pixel fi'om the

decompressor to a mirror that is n mirrors down the row requires n clock cycles, assuming a

synchronous shift register. With a memory we can directly load the memory cell underneath that

mirror in one cycle. Since we required 6 storage elements per mirror in the binarycase, we see

that this data format should save us close to 6 times in area. The disadvantage is that instead of

using 5 bits per pixel, we must use 31 bits. The data expansion implies that the throughput to the

mirrors with this format will be 58.3 Tb/s as was shownin section 2.2. A Binary format would

have required 58 Tb/s *5/31= 9.4Tb/s . To achieve the same data rate to the mirrors, the writer

interface circuitry must operate at 31 times the previous rate. The reason for this is that we are

reloading the whole mirror array after every flash, where in the binary scheme we shifted in 1/31

of the frame after every flash. Figure 7 illustrates the difference between the two schemes. The

figure shows one row of mirrors with 9 elements. Three pixels of the wafer are shown as they

22



move along the x-direction. In the binary case, the pixels (2,0,3) are transmitted in parallel, 2 bits

at a time, along with a ' T bit which is the control bit that interfaces to the mirror. The column ID

of the rows is compared to the 2-bit pixel value and the control bit is flipped to a '0' if the

colunm ID matches the pixel value. In the thermometer code format, the gray values (2,0,3) are

expanded into 3 frames: (1,0,1), (1,0,1), (0,0,1). These frames are then simply loaded into the

mirror interface circuitry, one frame at a time. The frames are also shifted in time to allow for

redundancy as shown in the figure. In Figure 7, we see another problem with using thermometer

code format. In binary format, two pixels that are next to each on the wafer image will be input

sequentially. In thermometer format, the data is rearranged so that two pixels that were adjacent

to each other on the image will no longer be adjacent to each other when decompressed. This is

because we are refreshing the whole mirror array after every flash, implying that the pixel takes

several frames to completely expose. Since layout data can be strongly correlated, by spacing the

data fiirther apart we are reducing the correlation of the data and thus will not be able to get an

increase in the compression ratio proportional to the increase in the data throughput. To combat

the information expansion, it is possible to increase the complexity of the compression algorithm

used. In the case of the Lempel-Ziv algorithm, which is discussed in section 4.3.2, increasingthe

size of the history lookup buffer allows us to attain a larger compression ratio. This result is

shown in Figure 8, where the size of the compressed stream is plotted versus buffer length. This

is for a frame size of 16,000 bytes, using thermometer data format. The figure shows that a

history buffer size of2'® = 1024 achieves a compression ratio ofapproximately 30-80 with an

average of 50. The results are obtained by averaging the compression ratio of the active layer of

a typical layout. 5 randomregionsof the layoutwereused to get the results [17].
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3.2.3 Binary Storage of Data

In the binary scheme, 1/31 of an image is transferred in after every flash one bank at a

time. Asexplained earlier, thepixels are transferred through the rows of mirrors 6 bits at a time.

1 row is used to transfer the control bit for the pixel, and the other 5 rows are used to determine

when to turn off thecontrol bit as it propagates down therow ofmirrors. 31 compare circuits are

needed to decide when to turn offthecontrol bit. We assume that thecompare circuits areplaced

before each bank of mirrors, and that 00000 implies keeping the pixel "on" for all the rows,

while mil implies turning "off the pixel immediately before the 1®* column. The required

hardwareper pixel is then approximately 6 storageelements. For a row with 16,000 mirrors we

then need 16,000*6= 96,000 storage elements.

3.2.4 Thermometer Code Storage

In this scheme we only need 1 storage element per pixel since the pixel data is simply

loaded into the array. We need 16,000 storage elements for a 16,000-mirror row. For our

implementation we will be usingthis data format. Thisdecision is based on the projection that in

70nm technology we will be able to fit around 10-15 transistors in a square micron [10],

preventing us fi*om using a binary format, where we would be required to use 6 storage elements

which translates to about 36 transistors, assuming 6 transistors/element. We can also scale a 6T

SRAM cell down to approximately 0.5pm in 70nm, making an SRAM memory interface

attractive.
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3.3 Chip Architecture - Overview

The proposed mirror-interface chip is shown in more detail in Figure 9. The figure shows

the data entering on the left side of the chip using high speed I/O. The data is then demultiplexed

to a lower data rate, and sent to multiple parallel decompressor paths. Once decompressed, the

data is loaded into the mirror interface circuitry. For our implementation, we will be using a

thermometer code data format, allowing for one storage element undemeath each mirror. We

will be using a memory array for the mirror interface. The mirrors sit directly on top of a

memory array, where each mirror sits on top of a memory cell. To implement the writer-interface

memory such that it is not directly undemeath the mirrors would mean routing approximately

16,000x16,000 = 256 Million wires to the mirrors which would be impossible.

3.3.1 I/O and Demultiplexing

A trade-off exists between the number of I/O pads used, and the speed of the I/O. We

envision using 128,3.125 Gb/s high speed input lines to get the necessary throughput. The pads

would be placed as close as possible to the input of the decompressor paths to avoid crosstalk
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among the lines. Since the decompressor paths will be operating at a fraction of the I/O speed,

the datamust be demultiplexed by the ratio of the I/O input throughput to the input datarate of

the decompressor paths. The number of parallel decompressor paths depends on the maximum

output throughput ofeachdecompressor. Thenumber of paths is obtained by: number ofpaths =

Kqquired throughput to mirrors ^ . n , , , , , ,
— — ; ; ; . The output data from the decompressor paths must then be de-

Output Throughput / path

multiplexed to the rows of the mirror interface memory. This factor is thensimply the number of

rows in the mirror array divided by the number of parallel decompression paths. In our

implementation we use 1024 decompressor paths, so that the demultiplexing factor is

16,384/1024=16.

3.3.2 Framing and Error Control

In a maskless lithography data handling architecture, it is important to detect any errors

that may occur during the data transfer. Furthermore, at high data rates, the synchronization of

data becomes a challenging task. To allow for synchronization and error detection, we frame the

data into the following format shown in Figure 10, where n is the number ofmirrors in a row.

8 Start

Bytes
n Data Bytes

Figure 10: Frame Format

1 CRC

Byte

When the system detects the start bytes it resets the writer interface address coimter,

synchronizing the system. The start bytes are chosen to be a random 8-byte sequence. With an

output throughput to the mirrors of 58Tb/s, this scheme reduces the probability that some
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random 8 byte data sequence exactly matching the start bytes to once in several years [18]. At

the end of the frame, we append a 1-byte CRC-8 code. The generator polynomial used is: g{x)=

8 2 1X+x +x +1. This choice allows us to detect several common types of errors. A more detailed

explanation of CRC codes, generator polynomials and their error detection capabilities can be

found in [16]. The start bytes are appended to the start of the frame. The overheadof framing a

data packet is then 8 start bytes +1 CRC byte = 9 bytes. For a 16,328 byte frame this is an

overhead of9/16,328 = 0.05%.

To assure synchronization between rows, we simply check when all of the rows are

loaded and error free before signaling the source to flash. This implies that we must wait for the

row with the worst compression ratio to be ready before flashing. The impact on our overall

throughput then depends on the varianceof the compressionratio attained among rows. Since we

assume that the row data will be strongly correlated, the overall throughput should not be

affected too strongly by this.

3.4 Decompression Datapath

A variety of possible compression algorithms exist that may be suitable for this

application [2,9]. We will explore the Lempel-Ziv algorithm due to the simplicity of

implementation and relativelygood compression ratios achieved for mask data [2]. Compression

algorithms can usually be separated into two separate steps: 1) a representational coder which

models the data effectively and 2) an entropy coder which takes the symbols used by the model

and generatesa concisestreamofbits to represent them. In decompression, the steps are reversed

to recover the original data.

One proposed decompression system uses the Lempel-Ziv algorithm as the

representational coder, and a Huffrnan coder for the entropy coding [9]. The system attains
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relatively good compression figures for images with a lot ofredundancy, examples ofwhich are

layouts. Thesystem is also relatively simple to implement in hardware. A more detailed view of

theproposed system is shown in Figure 11.

From Input
pins

Huffman
Buffer

Runlength
-•

L2 Systolic
Decode Decode Array

To Mirrors
•

Figure 11 Block Diagram of DecompressionSystem.

The main components of this system are the Huffinan decoder, buffer, Runlength decoder and

Lempel-Ziv systolic array. These components are described in greater detail in Chapter 4. The

Huffman decoder and Lempel-Ziv array operate at different, time-varying rates. This is the

reason for the bufferbetween the components as shown in the figure. It would be natural to use a

first in first out (FIFO) buffer for this element. The incorporation of this element into the design

is discussed in Appendix A. After decompression, the data must be fed to the writer array; this

can be done with simple shift registers or a memory array and is discussed in more detail in

Chapter 4. Using a parallel number of chips of the type being designed here can increase the

throughput of the system. There is a requirement, beyond the scope of this work, of aligning the

chips to adequate accuracy. Ideally, we would like the chip to be reproducible over generations.

To ensurethis, fourmajorareas will be focused on during the design. Theseinclude area, power,

speed and compression requirements. The following sections explain the issues facing us due to

device scaling fi:om generationto generation.
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3.5 Scaling Issues

3.5.1 Area

Every technology generation the minimtim feature size deceases by a factor of

approximately -Jl implying a decrease in area by a factor of2. This doubles the throu^put

requirements each generation. We can solve this problem by using one of two approaches.

Assuming that the mirrors also scale through generations, then we could double the number of

mirrors in our array. The second approach would be to double the source frequency which may

be unreasonable due to technologylimitations. If it were possible however, then we could double

the clock frequency of the circuitry. A third approach would be to use multiple chips as was

previously mentioned.

3.5.2 Power

The general formula for the power dissipation in digital circuitry is given by

P^a*C,/^Vdd*Vs^ing*f (1)

Where Ceff is the total capacitance at all switching nodes, Vdd is the power supply voltage, Vswing

is the average voltage swing of the switching nodes,/ is the average frequency of the circuitry,

and a is the activity factor of the switching nodes. Given that we want to maintain a 60

second/layer writing time through generations, it implies that the throughput of data must double

every generation. Assuming full scaling through each generation we see that we will have

capacitance scaling up by a factor of -Jl through each generation since gate area is halved

(neglecting wiring capacitance), oxide thickness isdecreased by V2 and we have twice as many
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gates. Since voltage is also scaled by yfl, and power depends on the square ofthe voltage, we

see from (2) that the average power will decrease by a factor of V2 each generation.

3.53 Speed

As shown in the previous section, we will be faced with the doubling of throughput

required due to device scaling. Assuming that we will also be able to double the number of

mirrors every generation due to device scaling, we do not need to increase clock frequencies to

allow for doubling of throughput. This is because we can fit twice as many parallel

decompression paths in the same area every generation. At the same clock frequency, this

translates to twice the throughput ofthe previous generation.

3.5.4 Compression Needs

The need for compression comes from the observation that the data throughput to a chip,

defined asnumber ofpins multiplied bydata-rate per pin has been trailing behind the throughput

required each generation [10]. By compressing the data by the ratio of required throughput to

available throughput, we overcome theproblem of getting enough data onto the chip. Theuseof

high-speed I/O technologies will allow us to stay within I/O pin count limits. Several

compression techniques have been proposed in [2] with varying complexities and compression

ratios to combat the problem.

3.6 System Specifications

A thermometer code format will be used for the data representation due to area

constraints on the mirror interface circuitry, allowing us to use one storage element underneath

eachmirror. Due to area constraints on the chip, we initiallychoseto implement a mirrorarrayof
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approximately 16,000x16,000. The number ofbanks in the mirror array was shown to be a factor

of the levels ofgray, for conveniencewe will use 16,368. For simplicitywe will use 16,384rows,

which is chosen to be a power of 2 for simpler de-multiplexing from the decompression paths.

This gives us a 16,384 x 16,368 mirror array. We showed that for a thermometer code

representation we are required to have a throughput of 58 Tb/s to the mirror array. We also

assumed that we will be able to incorporate 128,3.125 Gb/s input pins on a single chip to give us

400Gb/s input throughput to the chip. We also assume that we can obtain an average

compression ratio of 60 to give us an average throughput of 0.4Tb/s*60 = 24Tb/s to the mirrors.

Each decompressor path outputs 8 bits/cycle and the input data rate is 1/8 the rate of the I/O pin.

Our chip specification are then:

• 128,3.125 Gb/s input pins

• 1024 parallel decompression paths

• 16,384 X 16368 Mirror Interface Memory

• 16,384/1024 = 16 mirror rows loaded per decompressor

• 24Tb/s output throughput to allow for 1 layer in 2.5 minutes write time.
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CHAPTER 4

DESIGN OF DECOMPRESSOR DATA PATH AND MIRROR INTERFACE

The design of a decompressor data path which consists of a Huffman decoder, Runlength

decoder and Lempel-Ziv systolic array is presented. An SRAM based interface to the mirrors is

proposed and discussed. A DRAM array is an altemative memory-based solution that is briefly

mentioned. An altemative to the memory-based approach is a shift register-based approach; this

is evaluated towards the end of the chapter.

4.1 Circuit Design Approach

All of the design trade-offs described above and quickly time-varying parameters

in this early stage of development calls for a flexible design approach. Firstly, we believe that no

matter what implementation is taken, whether it is a single chip or a multiple chip solution, the

writer interface circuitry must be minimized in area in order to allow for minimal sized mirrors

to fit on top with very little spacing between them. Secondly, it was shown in [9] that power

consumption will be a big issue in any single chip implementation. So we need to optimize the

circuitry for area and power. This must be done while keeping the data-path delay small enough

to meet the necessarythroughput requirements. Initially, it was believedthat each mirror could
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Figure 12 5T write-only SRAM cell

be placed directly on top of the decompression circuitry. Such an implementation would avoid

the need for any mirror interface circuitry. This solution is clearly not feasible due to our area

constraints. This implies that a memory interface to the mirrors is necessary. The mirror interface

circuitry must receive data from the decompressor and transfer it to the mirrors.

4.2 SRAM BASED MIRROR INTERFACE CIRCUITRY

It is worthwhile to analyze a write-only SRAM based architecture due to good noise

immunity and a standard layout that can be used to minimize the area. A write-only SRAM

eliminates the need for sense amplifiers and output multiplexers; furthermore we can use 5

transistors per cell to reduce the area. The basic memory cell is shown in Figure 12. Since we

have a threshold drop after N3, P2 must be sized to have approximately half the drive strength of

N2 to allow the data bit to more easily toggle the state [13]. To test that the design works, we

could use a CCD camera as the data is loaded into the array. We can also use standard mask

inspection technology to inspect a wafer after it is written; this technique is used by Micronics

158 Tb / iS
[3]. The required rate of loading data is approximately * 3,6 GHz for

1 bit / row 16,384 rows

thermometer format. To attempt to load an SRAM at this rate is unrealistic, rather we can
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segment the memory into 8 banks and load the memory in parallel to attain a more reasonable

3.6GHz/8 = 450MHz load rate, as shown in the next section.

4.2.1 Layout Considerations for SRAM array

The layoutof the SRAM arrayis a challenging task. The core must be designed to allow

for the mirrors to be placed as close as possible to each other to maximize the aperture ratio. The

aperture ratio is the ratio of mirror area to total area of the mirror array including mirror gaps.

This implies that the address decoder must be placed around the outside of the memory array.

Figure 13 shows one row of the memory array. In the figure, the CC blocks represent the cross-

coupled inverter pairs of the memory cell. From left to right, we first see data arriving firom a

decompressor path. We assume that the path is 8 bits wide and is clocked at 8 times the load rate

of the memory. To interface to the slowermemory, we use a 1:8 serial to parallel converter for

each bit output of the decompressor. The 8-bit output fi-om the converter is then routed in parallel

to each ofthe 8 banks of the memory. Using a 16,384x 16,368memory array, we have that each

bank is of size 16,384 x 2046. This implies that each bit line is connected to 2046 NMOS drains.

To minimize the capacitance and resistance of the bit lines we should use one of the thicker, top

metal layers. The worst-case delay will be witnessed by the bit line that has to be routed to the

furthest bank, bank 8. For this case, to estimate the RC delay due to the bit line using 0.25 |i

process parameters, we assume that level 5 metal is used for the bit line. We also assume that the

bit line is 2 times the minimum feature size in width. From the 0.25um process parameters,

neglecting fiinge effects, we find the capacitance and sheet resistance to be 8aF/pm and 30mf2

respectively. The worst-case drain capacitance for a minimum sized NMOS pass gate is found to

be approximately 0.2fF.
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Figure 13 Parallel Load SRAM architecture

For a 16,368 x 0.5 micron bit line we then have R = 980Q, C =

65fF(wire) •¥ ^\OfF(drains) 5fF. The time constant for this line can be calculated as:

t = /?C = 980Q*475^t « 0.47nS. Assuming that the sheet resistance of the metal stays

constant through generations, and full scaling otherwise, we estimate the drain capacitance in

70nm to be
70

250
*0.2F - 56 aF. The resistance for a metal line with a width of 140nm is

16 368
found to be ~ 3500 Q. The capacitance of the bit line is then calculated

2 ..250
as 16,368//»i*0.14//w*8aF///»2 « 65fF. The total capacitance is then C =
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65fF{wire)+ \\SJF{drains) - JF. The time constant in 70nm is then given by t =

3500Q*180^ « 0.63 nS. Since this time constant is much less than the required load time of

2.2nS, we can design drive circuitry to meet the load time requirements. To achieve the required

load time of the memory, two approaches can be taken. The first approach is to place buffers in

between the serial to parallel output, and the bit line input of the memory. The buffers should be

tapered accordingly, as shown in [14]. A second possibility is to place intermediate buffers along

the bit lines to decrease the write times.

0 ^ 1

A 1

10 11

B 101 110 111

C D E F G H

Length Mincode Maxcode

1 0 1

2 10 10

3 100 101

4 1010 10000

1 3 4 * * * *

A: 0 B: 100 C: 1010 D: 1011 E: 1100 F: 1101 G: 1110 H: 1111

Figure 14 Canonical Huffman Table

4.3 Decompressor Architecture

Compression is achieved using a Lempel-Ziv matching algorithm, followed by a

Huffinan entropy coder. When the data is decompressed, these two steps are reversed to recover

the original data. This compressiontechniquewas shown to attain a compressionratio ofaround
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80 for layout data with a lot ofrepetition such as memory [2]. The architecture for these two

blocks are discussed below.

4.3.1 Huffman Decoder

In Huf&nan coding, we try to take advantage of the fact that certain symbols in a stream

mi^t appear more often then others. So we assign variable length codes to different symbols

based on the usage. In the example in Figure 14, the symbol *A' is the most frequently used, and

is assigned the shortest code '0'. A less frequently used symbol is *B', and is assigned a longer

code "100". In this case, rare symbols such as *C' and *D' are assigned longer codes "1010" and

"1011" respectively. The input sequence "ABAAACAADAAA" would be written as "0 100 0 0

01010001011 00 0". Ifwe had done a simple encodingusing 3 bits per symbol for each of the

characters A-H, our output would be 36 bits long. Insteadusing the Huffinan code reduced the

output to 20 bits. Theoretically speaking, Huf&nan codes are allowed to be infinite in length; the

less frequently a symbol appears, the longer the code that is assigned to it. Moreover, from an

information theoretic point ofview, assuming that the input symbols are independent and

identically distributed, Huffinan codes come very close to entropy, the minimum average number

ofbits per symbol. From a practical point ofview, however, the length ofa Huffinan code must

be limited to some value MAX, and input symbols must be decorrelated using a representation

coding such as the Lempel-Ziv algorithm.
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Input data: ABCDEFGHIJKLABCDEFGHIMNOPQRSTUVWXYZ
Conroressed data: ABCDEFGHIJKL<12,9>MN0P0RSTUVWXYZ

literal

0

"Hi

count length

lutput sequence

(sliding) history buffer

—I

<off,ien,niatch

^Decompressed
Data

offset

Figure 15 Lempel-Ziv Decompression.

4.3.2 Lempel-Ziv Decompression

The goal of the Lempel-Ziv algorithm is to take advantage of the redundancy in the data

in the most efficient waypossible. After compression, the Lempel-Ziv algorithm outputs one of

two data types. The first is a literal, which is a word that could not be compressed using the

algorithm. The second is an offset/length pair, where the offset is the information about how far

in the history buffer to look, and the length is howmany bytes to copy from thehistory buffer. A

typical sequence of data that is input into the LZ compressor is shown in Figure 15. The VLSI

implementation of this algorithm is divided into two parts: runlength decoder and history buffer

lookup. In the next two sections,we expand upon on each ofthese modules in detail.

4.3.2.1 Runlength Decoder

The main fimction of the runlength decoder is two-fold. The first is to decode the input

stream into either <literal> , <length, offset> pairs, and the second is to output the offset byte as

many times as the length byte indicates. The repetition unit contains a counter and several
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Figure 16 Lempel-Ziv Systolic Array.

registers. The decoder looks at the first bit of the stream to decide between the two possible

outputs. If the bit is a *0', then this indicates that the symbol is a literal. If the bit is a *T, then the

decoder initializes the counter to the length symbol, and outputs the offset byte, decrementing the

counter after each cycle.

4.3.2.2 Systolic Architecture

The systolic architecture consists of a series of decoding cells. The decoding is done

locally, avoiding any long wires to the history lookup buffer observed in the non-systolic

implementation. This increases the robustness to noise and maximizes the operating speed of the

decoder. Decoding is fairly simple; cell n compares the input offset value to the stored offset

value of the cell which are 2„, 2„./. The output decoded value is copied fi*om the reverse buffer

or R„./, where R„./ comes from the preceding decoding cell, n-1. The decompressor receives

either a literal or an offset signals. A flag is passed along the cells to differentiate between the

two. In the systolic array implementation, data pass bi-directionally from one processing element
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Desired output: ABCDEFGEFFGABC

Figure 17 Systolic LZ Array Decoding.

to neighboring ones in a regular, synchronous pattern as shown in Figure 16. Each SMEM cell

consists of a forward and a reverse buffer. Data is fed through the forward buffers from left to

right, and then fed back around the reverse buffers from right to left. To match the history buffer

output, forward moving data is compared to the cell number, until it reaches the correct cell

where it can fetch the literal from the reverse buffer. An example of decoding in the systolic

architecture is shown in Figure 17.

4.4 Design of Decompression Circuitry

To attain the necessary throughput, we must implement a number of compression paths

operating in parallel. The constraints are that it must fit in the 2cm x 2.5cm chip, along with the

1.6cm X 1.6 cm mirror array. This implies that we have approximately 2cm x 0.9cm of area to

implement the decompressors. Given this constraint, we would like the output throughput of the
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decompressors to be as close as possible to the required 58 Tb/s. The power consumption must

also be kept to a reasonable level. The basic building blocks of the design were designed and

simulated in Module Compiler, a data-path synthesis tool, using 0.18pm technology. The design

used the standard cell library. Table 1 below summarizes the performance. The three components

of the design that used the most power and area were the Huffinan Decoder, Runlength Decoder

and Systolic Array. From the table, we see that the SMEM array consumes the majority of the

power and area. Figure 18 below shows the circuit diagram ofan SMEM cell.

Fdata in<0> 1

rdata in
MUX

MEM ID

MUX
9 fdata out

COPY IN

I COPY OUT

Figure 18: SMEM Cell Block Diagram.

In Figure 18 we see that the SMEM cell is composed of 17 flip-flops, two 8-bit multiplexers, an

8-bit comparator and 3 gates. In this design, the main consumers of area and power are the flip-

flops. A custom design of this SMEM array can save approximately 50% in power and operate at

twice the speed as shown in Appendix B.
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Table 1 Performance of Decompressor (Standard cell based design)

Max Speed Power Area

Huffman decoder 700 MHz 3.15mW@ 500MHz 6,982

Runlength decoder 625 MHz 1.2 mW@ 500MHz 3,307 iLUn^

128 element Systolic

LZ Array

1000 MHz 59.2mW @ 500MHz 262,000

4.5 Alternative Memory Interface - Shift Register Based

As discussed in Chapter 3, a shift register array coupled with comparator circuitry is an

attractive solution when using a binary data format since we do not have a data expansion as

seen in the thermometer format. The disadvantage of such an implementation is that it requires 6

storage elements per mirror to allow the pixel to propagate along the row. We can fit

approximately 2 storage elements below each mirror, making this a viable solution only for

mirrors that are larger than 2 microns on a side. The operating speed was obtained by simulating

the shift registers at several clock frequencies. We can estimate the power consumption of a

16000 X 16000 mirror array, with binary data format, and parallel shifting. The required clock

9 4 Tbits / s
frequency into the shift array is approximately ^ » lOOMHz. We simulated 4-j' I'l- j' 16,384 *56zY5//7ixe/

element, 6-bit wide shift registers using NMOS gate dynamic flip-flops, which gave us a power

of 176uW@lGHz. From this we can estimate the power consumption of a 16,384 x 16,368 shift

16,384 *16,384 *1l^jiW @\GHz
register array operating at lOOMHz as:

4*10
« 1130 W. Scaling

down to the 70nm generation and assuming an activity factor of 0.2 for the switching nodes, we
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get an estimate of 1130W*
70

180
*0.2«34 W. We can reduce the above power figure by

shifting data in parallel, which would lower the requiring a clock frequency to achieve the same

throughput. Using a shift register for the thermometerdata format, we would be required to use a

1-bit wide shift register undemeath each row of mirrors. As was shown previously, the load rate

would be 31 times faster, so that we could estimate the power consumptionfor this configuration

as34W*l/6*31=176W.

4.6 Alternate Interface Circuitry : DRAM based

A DRAM (dynamicrandom accessmemory) architecturecould be an attractive option

for the mirror interface circuitry.The main concem ofthis approachis the soft error rate of the

memory. A DRAM architecture built on standard CMOS could be attractive for this application,

since at a high flash rate we would not need a very high capacitanceper cell. It would also be

very expensive to have a DRAM+Logic+MEMs process. The lower limit of the capacitance

needed per DRAM cell to avoid soft errors is approximately 20fF [13]. We will assume that the

capacitor is formed between the N"^ active layer andthepolylayer. In 0.25pprocess, wehave

6fF/|im^ [12]. Assuming constant voltage scaling, the oxide thickness decreases bya factor of

^^2 each generation, increasing capacitance by -Jl each generation. We can estimate that we

250 nm
will have approximately

lOnm
*6042a///ow = 22fF/|im in the 70nm generation [12]. We

would also need to fit a transistor and contacts inthe l|im^ area. This places usbelow the soft

error rate threshold. Further investigation would be required to analyze the soft error rate

obtained by using a fraction ofthis capacitance. A sketch ofa 1-T DRAM cell implemented in

standard CMOS is shown in Figure 19.
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CHAPTER 5 - PROTOTYPE IMPLEMENTATION AND

RESULTS

This chapter discusses the implementation of a scaled down prototype designed in 0.18p

technology, with the goal of demonstrating the concepts described in this thesis. From this we

also try to extrapolate the performance ofa full-scale chip implemented in the 70nm generation.

5.1 Chip Description

The architecture used for the design of the prototype chip is a decompressor

consisting of a Huffman Decoder, Runlength Decoder and a 128-element Lempel-Ziv systolic

array. The mirror interface circuit is an SRAM memory, which is fed data by the decompressor.

At lower complexity, we have enough input pins to avoid the need for high-speed I/O pads.

Specifically the chip is designed to implement 8 decompress paths; the following is a description

of the chip:

100 Mb/s I/O pads
Huffinan Entropy decoder
LZ decompressor using 128 element SMEM array
Grayscaling with thermometer code data format
256 byte FIFO for interfacing LZ and Huffman
8 start bytes, 1024 data bytes, and 1 CRC byte per frame
64x1024 SRAM memory array for mirror interface
Single clock operation
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Figure 20 Block Diagram of One Decompress Row

One decompression row and memory row of the system is shown in Figure 20. Since we have a

1-bit data stream flowing into the Huffman, a controller block is needed to decide what typeof

data is coming in, whether it is a literal, offset or length byte. Based on this, the controller

controls the multiplexing of the correct MAX, MIN and OFFSET tables to the Huffinan. A FIFO

is necessary to interface between the Huf&nan and the LZ systolic array to smooth out data rate

fluctuations between the components. The Huffman decoder and the Lempel-Ziv array have

different, time- varying compression ratios. Since theHuffman input is 1bit wide, and the output

is 8 bits wide, while the LZ has both input and output 8 bits wide, we have that the clock ratio of

.t r rz j. TT • i LZ compressioYi ratio* Huffman compressioji ratio .the LZ to the Huffman given by: ^ this is
8

derived in [9]. A FIFO level detector was also built to detect when the FIFO is within 10% of

overflowing or if it is empty. In the event that the FIFO is empty, the Lempel-Zivarray will stall

until there is data available. In the event that the FIFO is close to overflowing, an overflow pin is

asserted, informing the processor board to stop sending data. The data from the decompressor is
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sent to the mirror interface circuitry, which is an SRAM array. We use a thermometer data

format to achieve 31 non-zero levels of gray. Error detection is accomplished using a 1 byte

CRC that is appended to the end ofeach frame. An 8-byte start byte is appended to the beginning

of each frame. The start bytes were arbitrarily chosen to be **maskless". Since the main purpose

of the test chip is to demonstrate the concept, we use a single clock domain for the whole chip.

The chip I/O is described in Table 2. The decompression circuitry is implemented using standard

cells in 0.18|X technology. The blocks were designed using Synopsys Module Compiler.

Table 2 Chip I/O

I/O Width Description

Data® 8 Input

Reset (I) 1 Reset

Load_Data (I) 16 Data for Huffinan memories

Load? (I) 1 Enable Huffinan mem. Load

Read_Mirrors (I) 3 Read mirror array data

Mirror_Reset (I) 1 Reset address decoder

WB(I) 4 Select Huffman memory

Mirror_Data (0) 8 Data from mirror memory

Clock (I) 1 Global clock

Overflow (O) 1 Overflow imminent

47



The memories were obtained by a memory generator, provided by ST Microelectronics. The

memory generator allows us to specify the size of the memory desired. The floorplan and layout

are shown in Figmre 21. Simulink to Silicon SSHAFT flow. SSHAFT stands for Simulink to

Silicon HierarchialAutomated Flow Tools (SSHAFT)[15]. The idea behind SSHAFT is to allow

an algorithms designer to develop a prototype chip in a matter of days without any prior

knowledge about backend chip assembly. Simulink is an event-driven simulator that is part of

the Matlab softwarepackage. A high level Simulink model is developed for the system and used

to drive the design. The Simulinkmodel should functionally match the chip exactly. A data path

description must be written to specify how the blocks ofthe model are generated. The blocks can

be designedwith Module compiler, or synthesized directlyfrom VHDL. All of the blocks for the

prototype chip were designed with Module Compiler. Module Compiler is a data-path synthesis

tool, where the architecture of the design is specified in a syntax similarto the C language. The

design consists completely of standard cells and SRAM memories for the Huf&nan memories

and the mirror memory. To test the design, a sample data stream was used. A program was

written in Matlab to take in the data stream, add the start bytes and CRCbyte and then compress

the stream. This compressed data is used to test the design at all levels. We test the design at the

Simulink level, then the VHDL level, and then the raw netlist level. Several of these simulations

are presented in Appendix A. The decompressorpath widths in the layout are determined by the

height of the mirror-interfacememory as shown in Figure 21.
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II

Huffman Memories, FIFOs (230x1500 ^m)

Huffman,Runiength, LZ, CRC error detector,
FIFO level detector, Address Counter
(230x2000 ^m)

1024x8 Mirror SRAM (230x1000 ^m)

Figure 21 Decompressor Row Floorpian and Layout



5.2 Estimated Performance of Test Chip

With 8 parallel decompressionpaths running at a clock frequencyof 100 MHz, the output

throughput of the chip will be approximately8*8*100Mb/s = 6.4 Gbps. This is because we have

8 paths, where each path outputs 8 bits/cycle. From the data sheet specificationsofthe memories,

and Module Compiler simulations, which can be found in Appendix A, we estimate the

performance of each decompression path running at a clock frequency of lOOMHz as follows.

Approximately 32mW is consumed by the Huffinan memories, 12mW is consumed from the

SMEM array and 13mW is consumed from the FIFOs. The address counter, Huffinan decoder,

error detector and FIFO level detector consume approximately 2mW. The 1024 X 8 SRAM

mirror interface consumes 1ImW, All togetherwe get that one path consumes 70mW of power.

Multiplying this number by 8, we get an estimate for the test chip power consumption of

8*70mW = 560mW. This neglects I/O pad power. We find from the data sheet that the FIFO

limits our maximum speed of operation to 236 MHz. The dimensions of the test chip is

approximately 1840jLim x 4500|im. This does not include I/O pads. Using 44, 80pm X 80|Lim

pads, this will add an additional 3% to our area numbers. The layout of the data path was such

that the pitch of one decompressor row was matched to the pitch of a 1024x8 memory. The

output of the decompressor is 8 bits, implying that if the mirror array was directly implemented

on top of the memory array, then each output bit of the decompressorwould be matched in pitch

to one row ofmirrors.

50



5.3 Estimated Performance of Future Design

In the following sections, we will assume full scaling through generations.

5.3.1 Throughput

The chip to be designed in the 70nm generation will have 128, 3.125 Gb/s I/O pads. The

data from these pins will be de-multiplexed at a ratio of ~ 1:8 to the Huffinan. We Assume that

we can attain a compression ratio of approximately 50-60 with thermometer data format with a

1024 byte history lookup as was shown in Figure 8. This implies that the LZ array will operate at

. 400Gb/j*60. \ bit input per cycle j . ii. ..i, t t •«
approximately * — « ^GHz. The data from the LZ array will

1024 paths 8 bits output per cycle

then be de-multiplexed at a ratio of 1:16 to the rows of the mirror array, composed of 8,16,384 x

2046 bit SRAM banks operating at approximately 200 MHz each. A similar configuration was

discussed in section 4.2.1. The configuration achieves an output throughput of

128*3.125 Gfeps* 60 a 24 77?/5 . This throughput is approximately 40% of our 58 Tb/s

objective.

5.3.2 Area

From Figure 21 we see that area occupied by the standard cells is approximately

460,000pm^. Since the SMEM array occupies approximately 88% ofthis area as shown inA.2,

the areaof the 128 element SMEM canbe estimated as 460,000|im^ *.88a 400,000pm^. The

layout of the standard cells was done with 80% density, in a customplaced layout we would be

able to double the density, to get an area estimate of200,000pm^. In the design, a 512 element

SMEM would be used to give us our required history lookup size of 1024 bytes.
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20mm

1024 Parallel

decompression paths
Huffman, RL, 512 element SMEM

Demux

25 mm

16;384!x16,3S8
SRAM b^ni
Consisting <>1

8, |63S4 i2046

Decoder

Figure 22 Fioorplan for Chip in 70nm

This would then occupy approximately 4 times the area of a 128 element SMEM, giving us an

area of200,000fim*'*4 = 800,000pm^. Scaling down to the 70nm generation we get that the area

70 "ofthe 512 element SMEM will be 800,000l£/m^ * —=12(\000//w^. From Figure 21 we get
[iSOW/TlJ

that the area due to the Huffman memories and FIFOs is 345,000pm^. Scaling down to the 70nm

we get 345,000/zm^ * —^ «52,000//m^ This gives us an estimate of 120,000 iim^ +52,000
\SOnm

2 2(im = 172,000 pm for the total area of the decompressor circuitry. This assumes that the SMEM

occupies a majority of the standard cell area. With 1024 parallel paths, we obtain a total area of

176x10^ jim^. From our constraint that the chip height be 2cm, we get that the length of these

rows will be approximately 0.9cm. The pitch of the rows will then be ~19,5 fjm.
1024 rows



This translates to approximately 8 standard cell rows in 70nm technology. With this

configuration we get a chip floorplan implemented in 70nm as shown in Figure 22.

5.3.3 Power

The power consumption of the chip can be broken up into the power consumption of the

decompression circuitry and that of the memory array. To estimate the power consumption of the

decompression circuitry, we will use the fact that the SMEM block consumes a majority of the

power, and the Hufhnan and Runlength are negligible in the calculation. Using the power figures

from the custom designed 128 element SMEM block in Table 7, we estimate

32m^T@0.5Gife*3*6*
70«m

.180wm.

that we are using a 512 element SMEM instead of 128 that was simulated. The factor of6 comes

from the fact that we are operating at 3 GHz in the 70nm generation. We scale power by the

square of the scaling factor since we have been assuming full scaling. A better estimate ofpower

consumption is obtained by taking into consideration the activity factor of the switching nodes.

With a factor of 0.2, we get a more realistic power consumption of 0.2*120W = 24W.

Implementing the same design on 20 chips would imply that we could run the circuitry 20 times

slower, reducing the power consumption by a factor of 20. The power consumption of the

parallel load SRAM architecture discussed in section 4.2 needs to be further evaluated. Table 3

compares the estimated performance of the test chip and the future chip.

*1024 paths «120. The factor of 4 comes from the fact
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Table 3 Chip Performance

Parameter Test Chip Future Full-Scale Chip

I/O paths 8 128

I/O bandwidth SOOMb/s 400Gb/s

Decompression paths 8 1024

Throughput 6.4Gb/s 24 Tb/s

Mirror-interface Type Standard 6T SRAM Custom 5T SRAM

Mirror-interface size 64 X1024 16,384 X 16,368

Mirror size 3|im X 3pm 1pm X 1pm

Chip dimensions 2nim X 5mm 2cm X 2.5cm

Power 560 mW >24W

5.3.4 Further Optimizations for Power and Area Savings

Since all of the Huffinan decoders will have the same tables, we can use dual-ported

memories to share the Huffman tables across rows to save area and power. The optimal FIFO

size is a parameter that depends on the layout data and could possibly be reduced. By designing a

custom SRAM that has write-only capability it allows us more freedom to use a 5-transistor cell

and still satisfy the SRAM cell stability conditions [13]. This will allow us to save in area and

power. The design was chosen to be implemented with 70nm technology since we wanted to

have the chip to be ready by the 50nm generation. Implementing the chip in 50nm technology

could be a possibility as well that needs to be evaluated.
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CHAPTER 6 CONCLUSION

6.1 Key Accomplishments

In this thesis we have examined the main challenges in the design of the data path for

future maskless lithography systems. We showed that a data throu^put to the writers of around

58Tb/s was required in the 50nm generation to write a layer of a wafer in 60 seconds. A system

was proposed to handle the throughput problem. We designed the writer interface to be a single

chip solution. The writer-interface consisted of a decompressor to reduce the input bandwidth

requirement of the chip, and an SRAM memory to interface to the mirrors. The decompressor

consisted of a Huffinan decoder, runlength decoder and a systolic Lempel-Ziv decompressor. A

5T write-only SRAM mirror interface was proposed to allow for the incorporation of maximum

aperture ratio writers on top of the array. We also presented a shift register architecture, as an

alternative approach to implementing the writer interface.

A single chip solution was presented. The chip used a highly parallel architecture,

consisting of 1024 independent decompressor paths and an SRAM writer interface. A scaled

down version of the chip was designed to demonstrate functionality. The full scale version of the

chip will be implemented with a 16,384 x 16,368 mirror array and is projected to have

dimensions of 2cm x 2.5 cm. The chip is projected to have throughput of aroimd 24 Tb/s,
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allowing for 2.5 minute per layerwrite times. By implementing the solution on multiple chips, it

would mean that we would not be pad-limited anymore, implying that we would not be required

to use compression,eliminatingthe decompression circuitryall together.

6.2 Future Work

In the near future, we would like to analyze architectures for different compression

techniques such as 2D-LZ, JBIG and Burrows Wheeler [2,20]. More complex schemes will

allowus to reduce the complexity of the I/Opads with the disadvantage of consuming more area.

We would also like to analyze a custom designed SRAM to reduce the area and power

consumption. A DRAM memory interface was also shown to be a possible solution that might

reduce the area and power consumption. The solution was projected to have 128, 3.125Gbps

input datapins. Manyissuessuchas per pin skewcompensation, and equalization still need to be

solvedfor a singlechipsolution with sucha high throughput. We would also like to examine the

required writer interace circuitry for different maskless lithography techniques such as e-beam

based systems. An economic feasibility analysis to determine at what throughput it becomes

more advantageous to use maskless lithography is needed. This would motivate designing

differentsystems for differentmarket segments such as low-volume ASICmanufactures.
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APPENDIX A: SIMULATION SETUP AND RESULTS

A.1 Simulink Library
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Figure 23 : Simulink Library
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Figure 23 above is the library of components used in the simxilink model. It includes all the main

components of the design. These components are connected together to form the decompression

system and the mirror interface circuitry. The SSHAFT flow will then start from this model to

generate the layout. Table 4 describes the Simulink blocks.

Table 4 Simulink block description

Block Descriotion

Huffman Huffman decoder

Stream_Decoder Runlength decoder

SMEMVEC 128 element SMEM systolic LZ

Framer Finds start bytes and checks CRC

Flow__detect Checks for FIFO under/over flow

Fifo_256_8/Fifo_256_10 FIFO to interface Huffman with LZ

Sram_16_16 16x16 Huffman table lookup SRAM

Sram_256_8 256x8 Huffman symbol SRAM

Sram_1024_8 1024x8 SRAM writer interface

CountlO Address counter for writer interface

DelayChain Delay chain to satisfy hold time of FIFO

Gater Clock gater

Decode_4__16 4:16 decoder

Muxl6/Mux8 3:116/8 bit multiplexer
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A.1.1 Matlab Verification

Matlab codewas written to generate test vectors, simulate the system and verify the

overall functionality. The m filetakes a message, appends the startbytes andgenerates and

appendsa one byte CRC word to the message. It then applies the Huffman and Lempel-Ziv

algorithms to it. It then simulates the system, and checks that thesystem decompressed properly

by crosschecking the outputof the system with the original message.

A.1,2 VHDL verification

VHDL simulations wererun on thewhole design. The VHDL codewas stitched together

from VHDL codeprovided from eachof the Module Compiler blocks as well as VHDL code

provided by STMicroelectronics for thememories and FIFOs. Figure 24 shows partof the

simulation showing the inputto the mirror memory matching.

• /mATA_OUT_DlM(7:0)

• 7TBjMIRROR_DATA[7;0)

• MIRROR_DATA_DUM(7:0)

71000 711M 712B0 71300 71400 71500 71000 71700 71800
II I I I I I I I..

Figure 24: VHDL verification, showing Mirror Data



A.2 Module Compiler Blocks

The major subsystemsof the design were built with SynopsysModule Compiler.The

process used was 0.18p with typical operating conditions. Table 5 below summarizes the

performance ofthese blocks.

Table 5: Module Compiler and Memory Block Performance

Block Max SDeedrMHz) Areafum^) Power(5)100MHzfmW>

Hufftnan Decoder 150 6,982 0.63

Runlength Decoder 110 3,307 0.24

16x16 SRAM 820 8,379 2.7

256x8 SRAM 333 39,492 2.4

1024x8 SRAM 625 263,000 11.1

256x8 FIFO 238 73,771 5.8

256x10 FIFO 236 79,707 7

128 element SMEM Array 333 262,056 11.84

Framer 1400 17,167 0.8

FIFO level detector 840 6,490 0.55

10-Bit Address Counter 1180 2,512 0.22

Several small modifications were made to these blocks compared to the blocks described in [9].

In [9], separate Huffman decoders were used for the different streams ofdata. The length, offset

and literal streams each had a separatecoder. This was due to the different statistics of these

streams. The three separate Huffmans were combined into one, with the Huf&nan memories

multiplexed in based on which data was being processed. A state machine was built into the

Huf&nanblock to detect which type ofcharacter was being processed. Flip flops with stall

enables were installed into the Runlength, Framer,10-bit Counter and SMEM array. This was

needed in order to stall these components when the FIFO was empty.
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A.3 FIFO Interface Circuitry

The FIFO used in this design was provided by ST Microelectronics. The timing diagram

is provided below.
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Figure 25 FIFO timing diagram

We see from the diagram, that write occurson the falling edgeof the WR signal. On the read

cycle, the data is ready after a certaindelay after the rising edgeof the RD signal. A constraint

that must be satisfiedis that Readand Write cannotoccur simultaneously. To satisfythese

constraints the following interface circuitry is built around the FIFO.
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Clk

~Clk

RD

Figure 26: FIFO interface Circuitry and Timing

The write signal to the FIFO originates from the Huffinan done signal. This is a synchronous

signal that only transitions on the rising edge of the clock. To avoid conflicts with the read

signal, the request signal from the runlength is gated with the inverted clock. This implies that

data can only be requested from the FIFO on the falling edge of the clock. A Ins delay is inserted

before the write port of the FIFO to satisfy setup time constraints of the FIFO. For this specific

FIFO, 600pS is necessary, although netlist simulations showed that the actual setup time ofthe

FIFO is under lOOpS.
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APPENDIX B : FLIP FLOP ANALYSIS

B.l Trade-offBetweenDifferent DynamicStorage Elements

Thebasicstorage element wewill analyze is the D FlipFlopusing a master slave

configuration as well as a D Flip Flop using a pulse triggered latch configuration. These elements

areshown below in Figure 27. Thefigure shows several configurations ofdynamic flip-flops.

The use ofdynamic flip flops will allow us to save area in return for a decreasein noise

tolerance, which will beanalyzed in further detail. Table 6 below summarizes the performance of

several of the flip-flop configurations. The simulations were done in 0.18p, typical conditions.

(a) Master Slave, nmos gate

? i

0 0
(b) MasterSlave, transmission gate

0

(c)C^MOS based flipflop

(d) Pulse Triggered flip flop

HI

(e) Pulse Triggered, True Single Phase

Figure 27: Dynamic Flip Flops
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Table 6: Flip Flop Power Consumption.

Flip Flop Power ® IGHz

(a) 18uW

(b) 20.6uW

(c) 17.1uW

(d) lO.luW

B.2 Custom Designed SMEM Array

A custom designed SMEM array with several flip-flop configurations mentioned above.

The results are shown below in Table 7, which gives the area and power estimates of a 128

element SMEM based on the 4-element simulation. Comparing the performance of the custom

designed SMEM to the standard cell based design, we see that we save approximately 50% in

power and operate at twice the speed. The layout of the custom SMEM array was not done, so a

comparison of the areas still needs to be evaluated. More details about the custom SMEM design

can be found in [11].

Table 7:128 element SMEM performance (custom design)

Flip Flop used
(from
appendix B)

Power@500MHz (mW) Area (transistor
widths,um)

Max Speed
(GHz)

(a) 32 17760 2

(b) 31.2 20534 2
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B.1.2 Pulse Triggered Latch Based Design Considerations

In order to save area, a pulse-triggered latch can be used as the basic storage element.

This places stringent requirements on the pulse width in order for the system to work properly.

Specifically, several banks of registers must operate with each register receiving an earlier clock

relative to the previous register to prevent a race condition. At the boundaries between banks of

registers a negative edge triggered flip flop must be placed to allow interfacing several banks.

Figure 28 below shows a typical configurationoftwo banks ofregisters operating with n phases.

CLKn

CLKl

CLK2

CLKn

CLK2 CLKl CLKn

CLKn C

PW

Tshift,n

CLK2 CLKl

SR SR

t2 tl

Figure 28: Typical configuration for 2 banks of pulse triggered latches
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