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Abstract

FPGA-Accelerated Evaluation and Verification of RTL Designs

by

Donggyu Kim
Doctor of Philosophy in Computer Science

University of California, Berkeley
Professor Krste Asanović, Chair

This thesis presents fast and accurate RTL simulation methodologies for performance,
power, and energy evaluation as well as verification and debugging using FPGAs in
the hardware/software co-design flow.

Cycle-level microarchitectural software simulation is the bottleneck of the hard-
ware/software co-design cycle due to its slow speed and the difficulty of simulator
validation. While simulation sampling can ameliorate some of these challenges, we
show that it is often insufficient for rigorous design evaluations. To circumvent the
limitations of software-based simulation and sampling, this thesis presents MIDAS
v1.0, which automatically generates the FPGA-accelerated RTL simulator as an in-
stance of FAME1 from any RTL. These simulators are not only up to three orders-of-
magnitude faster than existing microarchitectural software simulators, but also truly
cycle-accurate, as the same RTL is used to build the silicon implementation.

The increasing complexity of modern hardware design makes verification chal-
lenging, and verification often dominates design costs. While formal verification and
unit-level tests can improve the confidence in some blocks or some aspects of a de-
sign, dynamic verification using simulators or emulators with real-world applications
is usually the only plausible strategy for system-level RTL verification. Therefore, this
thesis presents DESSERT, an effective simulation-based RTL verification methodol-
ogy using FPGAs. The target RTL design is automatically transformed and instru-
mented to allow deterministic simulation on the FPGA with initialization and state
snapshot capture. Assert statements, which are present in RTL for error checking
in software simulation, are automatically synthesized for quick error checking on the
FPGA, while print statements in the RTL design are also automatically transformed
to generate logs from the FPGA for more exhaustive error checking. To rapidly
provide waveforms for debugging, two parallel simulations are run spaced apart in
simulation time to support capture and replay of state snapshots immediately before
an error.

Energy efficiency is the primary metric for all computing systems, requiring
designers to evaluate energy efficiency quickly and accurately throughout the design
process. Prior abstract energy models are only accurate for designs closely matching
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the template for which the model was constructed and validated. Any energy model
must be calibrated to a ground truth, usually a real physical system or a gate-level
energy simulation. Validation of energy models is difficult because only a few design
points will ever be fabricated as real systems and real systems typically lack adequate
energy instrumentation, and gate-level simulation of proposed designs is extremely
slow.

For fast and accurate power and energy evaluation of RTL, this thesis first
presents Strober, a sample-based energy simulation methodology. Strober uses an
FPGA to simultaneously simulate the performance of an RTL design and to collect
samples containing exact RTL state snapshots. Each snapshot is then replayed in
RTL/gate-level simulation, resulting in a workload-specific average power estimate
with its confidence interval. For arbitrary RTL and workloads, Strober guarantees
orders-of-magnitude speedup over commercial CAD tools and gives average energy
estimates guaranteed to be within very small errors with high confidence.

Runtime power modeling is also necessary for dynamic power/thermal optimiza-
tions. This thesis finally presents Simmani, an activity-based runtime power mod-
eling methodology which automatically identifies key signals for the runtime power
dissipation of any RTL design. The toggle pattern matrix, in which each signal is
represented as a high-dimensional point, is constructed from the VCD dumps of a
small training set. By clustering signals showing similar toggle patterns, an opti-
mal number of signals are automatically selected, and then the design-specific but
workload-independent activity-based power model is trained with regression against
power traces obtained from industry-standard CAD tools. Simmani also automati-
cally instruments the target design with activity counters to collect activity statistics
from FPGA-based simulation, enabling runtime power analysis of real-world work-
loads at speed.



i

In loving memory of my mother, Jeongja Seo (1963 - 2014).
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Bachrach. I was very fortunate they gave me a chance to be part of a great research
group at UC Berkeley. Even though I struggled a lot in my early days, they never
gave up on me. With their continuous encouragement and patience, they have shown
me how to build computer systems and how to do computer architecture research. I
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Chapter 1

Introduction

This thesis proposes a new evaluation and verification methodology in the hard-
ware/software co-design flow. Section 1.1 motivates why performance, power, and
energy evaluation using RTL designs instead of microarchitectural software simu-
lators is necessary for the recent hardware/software co-design trends. Section 1.2
outlines the remaining chapters of this thesis.

1.1 Why RTL-Based Computer Architecture Re-

search?

Figure 1.1 shows two alternatives for performance evaluation in the computer
system design process. Historically, cycle-level microarchitectural software simulation
(e.g. [19, 109, 143]) has been widely-used by computer architects for performance eval-
uation (Figure 1.1a). Whereas RTL implementation has been tedious, labor-intensive
and difficult to modify and verify, these microarchitectural software simulators are
flexible and easy to use. For this reason, high-level software-based simulation remains
an important tool to guide system designers in the early stages of system design, be-
fore RTL implementation has commenced. Ease-of-use concerns notwithstanding,
evaluating RTL designs remains extremely slow when using commercial CAD tools,
and thus, high-level simulation was necessary to evaluate the target systems with
real-world applications.

However, microarchitectural software simulation becomes the bottleneck of the
recent hardware/software co-design cycles nowadays for two main reasons. First of
all, microarchitectural software simulators should be carefully validated against RTL
designs and real systems. This is only feasible when new designs do not deviate
tremendously from existing hardware or similar designs from previous design cycles
that have already been validated. As shown in Figure 1.1a, there are frequent feed-
back loops from the CAD tools to the RTL designs in the hardware design cycle in
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Figure 1.1: Comparison of performance evaluation methodologies in the hardware/-
software co-design flow
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order to improve the quality of the silicon implementation. Whenever any changes are
made to the RTL designs, microarchitectural software simulators should also be care-
fully tuned. Moreover, microarchitectural software simulators should be exhaustively
validated against the silicon implementations running real-world software. Other-
wise, various kinds of modeling errors can be introduced by the abstraction of the
target systems [53]. Recent hardware design trends, moving toward heterogeneous
SoCs with a plethora of custom hardware accelerators, have made simulator valida-
tion more difficult as it has become harder to find an existing system against which
these software-based simulators are validated.

To make matters worse, microarchitectural software simulation is too slow to
run the full execution of today’s realistic workloads with very complicated hardware
designs. In general, any non-trivial modern application executes billions to trillions
of dynamic instructions, making it practically impossible to simulate them without
sampling even with the fastest microarchitectural software simulator. For example, it
takes roughly a month to simulate one trillion instructions with a 400 KIPS simula-
tor [109]. Therefore, the slow speed of microarchitectural software simulation prevents
an agile hardware development approach, which is required for rapid hardware/soft-
ware co-optimizations.

This thesis proposes FPGA-accelerated RTL simulation to resolve the difficulty
of performance, power, and energy evaluation for the hardware/software co-design
flow as shown in Figure 1.1b. First of all, RTL implementation is becoming more
productive for computer architects thanks to various hardware construction languages
(e.g. [10], [105], [118], [94], [135]) that greatly improve the expressivity over existing
hardware description languages like Verilog and VHDL. In addition, there are an
increasing number of open-source RTL designs (e.g. [8, 34]) with which to bootstrap
a new project, dramatically reducing RTL development time.

Next, this methodology is truly cycle-accurate as the FPGA-accelerated simu-
lator is generated using automatic transformations on any RTL design that will be
the same RTL consumed by VLSI CAD tools to produce the silicon implementations.
These transformations preserve the RTL behavior of the design, and thus do not
introduce modeling errors. Therefore, system designers do not need to re-validate
their simulator after changes on their RTL design, greatly improving the productiv-
ity of hardware/software co-optimization, where the RTL design may be frequently
modified.

Finally, using FPGAs for performance evaluation increases the simulation speed
by multiple orders of magnitude over existing cycle-level microarchitectural software
simulation, which is well demonstrated by the previous work [132]. Since FPGA-
accelerated simulators can execute tens of MIPS, it becomes possible to evaluate
complete benchmark suites, like SPEC2006int, on a cycle-accurate model of the de-
sign.
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1.2 Thesis Outline

This thesis describes fast and accurate RTL simulation methodologies using FP-
GAs for performance, power, energy evaluation as well as verification and debugging.

Chapter 2 describes the background of this thesis. Section 2.1 reviews various
existing performance modeling methodologies including analytic modeling, software-
based simulation, simulation sampling, and FPGA-accelerated simulation. Section 2.2
introduces Chisel and FIRRTL, which are crucial tools for this thesis. This section
also describes the compiler-in-a-pass technique used for various custom transforms
implemented in this thesis. Section 2.3 overviews example RTL designs including the
Rocket in-order processor, the BOOM out-of-order processor, and the Hwacha vector
accelerator evaluated in this thesis. Section 2.4 discusses various challenges arising
with RTL implementations.

Chapter 3 presents MIDAS v1.0, a framework that automatically generates
FPGA-accelerated performance simulators from any RTL designs. Section 3.1 dis-
cusses the motivation of MIDAS v1.0. Section 3.2 describes MIDAS v1.0 and its im-
plementation with FIRRTL compiler passes. Section 3.3 shows the evaluation results
of Rocket and BOOM running the SPECint2006 benchmark suite and the DaCapo
benchmarks using MIDAS. Section 3.4 concludes this chapter.

Chapter 4 presents DESSERT, an effective RTL debugging methodology using
FPGAs. Section 4.1 shows why RTL debugging can be very challenging and painstak-
ing. Section 4.2 covers existing simulation-based RTL verification and debugging
methodologies. Section 4.3 presents the DESSERT framework and its implementa-
tion for RTL debugging using FPGAs. Section 4.4 shows the debugging results for
BOOM-v2 using DESSERT. Section 4.5 summarizes this chapter.

Chapter 5 presents Strober, a sample-based energy modeling methodology for
average power and energy estimation. Section 5.1 motivates why RTL-based power
and energy evaluation is necessary for computer architecture research. Section 5.2
describes existing design-time power modeling methodologies. Section 5.3 overviews
our sample-based energy evaluation methodology. Section 5.4 presents the Strober
framework as an implementation of sample-based energy evaluation. Section 5.5
shows the evaluation results of Rocket and BOOM with Strober. Section 5.6 concludes
this chapter.

Chapter 6 presents Simmani, an activity-based runtime power modeling that
automatically identifies key signals for the runtime power dissipation of any RTL de-
sign. Section 6.1 motivates why runtime power modeling is necessary for computer
systems. Section 6.2 covers existing runtime power modeling methodologies. Sec-
tion 6.3 describes how Simmani selects key signals for runtime power dissipation with
signal clustering and then trains module-level runtime power models with regression
against power traces from CAD tools. Section 6.4 explains how Simmani automat-
ically instruments activity counters for the selected signals, enabling runtime power
analysis with FPGA-based simulation. Section 6.5 and shows the evaluation results
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of Rocket and BOOM with Simmani. Section 6.6 shows the evaluation results of
Hwacha with Simmani. Section 6.7 summarizes this chapter.

Chapter 7 concludes this thesis by presenting its contributions as well as potential
future work based on the progress of this thesis.
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Chapter 2

Background

This chapter presents the background of this thesis. Section 2.1 overviews exist-
ing evaluation methodologies for computer architecture research. Section 2.2 describes
Chisel and FIRRTL that play an important role throughout this thesis. Section 2.3
introduces example RTL designs evaluated in this thesis. Section 2.4 discusses various
challenges arising from RTL implementation, motivating the methodologies developed
in this thesis.

2.1 History of Evaluation Methodologies for Com-

puter Architecture Research

2.1.1 Analytic Modeling

There is a long history on analytic performance modeling for microprocessors.
First of all, there are a lot of efforts to determine the optimal pipeline length using
analytic models. Emma and Davidson [45] present an analytic model to predict the
optimal pipeline length for in-order processors using statistics on branches and data
dependences collected from instruction traces. Hartstein and Puzak [54] predict the
optimal pipeline length of superscalar processors with an analytic model in terms of
pipeline stalls. Sprangle and Carmean [124] find that the optimal pipeline depth is
primarily determined by branch misprediction penalties, but is independent of cache
sizes.

There are also a huge amount of studies to explain system performance with
respect to instruction-level parallelism (ILP). Jouppi [69] studies the non-uniform
distribution of ILP across various benchmarks. Debey et al. [43] model the through-
put of a processor using the ILP distribution and the cost of branches. Noonburg and
Shen [106] model the ILP distribution in the matrix form, considering available paral-
lelism in each pipeline stage. Michaud et al. [99] find the

√
N relationship between the
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ILP and the instruction window size, the number of instructions waiting for execution
in the pipeline, and compute the threshold fetch rate using this relationship.

Karkhanis and Smith [71] present performance modeling for out-of-order proces-
sors in terms of the rate of instructions issued per cycle (IPC) over time. They observe
the IPC rate becomes zero with pipeline miss events such as i) branch misprediction,
ii) instruction cache and TLB misses, and iii) long-latency backend events such as L2
cache and TLB misses. By extending this performance modeling, Eyerman et al. [47]
suggest a performance counter architecture, which is used to construct CPI stacks
that identify performance bottlenecks across various workloads. Taha and Wills [129]
present a similar performance model in which the IPC is modeled in terms of macro
blocks, a group of instructions divided by branch mispredicts.

The Roofline model [145] is a simple 2-D graph model for high performance
computing in terms of operational intensity (x-axis), floating-point performance (y-
axis), peak floating-point performance (a strait line), and peak memory bandwidth (a
line of unit slope). Operational intensity is application-dependent while floating-point
performance and memory bandwidth are only machine-dependent. By measuring the
operational intensity of a given application, we can readily visualize whether it is
computation-bounded or memory-bandwidth-bounded as well as whether or not its
theoretical maximum performance is achieved. This performance model is also used
to evaluate Google’s Tensor Processing Unit (TPU) [68].

There are also various studies on analytic performance modeling for memory
systems. Hill and Smith [55] present an efficient algorithm for cache performance
estimates with various cache parameters from a single run of simulation. There is a
large amount of work on cache performance modeling based on reuse distance [4, 16,
117, 13]. Sorin et al. [123] describe analytic modeling for shared memory systems.
Willick and Eager [146] present analytic modeling for interconnection networks.

Accurate analytic performance modeling has been always our dream because
analytic models are simple, intuitive and quick. However, analytic modeling is inac-
curate in many cases by its nature. In hardware designs, there are lots of overlapping
operations interacting each other. We may improve modeling accuracy by introduc-
ing more variables to explain more about these operations, which may end up being
as complex as detailed simulation. Moreover, analytic models have been effective
only for well-known hardware designs as they should be rigorously validated against
real implementations, which are unlikely available for novel hardware designs such as
domain-specific custom accelerators.

2.1.2 Software-Based Simulators

Microarchitectural software simulators [19, 143, 109] are the most popular tools
for computer architecture research. These simulators are arguably cycle-accurate as
they keep track of cycle-by-cycle microarchitectural state. However, these simulators
are truly cycle-accurate only if they are rigorously validated against RTL or silicon
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Figure 2.1: Single-cycle perfect caches in MARSSx86

implementations because microarchitectural state is a subset of RTL state manually
defined by hardware designers. Gutierrez et al. [53] describe possible source of errors
in these simulators due to manual abstraction and modeling.

Indeed, we can easily introduce software hacks for unrealistic hardware con-
figurations in software-based simulators. Figure 2.1 shows 10 lines of C++ code for
single-cycle perfect caches in MARSSx861, which may be useful for hypothetical stud-
ies. However, this also shows that one can be easily unaware of constraints in the real
implementation, leading to unrealistically-optimistic conclusions (for publications),
which can happen when new design ideas are evaluated only with software-based
simulators.

Another issue is microarchitectural software simulators are too slow to execute
real-world applications to completion. These cycle-level simulators run only at tens or
hundreds of kilo instruction per second (KIPS), orders-of-magnitude slower than real
machines. To overcome the slowness of cycle-level microarchitectural simulators, a
variety of software simulators that trade off accuracy for speed are proposed [102, 28,
113]. Another popular technique is simulation sampling as explained in Section 2.1.3.
However, these workarounds are sometimes unacceptable as they can further increase
modeling errors.

1This was done when I was an undergraduate student.
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2.1.3 Simulation Sampling

Simulation sampling is a popular technique to overcome the sluggishness of cycle-
level microarchitectural software simulators. There are two major approaches: phase-
based sampling [121] and statistical sampling [148].

Phase-based sampling [121] provides simulation points through phase analysis
on dynamic basic-block traces. Here, the underlying assumption is the dynamic
execution of software consists of short periods of phases and each phase will exhibit
similar microarchitectural behavior, and thus instructions per cycle (IPC), whenever
repeated. The simulation points produced by this methodology are those centered
about the basic blocks that are most frequently visited. This approach provides no
guaranteed error bounds.

However, this is not necessarily true because the periods of phases can be lengthy
and the performance characteristics of each phase depend on the dynamic state of
the systems. Figure 2.2 shows the IPC trace over the entire execution of 401.bzip2
in the SPEC2006int benchmark suite with its reference input, running on BOOM-2w
(Table 3.1). A sample was collected every 100 million cycles: each point represents
the average IPC over that 100 million cycle interval. Samples were collected from the
FPGA as the simulation executed. Even though there are some distinct execution
phases, each phase has a non-trivial length period and shows different performance
characteristics when repeated. Thus, running a couple of million instructions in
dozens of representative points from phase analysis is not enough to characterize the
machine’s performance for real-world applications.

On the other hand, statistical simulation sampling [148] provides performance
estimates with statistically-bounded errors. The main idea is the intervals between
detailed simulation points are fast-forwarded using fast functional simulation. How-
ever, for this approach to be effective, the microarchitectural state of the machine
must be reconstituted in a warming phase. This requires considerable execution
time in the detailed simulator even before evaluating the sample point.

Various methods (e.g. [143]) have been suggested to address this state warming
problem, most of which propose keeping track of some microarchitectural state in
functional simulation. Of course, this slows down the fast functional simulation,
making it difficult to recollect simulation samples. Thus, architects must choose
between either the increased design iteration time to perform sample recollection, or
potential simulation inaccuracy that may result from using stale samples. Finally,
it is not clear what subset of state should be warmed for non-traditional hardware
designs such as custom hardware accelerators.

2.1.4 FPGA-Accelerated Simulators

Motivated by the dawn of the multicore era, the multi-university RAMP project [142]
was initiated to improve the simulation speed of multi-core processors using FPGAs.
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Under the umbrella of the RAMP project, there have been significant efforts to de-
velop techniques for FPGA-based performance simulators [38, 36, 132, 131, 111, 130].
ProtoFlex [38] implements a multi-core functional simulator on the FPGA. FAST [36]
is a hybrid approach simulating a function model in software and a timing model on
the FPGA. Tan et al. [132] describe different FAME levels. FAME0 simulators di-
rectly emulate the RTL design on the FPGA. FAME1 simulators are decoupled from
the host memory simulation to match the target DRAM timing models. FAME7 sim-
ulators implement abstract models and simulation multi-threading on top of FAME1.
RAMP Gold [131] and HASim [111] are examples of FAME7 simulators. To model
a datacenter-scale system, DIABLO [130] leveraged RAMP Gold’s multithreading to
simulate 3072 servers on 24 FPGAs with abstract network interface card (NIC) and
switch models.

The simulators above are orders of magnitude faster than software simulators,
but they require simulator engineers to manually describe abstract models in RTL,
which may be more difficult than writing RTL for the target design. In contrast, this
thesis presents a methodology to automatically generates FAME1 simulators directly
from target RTL designs to accurately model the target design’s timing behavior.

2.2 Chisel & FIRRTL: Improving Productivity with

Hardware Generators and Compiler Transforms

In this section, we introduce Chisel and FIRRTL, which have been the heart of re-
search tools at Berkeley Architecture Research and widely adopted by both academia
and industry nowadays. Figure 2.3 highlights the hardware development stack using
Chisel and FIRRTL.

Chisel [10] is a hardware construction language embedded in Scala [107] that
helps hardware designers generate RTL with various parameters by providing access
to advanced parameterization systems 2. Note that Chisel is not a high-level synthesis
tool; like Perl or Python scripts that modify or generate Verilog, a designer uses
Chisel’s host language Scala to create and connect structural RTL components.

A core idea of design methodologies using Chisel is writing reusable libraries
with hardware generators instead of single instances of hardware designs, which can
be accomplished by high-level language features and advanced parameterization. As
a result, RTL implementation is much more productive since designers can reuse well-
verified existing libraries for their own designs without pain. Otherwise, they need
to rewrite similar instances of existing hardware blocks or end up with error-prone
scripts to generate them.

The hardware design productivity can be further enhanced by custom com-
piler transforms. For example, memory blocks are technology-dependent and need to

2 Available at https://github.com/freechipsproject/chisel3.git
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Figure 2.3: Hardware development stack with Chisel and FIRRTL
(Courtesy of Adam Izraelevitz)
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Figure 2.4: Compilers-in-a-pass for custom transforms

change their instantiations in RTL whenever new technologies are employed. Instead
of manually modifying RTL, we may want to write a compiler pass to automatically
map technology-independent memory blocks into technology-dependent macros.

The FIRRTL compiler [64] is a language-agnostic framework to support compiler
passes operating on its well-defined intermediate representation, FIRRTL (Flexible
Intermediate Representation for RTL) [91] 3. A FIRRTL design in memory is repre-
sented as an abstract syntax tree (AST) structure consisting of IR nodes, each of which
is one of the following IR abstract classes: circuit, module, port, statement,

expression, type. Therefore, compiler passes in the FIRRTL compiler in general
transform or analyze a given circuit by recursively visiting IR nodes based on their
class types.

Custom transforms in the FIRRTL compiler is the crux of methodologies in this
thesis. Indeed, most of techniques in this thesis would have been unavailable if it
were not for the FIRRTL compiler. We will introduce various custom transforms and
instrumentation techniques using the FIRRTL compiler throughout this thesis.

2.2.1 Compilers-in-a-Pass

Notably, for a wide range of instrumentations, it may be very tedious and cum-
bersome to express logic blocks only using the FIRRTL IR nodes that are appended
to the target design. A core technique to reduce this burden is compilers-in-a-pass
as shown in Figure 2.4. Instead of explicitly writing different IR code for different
configurations of the same hardware module, we can automatically generate the corre-
sponding IR to be instrumented from parameterized Chisel RTL using this technique,
greatly reducing manual effort. This technique is used for various custom transforms

3 Available at https://github.com/freechipsproject/firrtl.git
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including scan chain insertion (Section 4.3.3) throughout this thesis.

2.3 Example RTL Designs

In this section, we introduce various RTL designs evaluated in this thesis. Since
our goal is general evaluation and verification methodologies for any RTL designs, we
need a various range of target designs from simple to complex.

To test and validate our ideas on evaluation methodologies, we should always
start from extremely simple examples such as the greatest common divisor (GCD). If
some idea does not work for these small examples, there is no way it will work for more
complicated designs. Before moving on with real-world designs, our methodologies are
tested with RISC-V mini (Section 2.3.1) as an intermediate example. Finally, to see
the effectiveness of our methodologies, we should apply these methodologies to more
realistic hardware designs such as RocketChip (Section 2.3.2), BOOM (Section 2.3.3),
and Hwacha (Section 2.3.4).

Even though all RTL examples in this section are written in Chisel, for method-
ologies introduced in this thesis, there is no fundamental limitation on the frontend
language in which the target design is written. In fact, all custom transforms imple-
mented in this thesis operate on the language-agnostic IR in the FIRRTL compiler,
and thus, designs in any frontend language such as Verilog should work with our
frameworks once this frontend language is supported by FIRRTL.

2.3.1 RISC-V Mini

RISC-V mini is a simple RISC-V 3-stage pipeline (Figure 2.5) written in Chisel.
It has served as a crucial example in various project developments, including Chisel3,
FIRRTL, and simulation and verification methodologies. It implements RV32I of
the user-level ISA version 2.0 [138] and the machine-level ISA of the privileged ar-
chitecture version 1.7 [140]. Unlike other simple pipelines, it also contains simple
direct-mapped instruction and data caches.

RISC-V mini is now open-source and publicly available 4. In addition, we can
run custom C programs on RISC-V mini as a script is provided to install the necessary
RISC-V tools.

From my experience, RISC-V mini could catch many idea and implementation
bugs of our methodologies not found by simpler examples. On the other hand, when
tests with RISC-V mini passed, our methodologies worked pretty well with much
more complex designs like RocketChip and BOOM, too. This is why RISC-V mini
plays a central role in developing methodologies in this thesis although there is no
evaluation with it.

4 https://github.com/ucb-bar/riscv-mini.git
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Figure 2.6: Rocket core pipeline
(Source: [8])
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2.3.2 RocketChip Generator

RocketChip [8] is an open-source SoC generator suitable for research and indus-
trial purposes. Rather than being a single instance of an SoC design, RocketChip is a
hardware design generator, capable of producing many design instances from a single
piece of Chisel source code. Multiple industry products as well as silicon prototypes
are manufactured using RocketChip. A RocketChip instance generally consists of
three major components: processors, a cache hierarchy, and an uncore.

RocketChip instantiates an in-order processor, Rocket, by default, but also
supports various core implementations including an out-of-order processor, BOOM.
Rocket is a 5-stage in-order processor (Figure 2.6) that implements the RISC-V
ISA [141, 139]. It has an MMU that supports page-based virtual memory, a non-
blocking data cache, and a frontend with branch prediction. Branch prediction is
configurable and provided by a branch target buffer (BTB) with its associative branch
history table (BHT), and a return address stack (RAS).

A RocketChip cache hierarchy can include L1 instruction caches, L1 blocking
or non-blocking data caches, and TLBs with configurable sizes, associativities, and
replacement policies. A RocketChip uncore consists of networks of cache coherent
agents and the associated cache controllers for multi-core systems. These components
are shared across both Rocket and BOOM instances.

2.3.3 BOOM

BOOM [34, 32] is a superscalar out-of-order processor with a unified physical
register file (Figure 2.7) with configurable fetch widths, issue widths, and instruction
window sizes. BOOM supports full branch speculation using a BTB, RAS, and a
parameterizable backing branch predictor. BOOM is written in only 14K lines of
Chisel code as it reuses many of RocketChip’s components.

BOOM v2 [33] is a major microarchitecture update on BOOM v1, motivated
by the tapeout process with the TSMC 28 nm technology. Major changes are i) the
issue window and physical register file have been distributed, and ii) an additional
cycle has been added to the fetch and rename stages. However, since BOOM v2 went
through dramatic design changes in a short period of time, its RTL debugging with
long-running applications became a big challenge, which is a strong motivation of
Chapter 4.

2.3.4 Hwacha

Hwacha [87, 85, 86, 84] is a decoupled-vector accelerator within the RocketChip
SoC. Hwacha is connected to Rocket as a co-processor through the Rocket Custom
Coprocessor (RoCC) interface (Figure 2.8). Therefore, Hwacha’s instructions are
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Figure 2.8: Hwacha as a co-processor in the RocketChip SoC
(Source: [85])
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encoded as a custom extension of RISC-V. The Hwacha ISA manual [87] explains
custom instructions and the programming model for Hwacha.

Hwacha achieves high performance by i) executing multiple data operations with
a single instruction, and ii) having address calculations run ahead of data operations.
In this thesis, Hwacha serves as an example of non-conventional hardware designs for
the evaluation of runtime power modeling in Chapter 6.

2.4 More Challenges in RTL Implementations

Even though Chisel and FIRRTL greatly improve hardware design productivity,
there are still remaining challenges for RTL implementations, which stems from the
fact that contemporary hardware designs are fairly complicated and their real-world
applications are very long for detailed simulation.

2.4.1 Performance Evaluation

An RTL design needs to be simulated for its performance evaluation before
expensive tape-out. There are various commercial or open-source software RTL sim-
ulators available. However, these simulators are far slower than real machines, with
which we can only run microbenchmarks for target designs.

On the other hand, FPGA emulation is fast enough to execute real-world applica-
tions to completion on complex hardware designs. However, performance evaluation
with FPGA emulation can be misleading unless the timing of the DRAM and the
I/O peripherals are properly modeled. Moreover, FPGAs are lack of visibility and
controllability, which makes debugging extremely difficult.

In Chapter 3, we present FPGA-accelerated RTL simulation for accurate per-
formance modeling on the FPGA, which is also as fast as FPGA emulation.

2.4.2 Verification and Debugging

RTL verification and debugging may be the biggest challenge for hardware de-
signs because:

• Formal verification is not scalable, and therefore, cannot be used for system-
level verification.

• Software simulation is too slow to execute real-world applications. Also, it is
very hard to generate small input sets that exercise conner cases during software
simulation.

• FPGA emulation lacks controllability and visibility. When the execution
crashes, it is extremely hard to figure out the root of the error.

In Chapter 4, we present an effective RTL debugging methodology using FPGAs.



CHAPTER 2. BACKGROUND 20

2.4.3 Power and Energy Efficiency

Power and energy efficiency are primary constraints for hardware designs. First
of all, power is highly correlated with heat dissipation. We do not want our systems
melt down from high heat dissipation. Moreover, high power dissipation may affect
the timing and the functionality of the silicon implementation.

On the other hand, energy efficiency is important for embedded systems because
energy is a precious resource for these systems. For example, we want batteries in our
smart phones to last as long as possible. Also, energy efficiency is crucial to reduce
the cost of operation for large-scale systems such as datacenters. The more energy
these systems burn per workload, the more money we should pay for computing as
well as cooling.

Unfortunately, measuring power and energy efficiency is also non-trivial because
dynamic power is a function of signal activities, which are another function of appli-
cations running on the system. Therefore, we should collect signal activities from the
simulation of each application for power and energy estimation.

Existing power and energy modeling methodologies fall into the following cate-
gories:

• Commercial CAD tools such as Synopsys PrimeTime PX provide the most
accurate power and energy estimation with RTL/gate-level simulation. How-
ever, these tools are extremely slow for complex hardware designs executing
real-world workloads.

• Analytic power modeling such as McPAT [92] is a de-facto methodology
for computer architecture research. However, this model needs to be carefully
validated against RTL or the silicon implementation, which is very challenging
for novel hardware designs.

• Performance counters can be used for runtime power estimation, which
is successful for traditional microprocessors in real machines. However, this
methodology requires designers’ careful intuition about which signals or events
are highly correlated with dynamic power dissipation. For novel hardware de-
signs, it can be very difficult to manually find key signals for power dissipation.

In Chapter 5, we present sample-based energy modeling for fast and accurate
average power and energy estimation. In Chapter 6, we present an activity-based
runtime power modeling, which automatically selects key signals for dynamic power.
This runtime power modeling is useful for dynamic power/thermal optimizations such
as dynamic voltage and frequency scaling (DVFS).
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Chapter 3

FPGA-Accelerated RTL
Simulation

In this chapter, we present a methodology to simulate RTL designs hosted on
FPGAs along with their abstract memory and I/O device models. Section 3.1 de-
scribes the motivation of our methodology over existing frameworks for RTL evalu-
ation and verification. Section 3.2 describes MIDAS v1.0, our initial framework for
FPGA-accelerated RTL simulation in detail. Section 3.3 shows performance evalua-
tion results for Rocket [8] and BOOM [34] using MIDAS. Section 3.4 summarizes this
chapter.

3.1 Motivation: Efficient and Effective Framework

for RTL Evaluation and Verification

For efficient and effective RTL evaluation and verification, an RTL simulation
framework is expected to have the following properties:

• Fast: RTL simulation should be fast enough to run realistic workloads to com-
pletion.

• Accurate: RTL simulation should provide accurate performance, power, and
energy evaluations.

• General and easy-to-use: An RTL simulator should be automatically gen-
erated from any RTL design.

• Deterministic: The results of RTL simulation should be always the same
whenever repeated.



CHAPTER 3. FPGA-ACCELERATED RTL SIMULATION 22

• Controllable: RTL simulation should be paused and resumed whenever nec-
essary. Moreover, its internal state and signal values should be loaded and
changed when required.

• Visible: The internal state and signals of RTL simulation should be visible to
the outside world.

• Portable: RTL simulation should be hosted on various platforms.

• Affordable: The simulation framework should not be expensive for availability.

As the complexity of modern hardware designs increases, existing RTL simula-
tion frameworks have failed to meet all these requirements. For example, software
RTL simulation is too slow to run realistic workloads, while FPGA emulation lacks
controllability and visibility. On the other hand, commercial emulation machines are
extremely expensive, and thus, unavailable for most people.

For this reason, MIDAS is developed to meet all these requirements. First of
all, we use FPGAs to enable RTL simulation for trillions of cycles at speed. Next,
we use the FIRRTL compiler [64] to automatically generate the FPGA-accelerated
RTL simulator from any RTL design, which makes MIDAS a general and easy-to-
use framework. This FPGA-accelerated RTL simulator is an instance of synchronous
data flow (SDF) [81] that ensures accurate timing modeling as well as determinis-
tic and controllable simulation on the FPGA. The controllability, visibility, and the
deterministic execution of the FPGA-based simulator can be further enhanced by
additional compiler passes as discussed in Chapter 4. Finally, MIDAS is portable and
affordable as the FPGA-accelerated simulator can be hosted either on cheap FPGA
boards or on the FPGA cloud such as Amazon EC2 F1 instances without large initial
capital expense.

3.2 MIDAS v1.0: Open-Source FPGA-Accelerated

RTL Simulation Framework

In this section, we present the implementation details of MIDAS v1.0, an open-
source FPGA-accelerated RTL simulation framework1. Section 3.2.1 describes its
overall tool flow to generate the FPGA-accelerated simulator automatically from any
RTL design using the FIRRTL compiler. Section 3.2.2 describes compiler transforms
for accurate timing modeling on the FPGA. Section 3.2.3 describes how various sim-
ulation models can be hosted together on the heterogeneous FPGA platform for
high-speed RTL simulation.

1https://github.com/ucb-bar/midas-release
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Figure 3.1: Tool flow to generate FPGA-accelerated RTL simulators

3.2.1 Tool Flow with FIRRTL Compiler Passes

For MIDAS to be general and easy-to-use, the target RTL design needs to be
automatically transformed and instrumented without designers’ manual effort. For
this purpose, we use the FIRRTL compiler passes to transform RTL into an FPGA-
hosted model. Figure 3.1 describes the complete tool flow for MIDAS.

For FPGA-hosted RTL models, the FAME1 Transform is performed to decouple
the target clock from the host clock, while Simulation Mapping is applied to augment
the logic for timing token communications between simulation models, which is ex-
plained in more detail in Section 3.2.2. Platform Mapping glues RTL models as well
as abstract FPGA models together by adding platform-specific logic as explained in
more detail in Section 3.2.3. Note that Simulation Mapping and Platform Mapping
use the compilers-in-a-pass technique (Section 2.2.1) to generate their necessary logic.

To control the FPGA-accelerated RTL simulator, the simulation driver that runs
on the host CPU is built by compiling a generated, target-specific header, which con-
tains a memory map of software-addressable state on the FPGA-host; the simulation
driver source code, which controls the advance of simulation; and software models of
I/O devices not hosted on the FPGA. Once the host FPGA has been programmed,
the simulation driver initiates the simulator state and then commences simulation
and advances the I/O device models as soon as it is possible to do so.

Note that this framework is language-agnostic as all custom transforms in this
thesis are implemented as compiler passes in the FIRRTL Compiler. Once the tar-
get design is translated into FIRRTL from its language frontend, we can apply the
compiler passes presented in this thesis regardless of the design’s host HDL.
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3.2.2 FAME1 Transform and Simulation Mapping

The FAME1 Transform and Simulating Mapping automatically generate a FAME1
model from any RTL design, similar to token-based timing simulators manually im-
plemented in previous work [132, 130, 38, 36, 111]. Note that these simulators are
also instances of synchronous dataflow [81].

Figure 3.2 depicts an automatic transformation on an arbitrary RTL design to
generate a FAME1 model. The FAME1 Transform adds a mux, globally enabled by
the fire signal, in front of each register allowing it to capture its own output. For
memory blocks, this transform masks their enable signals with the fire signal. As a
result, this compiler pass enables the entire design to stall when fire is not set by
external events.

In addition, Simulation Mapping attaches communication channels, which buffer
timing tokens from other simulation models, to the I/O ports of the FAME1 model.
The FAME1 model asserts fire when timing tokens for all input communication
channels are available, and simulates one cycle by consuming input timing tokens and
generating output timing tokens. On the other hand, the FAME1 model stalls when
any input communication channel is empty or any output communication channel is
full.

These transformations allow heterogeneous simulation models to run decoupled,
which is an important optimization when all components including software models
cannot be hosted on a single FPGA as shown in Section 3.2.3.

3.2.3 Platform Mapping

Another challenge is how to map heterogeneous simulation models, including
FAME1 models, software models, and abstract timing models hosted on the FPGA,
to the FPGA host platform for fast simulation. Figure 3.3 shows how the target
designs are mapped to the FPGA host platform.



CHAPTER 3. FPGA-ACCELERATED RTL SIMULATION 25

I/O
Devices

Processor
L2 Cache

/ Main
Memory

FPGA Board( e.g. Xilinx Zynq)

Software FPGA

I/O
Devices Processor

Memory
System
Timing

Simulation 
Driver

Board DRAM

L2 Cache /
Main Memory

I/O 
Endpoints

Figure 3.3: Target design mapping to the FPGA host platform

The processor models are generated from RTL designs and mapped to the FPGA
as described in Section 3.2.2. The I/O devices are modeled in software and run along-
side the simulation driver as their transactions are infrequent. However, without
careful optimizations, the simulation rate is not fast enough to run real-world work-
loads to completion due to frequent timing token exchanges between the CPU-hosted
software models and the FPGA-hosted RTL models.

A novel technique to optimize the communications between the CPU and the
FPGA is I/O endpoints, special hardware widgets that translate low-level timing
tokens to high-level transactions and vice versa. In other words, instead of exchanging
low-level timing tokens, the I/O devices efficiently communicate the processor with
high-level transactions through I/O endpoints only when necessary. As a result, this
technique greatly improves the simulation rate very close to the FPGA operating
frequency.

We implement an abstract timing model hosted on the FPGA for last-level caches
(LLCs) and DRAM, while their actual data are hosted on the board main memory.
Using an abstract model for the LLC was compelling for three reasons. Firstly, LLCs
are missing in the open-source version of RocketChip, it is easier at first to write an
abstract LLC model than to implement a complete LLC. Second, abstract models
can provide runtime configurable parameters with low overhead. In our case, the
size, associativity, and the latency of the LLC can be reconfigured without needing
to recompile an FPGA bitstream. Finally, since we model the timing of the memory
systems by only keeping the tags of LLCs on the FPGA, we can model an LLC that
would be too large to fit on our FPGA. However, the downside is the simulation
needs to stall even with LLC cache hits to obtain the actual data from the board
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Parameter Rocket BOOM-2w
Fetch-width 1 2
Issue-width 1 3
Issue slots - 20
ROB size - 80

Ld/St entries - 16/16
Physical registers 32(int)/32(fp) 110
Branch predictor - gshare: 16 KiB history

BTB entries 40 40
RAS entries 2 4

MSHR entries 2 2
L1 $ capacities 16 KiB or 32 KiB

ITLB and DTLB reaches 128 KiB / 128 KiB
L2 $ capacity and latency 1 MiB / 23 cycles

DRAM latency 80 cycles

Table 3.1: Target processors evaluated with MIDAS v1.0

main memory, slightly slowing down the simulation rate.
MIDAS has been hosted on the Xilinx Zynq boards, Amazon EC2 instances [1],

and Microsoft Catapult [29]. However, thanks to the portability of MIDAS, other
FPGA platforms can also be used in principle.

3.3 Evaluation

3.3.1 Target Designs and Host Platform

We evaluated two open-source RISC-V processors, Rocket, a productized scalar
in-order processor, and BOOM, an industry-competitive, open-source out-of-order
processor, using MIDAS. Table 3.1 shows the processor configurations used for this
study.

The processor and its L1 caches represent the design-under-test (DUT) and are
supplied as RTL, which are automatically transformed into a FAME1 model (Sec-
tion 3.2.2). On the other hand, the supporting L2 cache and the DRAM are imple-
mented as abstract timing models, which can be configured at runtime (Section 3.2.3).

We used the Xilinx Zynq ZC706 board for performance evaluation. The average
simulation rate of BOOM-2w was 18 MIPS for the SPECint2006 benchmark suite.
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3.3.2 Memory System Timing Model Validation

Since we introduce abstract timing models for the LLC and the DRAM, these
models should be carefully validated. Specifically, we should validate 1) the size of
the LLC, and 2) the latencies of the LLC and the DRAM.

Figure 3.4 shows the timing validation of the memory systems using caches,
a pointer-chase benchmark from ccbench [30]. While caches runs, a pointer-chase
through increasing sizes of arrays demonstrates the load-to-load latency of different
levels of the memory hierarchy. In this validation, the target design observes the
16KiB L1 data cache (6 cycles), the 1MiB L2 data cache (6 + 23 cycles), and the
main memory (6 + 23 + 80 cycles) as configured in Table 3.1.

3.3.3 Benchmarks

The SPECint2006 benchmark suite is widely used for computer architecture
research as well as performance evaluation of real systems. However, only small
fractions of the whole benchmark suite have been evaluated in computer architecture
research with microarchitectural software simulators due to its non-trivial execution
lengths as shown in Table 3.2. In our evaluations, all SPECint2006 benchmarks were
compiled using Speckle [31] and simulated to completion. Unfortunately, 445.gobmk,
456.hmmer, and 462.libquantum failed on the current version of BOOM-2w, and
thus were excluded from our evaluations.

The DaCapo benchmarks [21] are widely used Java benchmarks that represent
full Java applications. We run the DaCapo benchmarks on JikesRVM [5], a research
Java Virtual Machine that is widely used in managed-language research. We used
version 9.12 of the benchmark suite and excluded the benchmarks that did not run on
recent versions of JikesRVM and the current version of the target processors. Table 3.3
also shows the dynamic instruction counts for the benchmarks with the default inputs
running on BOOM-2w, accounting for class loading, Just-in-Time compilation, and
garbage collection. We believe this provides a comprehensive and realistic view of
Java applications.

We built an initramfs image including all necessary files for each benchmark that
runs under RISC-V Linux kernel version 4.6.2. For complex workloads, such as our
JVM, we built library dependencies using the Yocto (riscv-poky) Linux distribution
generator.

3.3.4 Case Study: SPECint2006

Figure 3.5 shows the instructions per cycle (IPCs) of Rocket and BOOM-2w
with the configurations in Table 3.1 across the SPECint2006 benchmark suite with
its reference inputs. These IPCs are computed from the complete execution of each
benchmark. Note that the parameters of BOOM-2w are chosen to approximate the
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Figure 3.4: Memory system timing validation of BOOM-2w with the 16 KiB L1 data
cache

Benchmark Instructions (T) Benchmark Instructions (T)
400.perlbench 2.48 458.sjeng 2.85

401.bzip2 3.08 462.libquantum 2.09
403.gcc 1.37 464.h264ref 5.07
429.mcf 0.29 471.omnetpp 0.61

445.gobmk 2.04 473.astar 1.05
456.hmmer 2.95 483.xalanbmk 1.10

Table 3.2: Dynamic instruction counts for the SEPC2006int benchmark suite with
the RISC-V ISA

Benchmark Instructions (B)
avrora 137.0
luindex 48.0
lusearch 263.8

pmd 156.8
xalan 193.3

Table 3.3: Dynamic instruction counts for the DaCapo benchmark suite with the
RISC-V ISA
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Figure 3.7: Issue queue utilizations of BOOM-2w for the SPECint2006 benchmarks

configuration of the ARM Cortex-A9 processor. For reference, the IPCs of ARM
Cortex A9 for the SPECint2006 benchmark suite are also presented in Figure 3.5.

In this case study, we are mainly interested in the performance impact of the
increase in the L1 cache sizes from 16 KiB to 32 KiB. As seen from Figure 3.5,
there are big performance improvements for several benchmarks (e.g. 400.perlbench,
458.sjeng, 464.h264ref) from this change. Therefore, it is desirable to have 32 KiB
L1 caches unless it lengthens the critical path.

To understand the performance evaluations more deeply, we collect more perfor-
mance statistics from the performance counters. Figure 3.6 shows the misses per kilo
instructions (MPKIs) of BOOM-2w with the 32 KiB L1 caches. This gives us a hint
for potential performance improvement. First of all, there is a big gap between the
MPKIs of the L1 data cache and the L2 cache for 464.h264ref, which explains why
BOOM-2w underperforms ARM Cortex A9 for 464.h264ref. Note that ARM Cortex
A9 also has a 32 KiB L1 data cache. Therefore, having more aggressive prefetchers
in the data cache may reduce the L1 data cache miss rate for 464.h264ref. In addi-
tion, some benchmarks such as 471.omnetpp and 483.xalancbmk suffer from a large
number of indirect branch mispredicts, which indicates the BTB size may need to be
increased.

We can also figure out the pipeline utilization by examining the issue queue
utilization. Intuitively, issued slots per cycle of the issue queue are equal to the IPC.
As shown in Figure 3.7, more than 60 % of issue slots are wasted. The first case
is issue slots are empty, which is caused by the frontend hazards including branch
mispredicts and instruction cache misses, and/or lack of pipeline resources such as
physical registers and re-order buffer (ROB) entries. For example, 403.gcc exhibits
lots of empty slots even though it has relatively small frontend MPKIs, which im-
plies the benchmark wants more pipeline resources. Another case is issue slots are
neither empty nor issued due to the backend hazards. For instance, 429.mcf and
471.omnetpp suffer from high data cache miss rates, therefore having a large fraction
of non-empty non-issued slots.

We can also get comprehensive views on the time-based performance behaviors
for each benchmark from its full execution with MIDAS. Figure 3.8, 3.9, 3.10, and 3.11
show performance traces for selected benchmarks. All instantaneous performance
statistics are sampled every 100 million cycles from performance counters in BOOM-
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2w. From this time-based analysis, we can get intuitions on which microarchitectural
events are the most effective for each benchmark. For example, the instantaneous
CPIs of 400.perlbench are highly correlated with the instantaneous L1 instruction
and data cache miss rates (Figure 3.8), while the instantaneous CPIs of 402.bzip2

change along with the instantaneous L1 data cache and DTLB miss rates (Figure 3.9).
On the other hand, the instantaneous CPIs of 403.gcc follow the instantaneous data
cache miss rates (Figure 3.10), while the instantaneous CPIs of 473.astar are highly
affected by both the short-term branch misprediction rate and the spontaneous L2
cache miss rate (Figure 3.11). Also, time-based performance evaluations help figure
out which parts of the code cause important microarchitectural events, enabling rapid
hardware/software co-optimizations.

3.3.5 Case Study: DaCapo

The initial performance evaluations in Figure 3.12 and 3.13 show BOOM-2w
underperforms Rocket for the DaCapo benchmarks. Interestingly, BOOM-2w spends
more cycles than Rocket does for avrora even with the higher IPC. In general,
BOOM-2w has lower IPCs than Rocket but similar instruction counts as Rocket
for the DaCapo benchmarks.

To figure out the performance bottlenecks, we collect the microarchitectural
event statistics as in Figure 3.14, which shows both Rocket and BOOM-2w suffer
from high rates of L1 instruction cache misses and indirect branch mispredicts. This
is even worse for BOOM-2w since the frontend hazards cause the underutilization
of the pipeline backend. Moreover, misspeculations also incur unnecessary pipeline
hazards. Therefore, the configurations in Table 3.1, which are good enough for the
SPEC2006int benchmarks, are not good at all for these Java applications.

To reduce the instruction cache misses, we doubled the L1 cache sizes by increas-
ing the associativity from four ways to eight ways. The number of sets cannot be
increased by just changing the parameters because the L1 caches are virtually-indexed
physically-tagged. Also, to reduce indirect branches mispredicts, we increased the en-
tries of the fully-associative BTB from 40 to 480, which may be unrealistic for the
silicon implementations. In reality, a small size fully-associative BTB can be backed
by a large SRAM-based secondary BTB to increase the prediction accuracy for indi-
rect branches. In this section, we want to see the potential performance improvement
for bigger instruction caches and BTBs. Unfortunately, pmd does not run on BOOM-
2w with this configuration.

Figure 3.13 also shows the speedups of Rocket and BOOM-2w with the new BTB
and L1 cache parameters. Note that to compute the speedups for Java applications,
we should use the total execution cycles instead of IPCs because dynamic instruction
counts can change with different microarchitectures. BOOM-2w still underperforms
Rocket, but the performance gains are larger with its new configurations. We believe
BOOM will eventually outperform Rocket for Java applications if more aggressively
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optimizations are introduced in the frontend. This case study also implies that we
may need significant hardware/software co-optimizations for managed-language ap-
plications running on RocketChip and BOOM.

3.4 Summary

In this chapter, we presented MIDAS v1.0, an open-source FPGA-accelerated
RTL simulation framework. MIDAS v1.0 is general and easy-to-use as the FPGA-
accelerated RTL simulator is automatically generated from any RTL design. This
simulator is not only fast, running at the FPGA speed and orders-of-order-magnitude
faster than cycle-level microarchitectural software simulators, but also truly cycle-
accurate, as it uses RTL identical to that used in the silicon implementation. As
a result, MIDAS v1.0 enables the complete execution of the full-software stack for
long-running applications with little loss of fidelity. We demonstrated how MIDAS
v1.0 can be employed in practice for performance evaluation of Rocket and BOOM
for the SPECint2006 benchmark suite and the DaCapo benchmarks.
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Chapter 4

RTL Debugging with FPGAs

This chapter presents an effective RTL debugging methodology using FPGAs.
Section 4.1 motivates our methodology by showing how difficult and painstaking
RTL debugging can be. Section 4.2 covers existing simulation-based RTL debugging
methodologies. Section 4.3 explains the implementation details of DESSERT, our
RTL debugging methodology with FPGAs. Section 4.4 shows the debugging results
of BOOM-v2 with DESSERT. Section 4.5 summarizes this chapter.

4.1 Motivation: How Challenging Is RTL Debug-

ging?

The increasing complexity of modern hardware design makes verification chal-
lenging and verification often dominates design costs. While formal verification ap-
proaches are increasing in capability and can be successfully employed for some blocks
or some aspects of a design, and while unit-level tests can improve confidence in indi-
vidual hardware blocks, dynamic verification using simulators or emulators is usually
the only feasible strategy for system-level verification. As well as verifying directed
and random test stimuli, it is also important to validate the system specifications
and design by running application software on the design. In addition to the large
effort to create a system-level testbench, each bug found requires considerable effort
to diagnose and repair.

Debugging errors found at the system-level while running realistic workloads is
a notoriously difficult task. Since software RTL simulation is not fast enough, FPGA
emulation is a popular way to boot Linux and run real-world applications on top
to catch bugs before tape-out. However, because FPGAs are lack of visibility, it is
extremely difficult to debug the target design when we encounter unexpected errors
from long simulations.

Figure 4.1, 4.2, 4.3, and 4.3 show such cases when we run real-world applications
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Figure 4.1: Kernel panic from 402.bzip2.ref on BOOM-v2

Figure 4.2: Bug found from 445.gobmk.ref on BOOM-v2
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Figure 4.3: Segmentation fault from 464.h264ref.ref on BOOM-v2

Figure 4.4: Floating-point errors from SqueezeNet inference on BOOM-v2
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on BOOM-v2 [33]. When we encounter these errors on the FPGA, what we want
to try first might be replaying them in software RTL simulation. Assume we use
VCS for the two-way out-of-order processor BOOM. If we have waveform dumps
enabled, the simulation rate is only 200 Hz. Typically, Linux-boot takes 700 million
cycles, and thus, the time for BOOM-v2 to boot Linux in VCS will be 41 days.
Unfortunately, these errors happen way beyond Linux-boot. Therefore, we can easily
see that software RTL simulation is impractical for this kind of RTL debugging.

To cope with these difficulties, this chapter presents DESSERT, an FPGA-
accelerated methodology for effective simulation-based RTL verification and debug-
ging with the following contributions:

• We build upon earlier work in FPGA-accelerated RTL simulation to accelerate
RTL verification and debugging. We extend MIDAS v1.0 in Chapter 3, which
automatically generates the FPGA-accelerated RTL simulator as synchronous
dataflow [81] from any RTL design to ensure deterministic execution on the
FPGA given the same initial target state. For state initialization as well as
state snapshotting, we also automatically insert scan chains with FIRTL com-
piler passes. The target memory space in the off-chip DRAM is also initialized
through an automatically-instrumented loadmem unit.

• We implement FIRRTL custom compiler passes to automatically synthesize as-
sert and print statements existing in RTL for error checking from the FPGA.
Assertion synthesis provides quick error checking on the FPGA with a negli-
gible simulation performance penalty. Print-statement synthesis, on the other
hand, provides more exhaustive error checking by generating commit logs from
the FPGA, which are compared on the fly against a functional golden-model
software simulator.

• Since our FPGA-accelerated RTL simulators are deterministic, we run two iden-
tical FPGA simulation instances in parallel, spaced apart in simulation time,
to allow errors detected by the lead instance to be replayed from an RTL snap-
shot captured by the trailing instance, significantly reducing state snapshotting
overhead compared to periodic checkpoints. With this technique, DESSERT
can provide fully-visible error traces of a buggy design without needing to rerun
the simulator and without sacrificing simulation performance.

• We demonstrate a fast and easy-to-use methodology for system-level debugging.
We demonstrate our methodology by simulating an open-source RISC-V in-
order processor, Rocket [8], and an open-source RISC-V out-of-order processor,
BOOM [33], to catch and fix bugs that occur hundreds of billions cycles into the
SPECint2006 benchmark suite running under Linux. While in this chapter we
study RISC-V processors and pipe a generated commit log to a reference ISA
simulator, our approach can be generalized to other RTL designs for which a
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golden model exists. In lieu of a golden model, inspecting synthesized assertions
already present in the RTL is often a sufficient means to detect a simulation
error.

4.2 Existing RTL Debugging Methodologies

Existing approaches for simulation-based system-level verification and debugging
fall into a few categories as shown in Table 4.1.

Software RTL simulation with assertion detection can be an effective method-
ology for RTL verification and debugging, by producing waveform dumps that give
full visibility into bugs. However, software RTL simulation is far too slow (up to tens
of KHz) to run realistic workloads on complex hardware designs and becomes even
slower when waveform dumps are enabled.

Hardware emulation engines, such as Cadence Palladium and Mentor Veloce,
provide a software-like debug environment while being fast (around 1 MHz). But these
custom emulation engines are extremely expensive, and can only be justified by the
largest projects. Even in these projects, they remain a scarce resource that must be
shared across multiple teams.

FPGA prototyping is a mainstay of pre-silicon full-system validation, as it is
significantly cheaper than commercial hardware emulation engines and can be faster:
single-FPGA prototypes can execute at tens to hundreds of MHz. (However, multi-
FPGA prototypes are significantly slower or require expensive proprietary platforms
like Synopsys HAPS). However, FPGA prototypes provide limited visibility for sig-
nal activities, making it extremely difficult to debug any errors encountered. More-
over, many bugs are sometimes difficult to reproduce, as they may depend on the
non-deterministic initial state and latencies in the host-platform, such as DRAM or
network I/O. While vendors provide FPGA signal monitoring tools, such as Chip-
Scope [150] and SignalTap [58], these require manual selection of a few signals, leading
to long debug loops as the design must be re-instrumented, re-synthesized, and re-
executed to change the observed signals. There has been significant research towards
improving controllability and visibility in FPGA prototypes by providing GDB-like
interfaces [27, 63, 11] that allow emulations to be carefully advanced, halted, and re-
sumed, selected internal signals to be read and forced, breakpoints to be set at runtime,
and emulation to be rewound. Unfortunately, like the vendor-provided tools, effective
debugging is predicated on selecting the right subset of signals to be instrumented
for reads, forces, and breakpoints.

Checkpointed FPGA prototyping removes the need to intelligently select
signals to instrument [95, 151, 37, 12, 75, 115] by allowing error waveforms to be
reconstructed in software RTL simulation. While this provides full visibility of the
design in a region of interest (ROI), checkpoint intervals must be carefully chosen
as frequent checkpointing of large designs can easily become a simulation bottleneck,
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while taking fewer snapshots lengthens the required I/O trace and the time it takes
to replay the error in software simulation.

RTL verification against a golden model at a high-level description is an-
other popular technique for functional verification. Brier et al. [25] verify DSP mod-
ules by comparing all the intermediate results between C/C++ models and software
RTL simulation. Lee et al. [82] presents a technique for low-overhead state consis-
tency checking with hash signatures. Iskander et al. [63] run FPGA RTL emulation
for a SHA-1 core and compare the results between FPGA emulation and its high-level
model.

There is also a commercial product that provides a verification solution for RISC-
V processors running Spike, a golden model for RISC-V ISA, in tandem with software
RTL simulation or FPGA emulation [22]. However, FPGA emulation does not guar-
antee deterministic execution, which makes functional validation much more difficult.
In this chapter, commit logs are obtained from deterministic RTL simulation on the
FPGA and compared against Spike.

Chatterjee et al. [35] also discusses how to prevent the divergence between the
software model and the hardware emulation engine for instruction-by-instruction
checking, but we discuss more cases that arise from real-world workloads instead
of synthetic instruction streams. Also, we focus more on exact error checking than
log compression as bulk data transfer is supported by host platforms through inter-
FPGA-CPU DMA.

4.3 DESSERT: Debugging RTL Effectively with

State Snapshotting for Error Replays across

Trillions of Cycles

This section describes implementation details on the DESSERT framework. Fig-
ure 4.5 shows the tool flow of the DESSERT framework, which is extended from
Figure 3.1 for effective RTL debugging on the FPGA.

Section 4.3.1 explains how we can achieve deterministic simulation on the FPGA.
Section 4.3.2 explains how errors are detected on the FPGA. Section 4.3.3 describes
how scan chains are automatically instrumented for state snapshotting and initial-
ization. Section 4.3.4 describes compiler optimizations to reduce the FPGA resource
overhead from instrumentation. Section 4.3.5 describes how to synchronize state
between the golden model and the FPGA, preventing execution divergence. Sec-
tion 4.3.6 shows how two identical simulation instances are run in parallel to efficiently
detect and replay errors from the FPGAs.
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Figure 4.5: Tool flow to generate FPGA-accelerated RTL simulators

4.3.1 Deterministic RTL Simulation on the FPGA

Section 3.2.2 describes compiler transforms that enables accurate RTL perfor-
mance modeling on the FPGA. The DESSERT framework takes advantage of these
transforms to ensure deterministic RTL simulation on the FPGA for RTL debug-
ging, which is crucial for pre-error state snapshotting using two identical simula-
tion instances (Section 4.3.6). The FAME1 Transform and Simulation Mapping in
Figure 4.5 generates a token-based simulator, an instance of synchronous dataflow
(SDF) [81], which ensures deterministic execution on the FPGA with the same initial
state.

4.3.2 Error Checking on the FPGA

4.3.2.1 Simulation APIs in Chisel

Target designs in this thesis such as RocketChip [8] and BOOM [34] are written
in Chisel [10]. Chisel, like Verilog or VHDL, provides non-synthesizable print and
assert constructs for software RTL simulation. Figure 4.6 demonstrates their use.
The module contains a counter that increments until 10 when enabled (line 8). In this
example, we expect the counter will never increment past 10: we check this with an
assert on line 14. A printf in line 18-20 lets the engineer inspect the counter value
without looking at the waveform. RocketChip and BOOM use assertions extensively
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1 class Count extends Module {

2 val io = IO(new Bundle {

3 val en = Input(Bool())

4 val done = Output(Bool())

5 val cntr = Output(UInt(4.W))

6 })

7 // count until 10 when ‘io.en’ is high

8 val (cntr, done) = Counter(io.en, 10)

9 io.cntr := cntr

10 io.done := done

11

12 // assertion for software simulation

13 // ‘cntr’ should be less than 10

14 assert(cntr < 10.U)

15

16 // printing for software simulation

17 // show the counter value when ‘io.en‘ is high

18 when(io.en) {

19 printf("count: %d\n", cntr)

20 }

21 }

Figure 4.6: Non-synthesizable simulation constructs in Chisel

to check their designs. In addition to asserts, traces of important activities, like
commit logs, are generated with printf. assert and printf in Chisel are represented
as stop and print in FIRRTL, respectively, to be synthesized by Assertion and Log
Synthesis (Figure 4.5) as described in Section 4.3.2.2.

4.3.2.2 Assertion and Log Synthesis

DESSERT supports two ways to detect RTL bugs: quick hardware-based as-
sertion checking and more exhaustive software-based checking that compares logs
against a software golden-model functional simulator. Rather than manual instru-
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Figure 4.7: stop and printf synthesis for error checking on the FPGA
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mentation, DESSERT automatically transforms assertions and logs that are already
present in the source code for software RTL simulation (Assertion and Log Synthesis
in Figure 4.5).

In FIRRTL there are two constructs to support assertions and logs: stop and
printf [91]. stop is used to halt the simulation for a certain condition, while printf

is used to print a formatted string when its condition is met. In general, assertions
in HDL (e.g. assert in Chisel) are expressed as stop 1 with their error messages
printed out by printf. Also, logs in HDL (e.g. printf in Chisel) are expressed as
formatted messages in terms of RTL signal values with printf.

By default, stop and printf are emitted as non-synthesizable functions in Sys-
tem Verilog (e.g. $fatal and $fwrite). However, Figure 4.7 depicts how to auto-
matically transform stop and printf into synthesizable logic for error checking on
the FPGA. Note that their conditions and arguments are logic expressions of RTL
signals. Thus, Assertion and Log Synthesis (Figure 4.5) inserts the combinational
logic and the signals for the conditions and the arguments of stop and printf. This
pass also creates output ports and connects the signals inserted for assertions and
logs to these ports so that RTL errors are detected at the boundary of the top-level
module. In addition, this compiler pass emits encodings of the assertions and logs
that are synthesized (e.g. the error message for each assert and the print format for
each printf) into text files that are used by the software simulation driver running
on the host CPU.

4.3.2.3 Handling Assertions and Logs from FPGAs

After assertions and logs are synthesized, their top-level output ports are treated
in the same way as the other top-level I/Os of the target design by Simulation Mapping
in Figure 4.5. As a result, these output ports also generate their own timing tokens,
which contain the cycle-by-cycle values of the output ports, every simulation cycle
(Figure 4.7).

The timing tokens generated by assertions and logs are crucial for cycle-exact
error checking from FPGAs, which will deterministically occur at the same target
cycle both in software simulation and on the FPGA. Figure 4.7 also shows how these
timing tokens are handled by instrumented hardware units in the FPGA, which are
automatically inserted by Platform Mapping in Figure 4.5.

The assertion checker consumes timing tokens generated by assertions and in-
spects their values, which has no effect on simulation progress with no assertion
failures. The assertion checker detects an error at cycle t if the value of the timing
token at cycle t is non-zero, which means at least one assertion has fired. In this case,

1We assume the conditions of assertions are propositional. Temporal assertions found in SVA,
which can be expressed as stop statements along with state machines, will be supported in the
future.
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Figure 4.8: Mapping simulation to the host FPGA platform for RTL debugging

the checker records the target cycle t and the assertion id inferred from the timing
token’s value, and then stops accepting new tokens, which will halt simulation.

In parallel, the software simulation driver infrequently polls the assertion checker
through memory-mapped I/O (Figure 4.8), and thus cycle-exact assertion detection
can be achieved with negligible loss of simulation speed. When an assertion is detected
from the FPGA, the simulation driver reads the target cycle and the assertion id from
the checker and reports the assertion message along with its target cycle.

While the assertion checker simply drops timing tokens after inspecting them, in
a log, these tokens along with their timestamps must be stored. Suppose a processor
simulates at a clock rate of 50 MHz with an IPC of 0.5. If we print 64 bytes per
committed instruction, this simulation would produce a commit log at 1.6 GiB/s.
To manage this bandwidth, the log stream unit relies on inter-FPGA-CPU DMA
to transfer the generated log en masse (Figure 4.8). Between DMA events, the log
is buffered in a large BRAM FIFO2. When the buffer is full, the log stream unit
stops consuming timing tokens to pause simulation until the buffer is drained, which
prevents loss of log entries3.

Once log entries are transferred from the FPGA to the buffers in the software
simulation driver through DMA, they can be output on a console, piped to a file or
consumed by a software golden model for exhaustive error checking.

2We plan to host this buffer in DRAM in the future.
3 This may slow down simulation speed.
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Figure 4.9: Automatic scan chain insertion

4.3.3 State Snapshotting and Initialization

4.3.3.1 Automatic Scan Chain Insertion

For state snapshotting and initialization, DESSERT implements automatic scan
chain insertion (Figure 4.9) with a compiler pass in the FIRRTL compiler (Scan
Chain Insertion in Figure 4.5). For registers, this compiler pass inserts platform-
independent design-level shadow scan chains (Figure 4.9a), while for RAMs and large
register files, it inserts specialized scan chains that automatically generate addresses
to read out the whole data of large memory arrays without destroying their structures
(Figure 4.9b). Imagine how tedious it would be if we implement these scan chains
only with low-level IR nodes. To reduce this implementation overhead, we instead
take advantage of the compilers-in-a-pass technique (Section 2.2.1) to generate scan
chain IRs from parameterized scan chain modules written in Chisel.

Register Scan Chains. Figure 4.9a shows the instrumented logic for register
scan chains. First, we insert multi-bit shift registers4 that contain the values copied
from or loaded to all registers in the target design. The scan chain is connected to
the scan in port and the scan out port for its input and output, respectively. We
also insert three control signals for these scan chains: copy, shift, and load.

For state snapshotting, we stall the simulation and assert the copy signal to copy
the register values to the scan chain. Next, we pull out these values in the scan chain
through the scan out port one by one by asserting the shift signal.

4The width of shift registers is in general equal to the width of the data bus between the CPU
and the FPGA.
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For state initialization, we provide the values to be loaded through the scan in

port one by one by asserting the shift signal. When all necessary values are fed into
the scan chain, we assert the load signal to load the values from the scan chain to
the registers in the target design.

We insert these platform-independent design-level shadow scan chains to mini-
mize the snapshotting latency and improve the portability5. However, the DESSERT
framework can be extended to use more resource-efficient scan chains [75] or platform-
dependent readback [144] to save FPGA resources that may significantly increase the
snapshotting delay and sacrifice the portability.

Memory Scan Chains. We insert specialized scan chains to capture the state
of RAMs and large register files due to their large volume and their limited numbers
of read ports. Figure 4.9b shows the instrumented logic for memory scan chains.
In addition to shift registers, ports, and control signals for each scan chain, we also
add additional logic, the address generator, which not only generates addresses for
the memory array but also asserts additional control signals (read and scan) for the
memory array and the scan chain. All control signals are properly connected to the
enable ports of the memory array as well as the muxes that are inserted to select the
read/write addresses and the write data.

For state snapshotting, we stall the simulation and assert the copy signal to copy
the data at address 0 to the scan chain. The address generator generates 0 for the
read address and asserts the read signal simultaneously to read out the corresponding
data. In the next cycle, the data at address 0 is available and the address generator
asserts the scan signal to copy this data into the scan chain. We eventually read this
data from the scan out port by asserting the shift signal. To read the next data,
we assert the copy signal again and the address generator generates the next address.
We repeat this process until all data from the memory array is read out.

For state initialization, we first assert the copy signal to generate address 0 from
the address generator. Next, the data at address 0 is fed into the scan in port by
asserting the shift signal. Finally, we assert the load signal to write the data from
the scan chain to the memory array. We repeat this process until all necessary data
is loaded into the memory array.

4.3.3.2 I/O Traces

We also need I/O traces for error replays in software simulation. Specifically,
if an RTL snapshot is to be replayed for L cycles, the inputs and the outputs for L
cycles must be recorded by communication channels (Figure 3.2), which is added by
Simulation Mapping in Figure 4.5, after the RTL snapshot is taken. When the RTL
snapshot is loaded in software simulation, the input traces are fed to the inputs of
the target design to drive the replay, while the output traces are compared cycle by
cycle against the outputs of the target design to check the correctness of the replay.

5 The trade-offs for various checkpoint implementations are discussed by Koch et al. [75]
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4.3.3.3 Off-chip Memory Initialization

As the target design’s DRAM is mapped to the off-chip DRAM, it needs to
be initialized for deterministic simulation. The loadmem unit (Figure 4.8), which is
automatically added by Platform Mapping (Figure 4.5), not only loads the program
to execute but also initializes the remaining target main memory space.

4.3.4 Optimizations to Reduce FPGA Resource Overhead

4.3.4.1 SVF Backannotation

The FIRRTL compiler applies word-level optimizations such as constant prop-
agation, common-subexpression elimination, and dead-code elimination. However,
these optimizations are not enough to eliminate redundant logic in the target design.
In fact, during logic synthesis, CAD tools prune out more unnecessary logic with
more aggressive bit-level optimizations. The problem is that this dead logic is alive if
we insert scan chains without deleting it in the FIRRTL pass. This is because dead
registers are connected to scan chains, and thus, they cannot be eliminated during
FPGA synthesis, which is detrimental for the FPGA resource utilization.

Instead of implementing these bit-level optimizations in FIRRTL, we back-
annotate the dead registers from existing CAD tools to eliminate them. If we delete
these registers from the backannotation, other related combinational logic is also
eliminated by FIRRTL optimizations or CAD tools.

In this section, we use Synopsys Design Compiler for the backannotation. Design
Compiler dumps its optimization information to the SVF file that is in turn consumed
by Synopsys Formality for equivalence check. We use the text file that is generated
when the SVF file is processed by Synopsys Formality. This text file contains the
following information:

• Renamed Signals: Optimizations may change signal names. Specifically, each
bit in a signal word may have its own name by bit-level optimizations.

• Uniquified Instances: A module can have multiple instances in the entire
design. However, theses instances may be uniquified as they can diverge after
optimizations.

• Constant Registers: Some registers become constant zero or one by opti-
mizations.

• Merged Registers: Two identical registers are merged into a single register,
which removes duplicate registers.

SVF Backannotation in Figure 4.5 uses the above information to conduct ag-
gressive bit-level optimizations, which in turn greatly reduces the FPGA resource
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Figure 4.10: Resource efficient mapping of multi-ported RAMs on FPGAs

overhead. This pass first uniquifies instances and rename each bit of optimized regis-
ters. Next, it replaces constant registers with their constant values. Finally, this pass
merges registers to eliminate duplicate registers.

4.3.4.2 Multi-ported RAM Mapping

Large multi-ported RAMs are building blocks for physical registers in high-
performance out-of-order processors. These RAMs can be efficiently implemented
with SRAMs or latches in the silicon, but are inefficiently mapped to flip-flops con-
suming lots of LUTs on the FPGA without cares. Dwiel et al. [44] present efficient
mappings of multi-ported RAMs with replication and time multiplexing. Inspired
by this idea, in this section, we automatically transform multi-ported RAMs into re-
source efficient register files, each of which is implemented with duplicate distributed
RAMs and the select vector.

Figure 4.10 shows a resource efficient mapping of multi-port RAMs on FPGAs.
For a multi-port RAM with m read ports, n write ports, and k elements, we need
m×n copies of k-element memory arrays with the k×dlog2 ne select vector to emulate
this multi-ported RAM. When a value is written at address α through the ith write
port, this value is written to the ith memory array of each read port (m copies in
total). In addition, the αth element of the select vector is updated to i, the id of
the memory array that contains the up-to-date value at address α. When the value
at address β is read through read port j, all n memory arrays assigned to this read
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Figure 4.11: State synchronization between the function simulator and the FPGA

port are accessed. To select the up-to-date value among them, the βth element of the
select vector is also read and provided to the jth mux.

Each memory array has one read port and one write port, and thus, these mem-
ory arrays are efficiently mapped to distributed RAMs. This custom transform is
also implemented using the compilers-in-a-pass technique with a parameterized Chisel
module (Section 2.2.1).

4.3.5 State Synchronization between the Golden Model and
the FPGA

DESSERT is a general methodology that can be applied to any hardware de-
signs. As such, for software-based error checking, logs generated from FPGAs are
compared against a software golden model of any RTL. However, if we use DESSERT
for microprocessor verification, the state of the software functional simulator must
be carefully maintained to prevent divergence from the RTL implementation. Fig-
ure 4.11 depicts a high-level idea of state synchronization between the golden model
and the RTL implementation.

First, the physical memory and device configurations of the functional software
simulator and the RTL implementation should be identical. This ensures the memory
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zones of Linux are the same in both implementations, resulting in the same page
allocation.

Next, interrupts in both implementations must be synchronized. It is incredibly
difficult to make interrupts happen simultaneously in both implementations since
the functional simulator has no timing model. Instead, interrupts in the functional
simulator are disabled by default. Whenever an interrupt is raised from the RTL
implementation, the interrupt cause is passed along with the commit log from the
FPGA to the functional simulator. Then, the functional simulator is forced to handle
the interrupt on the same instruction as the RTL.

In addition, microarchitecture-dependent state needs to be synchronized. Ex-
amples include performance-counter reads, atomic memory operations, and memory-
mapped I/Os. Performance-counter reads and atomic memory operations are easily
identified by their instruction encoding while memory-mapped I/Os are identified
by their memory addresses. Whenever such events happen, the destination register
values of the functional simulator are updated with those in the FPGA’s commit log.

Some processors support out-of-order completions for long-latency instructions
using a scoreboard to maintain register dependencies (e.g. the Rocket processor [8]).
In this case, the destination register values may not be available even though instruc-
tions have retired. We cannot ignore these instructions due to microarchitecture-
dependent state. Therefore, the commit log also includes the information of whether
or not the scoreboard is set by each instruction. When the scoreboard is set, the des-
tination register value is not compared immediately. Instead, the functional simulator
saves the destination register value with its address. When the instruction completes
in the FPGA, its destination register value as well as the register address are delivered
from the FPGA to the functional simulator and compared. For microarchitecture-
dependent state, the destination register value of the functional simulator is updated
with the value from the FPGA.

Finally, the permission bits in TLBs are modeled in the functional simulator.
This is because TLB flushes can be delayed by an OS as a performance optimization,
resulting in accesses to stale page-table entries. Thus, whenever the TLBs in the
FPGA are refilled, the functional simulator updates its TLB model by using the TLB
tag and the permission bits of the page-table entry from the FPGA. Memory accesses
in the functional simulator also go through the TLB model to match page faults
between the function simulator and the FPGA.

Other forms of complex golden functional model, such as out-of-order memory
systems, will require similar strategies to track cycle-level interleaving of the RTL
design.

4.3.6 Ganged-Simulation for Rapid Error Replays

Redundant multi-threading is a popular technique for fault-tolerant computing
and post-silicon validation (e.g. [56]) where two identical threads are required for error
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Figure 4.12: Ganged-simulation for rapid error relays

checking. In our case, only a single simulation run is necessary for error checking.
We, instead, need another simulation instance that always runs behind for pre-error
state snapshotting.

To detect and replay errors efficiently, we exploit the determinism of our FPGA-
accelerated simulation by running two identical simulators concurrently: a leading
master instance, which detects the target RTL bugs, and a lagging slave, which
checkpoints the target RTL state (Figure 4.12).

The leading master checks for simulation errors by detecting either an assertion
failure or a mismatch between the golden model and the simulator-generated log
(Section 4.3.2). The master controls the advance of the slave by periodically sending
it packets over TCP, each of which contains a target cycle timestamp and an error
detection bit, indicating whether or not the master has encountered an error at the
timestamped target cycle6.

The slave cannot proceed until it receives a timestamped message from the
master. When it receives a message with a clear error bit, it can safely advance up
to the timestamped target cycle of the message. On the other hand, when the slave
receives the message with a set error bit, it advances up to the timestamped target
cycle minus L cycles to capture an L-cycle snapshot of the ROI (Section 4.3.3). Since
simulations are deterministic (Section 4.3.1), the same error, which is detected by the
master, also is captured by the slave at the same target cycle.

6 Alternatively, we may use f1.4xlarge instances with 2 FPGAs, which are recently provided
by Amazon.



CHAPTER 4. RTL DEBUGGING WITH FPGAS 58

Finally, the captured RTL state snapshot can be replayed L cycles in software
RTL simulation until the same error appears, thus providing a fully-visible error wave-
form of the target over the ROI. This waveform dramatically improves debuggability,
helping RTL designers find and fix the cause of the bug.

To mitigate the monetary costs, we use FPGAs in the cloud. This provides a
cheap, elastic source of very large FPGAs, without the large initial capital expense.
On the other hand, commercial CAD tools are not allowed to run in the public cloud,
and thus, error snapshots are copied to and replayed in the local machine with the
CAD tool licenses.

4.4 Results

We demonstrate the effectiveness of our methodology with a case study of two
RISC-V processor core designs and report on the types of bugs found.

4.4.1 Target Designs, Golden Model, Benchmarks, and Host
Platform

Target Designs: We apply DESSERT to two open-source RISC-V processors
implemented with Chisel [10]: Rocket [8], a productized scalar in-order processor,
and BOOM-v2 [34], an industry-competitive, open-source out-of-order processor. Ta-
ble 4.2 shows the processor configurations used for this study with the number of
assertions and the size of log entries. Log entries are generated when instructions are
committed. The processor and L1 cache represent the design under test (DUT) and
are supplied as RTL, while the supporting L2 cache and DRAM are implemented as
abstract timing models, which can be configured at runtime.

Software Golden Model: We employ Spike [137] as a golden model for the
RISC-V ISA, which is modified for commit log comparison (Section 4.3.5). For
software-based checking, commit logs generated by Rocket or BOOM-v2 from the
FPGA are compared against Spike.

Benchmarks: We execute the SPECint2006 benchmark suite on the target
processors hosted on the FPGA. All benchmarks are compiled using gcc version 6.1.0,
and run on Linux kernel version 4.6.2. For each benchmark, we built a BusyBox image
including all necessary files for a given benchmark within an initramfs.

Host Platform: We use Amazon F1 instances (f1.2xlarge) as simulation host
platforms. An f1.2xlarge instance is equipped with Xilinx UltraScale+ VU9P and
1.5GB/s FPGA-CPU DMA.
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Parameter Rocket BOOM-v2
Fetch-width 1 2
Issue-width 1 4
Issue slots - 60
ROB size - 80

Ld/St entries - 16/16
Physical registers 32(int)/32(fp) 100(int)/64(fp)
Branch predictor - gshare: 16 KiB history

BTB entries 40 256
RAS entries 2 4

MSHR entries 2 2
L1 $ capacities 16 KiB or 32 KiB

ITLB and DTLB reaches 128 KiB / 128 KiB
L2 $ capacity and latency 1 MiB / 23 cycles

DRAM capacity and latency 2 GiB / 80 cycles
Assertions 123 601

Commit log entry width 60 B 64 B

Table 4.2: Target processors verified with DESSERT

4.4.2 FPGA Quality of Results

We compiled bitstreams using Vivado 2017.1 targeting the Xilinx UltraScale+
VU9P parts present in Amazon EC2 F1 instances. Pure FPGA mappings for both
designs close timing at 62.5 MHz, which is bounded by the unretimed double-precision
FMA in both cores7. The compile time is about 2 hours for Rocket and 4 hours for
BOOM on c4.8xlarge (about $1 and $2 with spot instances, respectively).

Table 4.3 shows the total utilization of the VU9P after place and route, with
varying levels of instrumentation enabled:

• Prototype: just the processor without transformations

• FAME1 : FAME1 simulator for deterministic simulation (Section 4.3.1)

• Debug : FAME1 simulator with assertion and print synthesis (Section 4.3.2)

• Scan: FAME1 simulator with scan chain insertion (Section 4.3.3)

• All : FAME1 simulator with all transforms and instrumentation

7Vivado cannot retime the 3-cycle double-precision FMA present in both cores. Manually pipelin-
ing the unit increases fmax to 190 MHz.
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Processor Resource Prototype FAME1 Debug Scan All

Rocket
Logic LUTs 18.0% 18.4% 18.5% 24.6% 24.7%

Registers 10.8% 10.8% 10.9% 13.6% 13.7%
BRAMs 18.1% 19.6% 24.9% 21.2% 26.6%

BOOM-v2
Logic LUTs 28.0% 28.4% 30.7% 51.5% 52.1%

Registers 12.9% 12.8% 13.4% 22.4% 22.5%
BRAMs 19.4% 20.9% 27.4% 22.6% 30.1%

Table 4.3: FPGA utilization versus instrumentation level

Processor Verilator VCS
Rocket 6.9 kHz 6.1 kHz

BOOM-v2 1.8 kHz 0.2 kHz
Processor FPGA No-Checking FPGA Assertion FPGA Log

Rocket 52.7 MHz 52.6 MHz 21.3 MHz
BOOM-v2 52.3 MHz 52.1 MHz 13.7 MHz

Table 4.4: Simulation rates for various simulators

LUTRAMs, DSP48s, and URAMs are omitted as they are lightly used (<1%, <5%
and 0%).

The FAME1 transform has marginal overhead over the prototype due to FPGA
tool optimizations. The debug instrumentation uses slightly more LUTs for assertion
synthesis and more BRAMs for log buffers. As expected, the scan chain instrumen-
tation has large overhead on both LUTs and Registers. However, the DESSERT
framework can be extended to adopt more resource-efficient checkpoint implementa-
tion as discussed by Koch et al [75].

4.4.3 Simulation Performance

Table 4.4 compares the simulation rates of software RTL simulators and a sin-
gle instance of FPGA-accelerated simulation with no error checking (FPGA No-
Checking), hardware-based checking from assertion synthesis (FPGA Assertion),
and software-based checking comparing logs from the FPGA against a golden model
(FPGA Log).

In software simulation, waveforms are recorded for debugging. In this evaluation,
intermediate signals generated by Chisel and FIRRTL are not traced in Verilator,
while all signals are traced in VCS. As we can see, software RTL simulation does not
ensure sufficient simulation performance for debugging with real-world applications
and is even slower with complex hardware designs.
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Benchmark Assertion Cycle (B) Simulation
Failure Time (mins)

483.xalancbmk.test Invalid writeback in ROB 1.9 3.4
464.h264ref.test Pipeline hung 3.2 3.8

471.omnetpp.test Pipeline hung 3.3 3.9
445.gobmk.test Invalid writeback in ROB 14.9 9.0

471.omnetpp.ref Pipeline hung 62.6 22.2
401.bzip2.ref Wrong JAL target 473.7 164.6

Table 4.5: Assertion triggers from BOOM-v2 running the SPECint2006 benchmark
suite.

On the other hand, FPGA-accelerated RTL simulation guarantees high simu-
lation rates regardless of design complexities. In addition, hardware-based assertion
checking has almost no performance overhead as the assertion checker is infrequently
polled by the software driver (Section 4.3.2.3).

Software-based checking decreases simulation rates because, in this case study,
the functional simulator must be run and compared in lock step (Section 4.3.5).
As a result, the log buffer is not quickly drained, resulting in frequent simulation
stalls. Notably, software-based checking has a larger performance impact on BOOM-
v2, which has greater IPCs, and thus, generates more commit log entries per cycle.
However, exhaustive software-based checking is still worthwhile as it can discover
subtle bugs not found by hardware-based assertion checking (Section 4.4.5). We
believe the simulation performance can be further improved with decoupling and
speculation of functional simulation, to reduce synchronization frequency.

4.4.4 BOOM-v2 Assertion Failure Bugs Found

BOOM-v2 is a major microarchitectural update of the original BOOM processor
to improve its physical realizability [34]. BOOM-v2 passes all ISA tests, random
instruction tests, microbenchmark tests, and boots Linux. However, we noticed that
some of the SPECint2006 benchmarks that passed in BOOM-v1 failed in BOOM-v2.
Therefore, we used DESSERT to debug BOOM-v2.

Table 4.5 shows assertions caught from BOOM-v2 when running the SPECint2006
benchmarks. Note that assertion messages were shown in FPGA-accelerated RTL
simulation when these assertions were triggered. In addition, RTL state snapshots
were taken before the assertions were triggered (Section 4.3.6) and replayed in soft-
ware RTL simulation for full visibility of the internal signals.

With the waveform from the 1024-cycle error replay, we quickly tracked down
the cause of the invalid writeback in ROB assertion to a buggy interaction between
back-pressure queuing and branch misspeculation that did not correctly kill instruc-
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tions moving data from the integer register file to the floating-point register file. In
general, the pipeline hung assertion was caused by pipeline resource scarcities for var-
ious reasons, which were not found in the 1024-cycle window, suggesting assertions
describing more specific properties be necessary. Also, the waveform from the 1024-
cycle error replay revealed that the wrong JAL target assertion, which was triggered
at almost a half trillion target cycles, was caused by incorrectly handled signed arith-
metic in computing jump target addresses, which is latent until the processor touches
instructions allocated in a high-address memory region.

We caught all these assertion triggers and obtained full visibility within 3 hours
using two Amazon EC2 F1 instances. Therefore, the total cost to catch and replay
these errors is roughly $2 (compilation) +2 × $1.56 (simulation) = $5.12 with spot
instances, which is extremely economical compared to commercial emulation tools.

4.4.5 BOOM-v2 Commit Log Bugs found

Software-based error checking, which compares logs from an FPGA against a
software golden model, can discover subtle bugs that may not immediately affect the
results of applications. We verified Linux boot in Rocket and BOOM against the
software golden model using commit logs from the FPGA (Section 4.3.5). Linux boot
in Rocket was successfully verified against the golden model8. However, Linux boot
in BOOM-v2 failed with the following message:

Instruction mismatch at cycle: 669432906

PRIV PC INST REG

Last: 0 0x0000000000069ce0 (0 x00100793) x15 0x0000000000000001

SW : 0 0x0000000000069ce4 (0 x1404272f) x14 0x0000000000000000

FPGA: 1 0xffffffff80422a9c (0 x14011173) x 2 0xfffffffffcc54000

This shows BOOM jumped into Linux’s exception handler (PC = 0xffffffff80422a9c)
while executing lr.w a4, zero, (s0) (0x1404272f). The waveform from the 1024-
cycle replay showed BOOM incorrectly triggered a store access fault for load-reserved
instructions. After fixing this bug, Linux boot in BOOM-v2 fully matched against
the golden model. This bug was found in less than three minutes including target
memory initialization, but would have taken a month using VCS.

Commit log comparisons are also helpful to catch bugs that are not easily dis-
covered by assertions. For example, 403.gcc.test fails in BOOM without assertion
triggers. However, from commit logs, the following mismatch is found:

Instruction mismatch at cycle: 2909587019

PRIV PC INST REG

Last: 0 0x00000000001d15fc (0 x14d76e63)

SW : 0 0x00000000001d1600 (0 x03079793) x15 0x0000000000000000

8 We could not easily match floating-point loads due to what was a legally valid ambiguity due to
microarchitectural implementation differences between Rocket Chip and the golden model (Spike).
Newer versions of the RISC-V ISA close this specification ambiguity.
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FPGA: 0 0x00000000001d1600 (0 x01813483) x 9 0x00000000004322e8

Note that this bug is found at 2.9 billion cycles in just 6 minutes ; Verilator
would have taken nearly three weeks to reach this bug.

The commit log shows BOOM fetching the wrong instruction at PC = 0x1d600.
The waveform from the 1024-cycle replay shows that BOOM’s fetch buffer is unable
to accept more instructions and applies back-pressure to the instruction cache, which
experiences a cache miss at the same time. Once the cache miss is resolved, the wrong
instruction is returned from the instruction cache. BOOM-v2 shares the frontend and
the instruction cache with RocketChip, and we used an old version of RocketChip 9 on
which the current version of BOOM-v2 10 is based. The frontend and the instruction
cache in the current version of RocketChip has since been completely rewritten. We
will verify BOOM-v2 again with a newer RocketChip code base in the future.

4.5 Summary

In this chapter, we presented DESSERT, an effective RTL debugging method-
ology using FPGAs. Motivated by the fact that RTL debugging can be extremely
challenging and painstaking, we developed a framework that helps rapidly catches
and helps fix bugs that only manifest after hundreds of billions of target clock cy-
cles, with little developer effort and at extremely low cost, by taking advantage of
cloud-hosted FPGA platforms. With automatic transforms and instrumentation of
the target RTL design, DESSERT ensures deterministic simulation on the FPGA;
supports both quick error checking with assertion failures on the FPGA and more ex-
haustive error checking with commit log comparisons between the golden model and
the FPGA; and captures RTL state snapshots for error replays in software simulation
for full visibility. DESSERT also quickly provides the error trace from pre-error RTL
state snapshots captured by two identical simulations that are run in parallel. We
also demonstrated the usefulness of DESSERT with debugging of BOOM-v2 for errors
encountered at up to half trillion cycles, when running the SPECint2006 benchmark
suite.

9 Commit Hash: 8c8d2af7141102adf8ccc65b929e740ce7ce189, Date: Feb 9th, 2017
10 Commit Hash: 70b94eefe6658a1444ca420ab86953c25665dae8, Date: Sep 12th, 2017



64

Chapter 5

Sample-Based Energy Modeling

This chapter presents Strober, a sample-based energy modeling methodology for
average power and energy estimation. Section 5.1 motivates why RTL-based power
and energy evaluation is necessary for computer architecture research. Section 5.2
describes existing design-time power modeling methodologies. Section 5.3 overviews
our sample-based energy evaluation methodology. Section 5.4 presents the Stober
framework as an implementation of sample-based energy evaluation. Section 5.5
shows the evaluation results of Strober with Rocket and BOOM. Section 5.6 concludes
this chapter.

5.1 Motivation: Why RTL-based Power/Energy

Modeling?

Energy efficiency has become the primary design metric for both low-power
portable computers and high-performance servers. As technology scaling slows down,
computer architects must use architectural innovation rather than semiconductor pro-
cess improvement to improve energy efficiency. This trend necessitates accurate and
fast energy evaluation of various long-running applications on novel designs for archi-
tectural design-space exploration.

The most accurate way to evaluate energy efficiency is by running applications
on a silicon prototype with power consumption measured directly. Prototyping is
accurate and can run large workloads rapidly, but each prototyping cycle is expensive
and has a long latency, prohibiting extensive design-space exploration.

Computer architects instead mostly rely on analytic power models calibrated
against representative RTL designs [26, 134, 92, 90, 120]. These must be driven by
activities from micro-architectural simulation [19, 109, 143]. This approach helps de-
signers gain some intuition in early design phases, but is limited to microarchitectures
resembling those for which the abstract model was built, and requires long simulation
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times to gather microarchitectural activities. As power model validation depends
on the existence of representative RTL, constructing abstract power models is more
difficult for non-traditional architectures such as application-specific accelerators.

When complete RTL designs are available, they can be used to evaluate not
only energy efficiency, but also cycle time and area using commercial CAD tools. Al-
though existing commercial CAD tools provide extremely accurate performance and
power estimates from detailed gate-level simulation, the simulation runtime of com-
plex designs is painfully slow, preventing large architecture studies of many hardware
configurations.

This chapter describes a sample-based RTL energy-modeling methodology, which
enables fast and accurate energy evaluation of long-running applications. First, a de-
sign’s performance is evaluated using full-system RTL simulation, during which a set
of replayable RTL snapshots is captured randomly over the course of a program’s
execution. Next, the design’s average power is estimated by replaying the samples
on a gate-level power simulator, which also provides the confidence interval for the
average power estimate.

This chapter also presents the open-source Strober framework, an example im-
plementation of sample-based energy simulation. Strober is implemented with cus-
tom transforms in the FIRRTL compiler [64] to automatically generate an FPGA-
accelerated FAME1 simulator from any RTL design for rapid performance modeling.
The FAME1 simulator is enhanced with the ability to capture a full replayable RTL
snapshot at any sample point, which can then be replayed on a commercial gate-level
simulator to obtain power numbers. The Strober framework is evaluated using the
in-order processor Rocket [8] and the out-of-order processor BOOM [34].

The main contributions of this chapter are as follows:

• General and Easy-to-Use Framework: Strober automatically generates FPGA-
accelerated FAME1 simulations from any RTL design including the ability to
snapshot simulation state for replay on gate-level simulation, thus minimizing
designers’ manual effort. We present results using RTL designs of in-order
and out-of-order processors, but note that the approach applies to any RTL
including application-specific accelerators.

• Accurate Estimation: Performance measurement is truly cycle-accurate, since
it is based on the RTL design modeled using a token-based timing simulation.
For average power, we can achieve less than 5% error with 99.9% confidence
against commercial CAD tools. This indicates Strober can be a framework to
provide ground truth for other models.

• Fast Simulation: We achieve more than two orders of magnitude speedup over
existing microarchitectural simulators and four orders of magnitude speedup
over commercial Verilog simulators. This implies Strober can support large
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design-space exploration using long-running applications on complex hardware
designs.

5.2 Existing Methodologies for Design-Time Power

and Energy Evaluation

Analytical power modeling [26, 134, 92, 90, 120] combined with microarchitec-
tural software simulators [19, 109, 143] is widely-used for computer architecture re-
search. This method enables early architecture-level design-space exploration, helping
designers gain high-level intuitions before RTL implementation. However, microar-
chitectural software simulators execute far more slowly than real systems, requiring
application runs to be subset. Moreover, the power models should be strictly vali-
dated against real systems or detailed gate-level simulations, which is difficult when
exploring new non-traditional designs. This chapter also suggests sample-based en-
ergy simulation as a way of obtaining accurate ground truth to train abstract power
models rapidly.

There are significant efforts to validate analytic power models. Shafi et al. [119]
validate an event-driven power model against the IBM PowerPC 405GP processor.
Mesa-Martinez et al. [98] validate power and thermal models by measuring the tem-
perature of real machines. The authors measure temperature using an infrared camera
and translate temperature to power using a genetic algorithm. Xi et al. [149] validate
McPAT against the IBM POWER7 processor and illustrate how inaccuracies can
arise without careful tuning and validation. Lee et al. [83] propose a regression-based
calibration of McPAT against existing processors to improve its prediction accuracy.
McKeown et al. [96] characterize power and energy of an open-source 25-core processor
from its silicon implementation. However, these methodologies can only be applied
using existing machines or proprietary data. Jacobson et al. [65] suggest a power
model from pre-defined microarchitectural events and validate it against RTL simu-
lation. However, the approach relies on designer annotations and microbenchmarks
exploiting familiarity with a particular family of processor architectures. In contrast,
Strober can be used for validation of novel hardware designs and long-running real
world applications.

There are a number of significant attempts to accelerate power estimation using
an FPGA. Sunwoo et al. [127] generate power models from manually specified signals,
which requires designers’ intuition. This technique also requires additional manual
efforts to instrument existing FPGA simulators with power models. Bhattacharjee
et al. [17] also manually implement event counters in FPGA emulators to speed up
event-driven power estimation. Coburn, Ravi, & Raghunathan [39] implement de-
tailed power models directly on the FPGA, which suffers from large FPGA resource
overhead. Ghodrat et al. [49] extend Coburn et al. by employing a software/FPGA
co-emulation approach to reduce FPGA resource overhead, but introduces commu-
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Population Sample
size N size n

mean X mean x̄
variance σ2 variance s2

x

sampling mean X
sampling variance V ar(x̄)

confidence level (1− α)

confidence interval x̄± z1−(α/2)

√
V ar(x̄)

Table 5.1: Statistical parameters

nication overhead between the software and FPGA, which can bottleneck emulation
performance without careful partitioning. Atienza et al. [9] implement a special mod-
ule to monitor selected signal activities on FPGA.

Our Strober framework differs in that the hardware design is automatically in-
strumented to generate samples instead of manually implementing power models on
an FPGA, while still minimizing FPGA resource overhead.

5.3 Methodology Overview

In this section, we present our sample-based energy simulation methodology
using RTL designs for fast and accurate energy estimation. First, we present a brief
theoretical background of statistical sampling in Section 5.3.1 with parameters in
Table 5.1. Next, we describe how statistical sampling is applied to RTL energy
simulation in Section 5.3.2.

5.3.1 Statistical Sampling

A population P of size N is the set of all elements (e1, e2, ... eN) which could be
selected in an experiment. Each element ei has a corresponding measurable quantity,
Xi. A population’s parameters such as its mean, X, and its variance, σ2, can be
exactly calculated if all elements within the population are measured:

X =

∑N
i=1Xi

N
(5.1)

σ2 =

∑N
i=1(Xi −X)

N
(5.2)

Unfortunately, evaluating every element in P is usually infeasible due to any
number of resource constraints. Instead, a subset of the population, a sample, is
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selected according to a sampling strategy, and is used to estimate some parameters
of the original population.

While there are many sampling strategies, the most statistically robust strategy
is random sampling without replacement, where every ei in P has an equal probability
of being selected in a sample. For simplicity and clarity, the following assumes this
specific sampling strategy.

To estimate population parameters, every element in a sample of size n is mea-
sured (xi), and the sample mean x̄ and sample variance s2

x are calculated. These
sample values are used to estimate the corresponding true population values.

X ≈ x̄ =

∑n
i=1 xi
n

(5.3)

s2
x =

∑n
i=1(xi − x̄)2

n− 1
(5.4)

σ2 ≈ (N − 1)s2
x

N
(5.5)

Population parameter estimates depend entirely on which sample, out of all pos-
sible samples, was selected in the experiment. To address this, statistical procedures
have been developed to judge the quality of an estimated parameter.

fr
eq

u
en

cy

sample mean 

sampling 
distribution

!"#$%&'#!'()'*')

Figure 5.1: Theoretical sampling distribution
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Suppose the mean for each possible sample of size n of our population (totaling
N !

n!(N−n)!
possible samples) was calculated and plotted as a histogram (Figure 5.1).

The distribution of these sample means (sampling distribution) has a variance V ar(x̄)
(sampling variance) and a mean (sampling mean) that is equivalent1 to X.

Like σ2, directly computing V ar(x̄) is too expensive but can be accurately esti-
mated.2

V ar(x̄) ≈ s2
x(N − n)

Nn
(5.6)

Once an estimator and its estimated accuracy have been computed, we can use
normal theory to obtain approximate confidence intervals under a given confidence
level (1 − α) for the unknown parameter being estimated. The constant z1−(α/2) is
the 100[1− (α/2)]th percentile of the standard normal distribution.

x̄± z1−(α/2)

√
V ar(x̄) (5.7)

A confidence interval interpretation is if n elements are sampled from a popu-
lation repeatedly, with a given sampling strategy, 100[1 − (α/2)]% of each sample’s
confidence interval would include the true (but unknown) population parameter.

A critical assumption of confidence intervals is of normality, or that the sampling
distribution is Gaussian in shape. Fortunately, the central limit theorem of statistics
guarantees that for large enough sample sizes (n > 30), sampling distributions tend
to be normal, regardless of the underlying distribution of the element characteristics
in the sample.3

In other words, given random sampling, enough samples, and no mea-
surement error, calculated confidence intervals are always representative
of the accuracy of an estimator.

To determine the minimum sample size, the previous equations can be analyzed
to derive the following approximate relationship, where ε represents the maximum
relative difference allowed between the estimated parameter and the unknown true
population parameter.

n ≥ max

{(z2
1−(α/2)s

2
x

ε2x̄2

)
, 30

}
(5.8)

By using this equation, we can validate whether our sample size was large enough
to give adequate accuracy.

1Assuming no measurement error, which is a valid assumption given our simulation technique.
2This estimation again assumes no measurement error, as well as a sample size greater than 30.
3This guarantee of normality is only for linear estimators (e.g. a mean estimator).
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5.3.2 Sample-based Energy Modeling Methodology

Our sample-based RTL energy simulation methodology quickly and accurately
estimates both performance and power of long running applications on arbitrary hard-
ware designs. This methodology obtains random sample points from a fast simulator
and replays them on a slow but detailed simulator. Figure 5.2 shows the basic idea
behind our methodology.

First, a design’s performance is evaluated by an accelerated full-system RTL
simulation, during which a set of replayable RTL snapshots is obtained. A replayable
RTL snapshot, at cycle c, of a given replay length L, consists of all information
necessary to replay from c to c+L on a very slow but extremely detailed RTL/gate-
level simulation. More specifically, a replayable RTL snapshot contains all RTL state
at cycle c and a trace of all I/O signals of length L starting at cycle c. As an
optimization, the I/O traces of a given replayable RTL snapshot are read out from
the simulation only when the next replayable RTL snapshot is sampled.

We can obtain the best statistical properties when the replayable RTL snapshots
are randomly captured over the course of the program’s execution (Section 5.3.1).
Since knowing the length of a full program execution is impossible a priori, we employ
reservoir sampling [136] to address this problem. With this algorithm and a desired
sample size n, the first n replayable RTL snapshots are recorded with the sample
size. The kth element where k > n is recorded with the probability of n/k, and
then randomly replacing one of the existing replayable RTL snapshots. Note that
the probability of selection decreases with longer execution, thus diminishing the
sampling overhead. At the end of the program execution, we have n replayable RTL
snapshots that were selected at random, without replacement. The simulation time
of very long-running applications with sampling is very close to the simulation time
without sampling.

In order to replay each replayable RTL snapshot, the RTL state is loaded into
the detailed simulator. For each cycle in the replay, the inputs from the I/O trace
are fed to the input of the target design, and outputs are verified against the output
values of the design. Note that unlike the previous statistical simulation sampling
techniques [148], there is no state warming problem due to the exactness of the
replayable RTL snapshot. In addition, all replayable RTL snapshots are independent,
so we can parallelize their replays on multiple instances of the detailed simulator.

To estimate power, the detailed simulator is a gate-level simulation of the given
RTL design. The simulation computes the signal activities of the gate-level design,
accounting for detailed timing from floorplanning, placement and routing. An indus-
trial power analysis tool computes the power of each replayable RTL snapshot from
the detailed signal activities. By aggregating the power of all replayable RTL snap-
shots, we can predict the average power and corresponding confidence interval of a full
execution of benchmarks.In general, the derived confidence intervals are very small
with a small number of replayable RTL snapshots and 99.9% confidence, regardless
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Figure 5.3: FIRRTL compiler passes for sample-based energy modeling

of the length of simulation.

5.4 The Strober Framework

In this section, we describe the Strober framework, our implementation of the
sampling-based energy-modeling methodology for RTL designs. Section 5.4.1 shows
additional FIRRTL transforms that are necessary for energy modeling in addition
to custom passes in Section 3.2.2. Section 5.4.2 describes how RTL snapshots are
replayed on gate-level simulation using commercial CAD tools. Section 5.4.3 explains
how to estimate DRAM’s power consumption using activity counters. Lastly, a simple
analytic performance model for the Strober framework is introduced in Section 5.4.4.

5.4.1 Custom Transforms for Sample Replays

Section 3.2.2 describes the FIRRTL compiler passes minimally necessary for
FPGA-accelerated RTL simulation. To enable sample-based energy modeling pro-
posed in Section 5.3.2, we need additional custom transforms (yellow boxes in Fig-
ure 5.3.2) in the FIRRTL compiler.

By default, the FIRRTL compiler instantiates flip-flops for memory arrays in the
RTL design. FPGA tools automatically infer these memory arrays and map them into
FPGA-specific block RAMs. However, ASIC tools do not have this capability, and
thus, designers need to manually instantiate technology-dependent macro blocks for
memory arrays. Unfortunately, this manual mapping should be repeated whenever
the target technology is changed, deteriorating the productivity of hardware designs.
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Instead, a compiler pass can automatically map technology-independent memory
arrays into technology-dependent macros. Specifically, Macro Mapping automatically
finds the optimal mapping of each memory array within a pool of macros in the target
technology and generates required logic for the mapping, greatly reducing designers’
manual effort.

Note that, Macro Mapping is necessary for both FPGA-accelerated RTL simula-
tion and the replay flow (Section 5.4) to ensure the same RTL is used for both flows,
which is important for RTL state snapshot loading on RTL/gate-level simulation.
On the other hand, Macro Mapping instantiates flip-flops in macro block that are
mapped to block RAMS for FPGA-accelerated RTL simulation, while it leaves them
as black boxes for the ASIC tool flow.

The FAME1 Transform and Simulation Mapping are necessary to pause simu-
lation before taking RTL state snapshots. By shutting down the timing token flow
toward the target RTL hosted on the FPGA, the simulation can stall at the desired
cycle, which is randomly determined by reservoir sampling.

To take RTL state snapshot from FPGAs, scan chains are automatically in-
strumented from parameterized Chisel RTL using the compilers-in-a-pass technique
(Section 2.2.1). As shown in Section 4.3.3, Scan Chain Insertion inserts basic scan
chains that copy register values immediately after the simulation stalls. On the other
hand, special scan chains, which sequentially read each element of memory arrays
through address generation, are inserted for large register files and RAMs to preserve
their structures. Scan Chain Insertion also emits the meta data file that contains
the decoding information for the data from scan chains. Unlike RTL debugging,
sample-based energy modeling only requires read capabilities of scan chains.

5.4.2 Sample Replays on Gate-Level Simulation

The FPGA-accelerated RTL simulators generated by compiler passes in Sec-
tion 5.4.1 provide cycle-exact performance estimates, but the replayable RTL snap-
shots must be simulated on a RTL/gate-level simulator to compute average power.
Figure 5.4 shows the tool flow to replay RTL snapshots on gate-level simulation.

We use the same RTL design for both the ASIC tool flow and FPGA-accelerated
RTL simulation. The FIRRTL Verilog backend generates Verilog RTL from a given
RTL design (e.g. Chisel RTL) for the ASIC tool flow. Next, a gate-level design is
generated from the Verilog RTL using a synthesis tool4 as well as place-and-route
tool5. Gate-level simulation6, with very detailed timing, simulates the post place-
and-route (PnR) design to compute signal activities for replayable RTL snapshots.

Replayable RTL snapshots are randomly sampled from the FPGA-accelerated
RTL simulator, as explained in Section 5.4.1. The RTL state is loaded into the

4For synthesis, we used Synopsys Design Compiler J-2014.09-SP4.
5For place-and-route, we used Synopsys IC Compiler J-2014.09-SP4.
6For gate-level simulation, we used Synopsys VCS H-2013.06.
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Figure 5.4: RTL snapshot replays with CAD tools for average power estimation
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gate-level simulation, and the input traces are fed to the inputs of the design for
each sample replay. Moreover, the output values of the design are compared with the
output traces, which ensures samples are replayed correctly. Samples are independent
of one another, so we can replay them on multiple instances of gate-level simulation
in parallel.

The generated signal activities are consumed by the power analysis tool7 to
estimate total power consumption for that replayable RTL snapshot. By calculating
the mean of each power result, we can obtain the average power of all replayable RTL
snapshots. As explained in Section 5.3.1, this average is an accurate estimation of
the total application’s power consumption on the given RTL design.

However, there are three key challenges to replay samples on gate-level simula-
tion, addressed in the following subsections.

5.4.2.1 Signal Name Mangling in the Gate-level Netlist

One difficulty in initializing the RTL state is that register signal names are
mangled by the optimizations performed by CAD tools. Because we cannot use the
RTL signal names to load the state snapshots on gate-level simulation, we use a
commercial formal equivalence checking tool8 to match nodes between RTL designs
and gate-level designs (Figure 5.4).

The synthesis tool generates information about optimizations applied to a de-
signs to help formal equivalence checking. By using this information, the formal
verification tool first finds the matching points between RTL and the gate-level de-
sign (including registers) and then verifies the equivalance of the two designs. The
matching results of this tool enable us to construct a name mapping table and trans-
late RTL names into gate-level netlist names.

5.4.2.2 State Snapshot Loading on Gate-level Simulation

To load the register values into the gate-level simulation, we originally trans-
lated the values into scripts that were read by our commercial Verilog simulator.
Unfortunately, this simulator could only execute 400 commands per second, which
for a design of 35k flip-flops with 30 replayable RTL snapshots takes 40 minutes to
load. While this is unacceptably slow for Strober’s framework, writing a customized
testbench for each design configuration is very cumbersome and error-prone.

We address this issue by writing a custom state snapshot loader that uses the
Verilog Programming Language Interface [128]. The commercial Verilog simulators
are compiled with this loader, which handles the snapshot loading commands effi-
ciently. With this implementation, gate-level simulation can handle 20000 commands

7For power analysis, we used Synopsys PrimeTime PX J-2014.12-SP2.
8 We used Synopsys Formality J-2014.09-SP4.
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per second, reducing runtime to only 54 seconds for 30 samples with the example
in-order processor.

5.4.2.3 Register Retiming

Another big challenge in loading state snapshots is handling register retiming.
Register retiming is a technique to move datapath registers, reducing the critical path,
area, or both [89]. For example, RTL designers often depend on this technique for
writing floating-point units (FPUs), relying on CAD tools to automatically balance
the stages in a datapath pipeline. Unfortunately, we cannot easily reconstruct the
values of retimed registers from the RTL state snapshot.

Instead, we can capture the I/O values of the retimed datapath. First, note the
retimed datapaths are annotated by the designers with the desired latency. For the
n-cycle-latency datapath, a custom transform adds shift registers which capture the
I/O values for the last n cycles (and the corresponding scan chains). The I/O signals
of the retimed datapaths are forced externally in the simulation for n cycles before
loading the snapshots to recover their internal state. By starting replays at this point,
we can simulate each sample snapshot with fully-recovered state.

5.4.3 DRAM Power Modeling

DRAM power consumption is affected by the DRAM’s internal operations (which
can be triggered by memory access requests) and its internal state. For example,
DRAM’s internal read and write operations trigger data transfer through DRAM’s
I/O bus, causing dynamic power consumption. However, knowing the physical ad-
dress mapping, the DRAM controller’s policies, and all memory access requests is
enough to predict any given DRAM’s internal operations, and thus predict its power
consumption. As in the experimental settings specified in Kim et al. [74], we use
Micron’s LPDDR2 SDRAM S4 [101] with eight banks, and 16K (16× 1024) rows for
each bank. We assume a bank-interleaved memory mapping where adjacent memory
addresses are distributed across different banks. Finally, we assume an open-page
policy, where DRAM banks are kept active after a row access.

To capture the DRAM memory requests, we attach counters to the memory
request output ports. Using the known memory mapping, the physical address of
each emory request is translated into the bank number and the row number. The
previously accessed row and bank numbers are stored with the counter data to enable
determining whether the row activation operation will occur. From the counter values,
we know the number of read/write operations and the number of row activation
operations. With this information and DRAM configurations, the DRAM power can
be calculated using a spreadsheet power calculator provided by Micron [100].
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5.4.4 Simulation Performance Model

To demonstrate the opportunity for significant speedup over the existing CAD
tools, we present a simple analytic performance model of the Strober framework in
this section. To estimate the overall time, we should consider (1) the synthesis time
for the FPGA-accelerated RTL simulator, (2) the FPGA-accelerated RTL simula-
tion time, (3) the ASIC tool chain time (logic synthesis, placement, routing, and
formal verification), and (4) the replay time for sample snapshots. Note that (3) is
independent from (1) and (2), so the overall time is expressed as follows:

Toverall = max(TFPGAsyn + TFPGAsim, TASIC) + Treplay

The ASIC tool chain time, TASIC , tends to be long for complex designs. How-
ever, we run very long-running application on the FPGA simulator, thus resulting
in TASIC < TFPGAsyn + TFPGAsim. In this chapter, the synthesis time for the FPGA
simulator, TFPGA syn, can be up to one hour with a two-way out-of-order processor
while TASIC is around three or four hours. Also note that TFPGAsyn � TFPGAsim for
real-world long-running applications.

To estimate TFPGAsim, assume the FPGA simulation runs at Kf Hz. Let N
and L be the total simulation cycles and the replay length respectively. Reservoir
sampling [136] ensures that the number of elements recorded during the simulation
is roughly 2nln((N/L)/n)) with the sample size n. The FPGA simulation time,
TFPGAsim, is therefore:

TFPGAsim = Trun + Tsample ≈ N/Kf + Trec × 2nln(N/nL)

where Trun, Tsample, Trec are the simulation running time, the total sampling time,
and the time to read out a single replayable RTL snapshot, respectively.

Treplay is decomposed into (1) the snapshot loading time, (2) the snapshot replay
time, and (3) the power analysis tool time. The snapshot loading time is considered
because it can be very slow without a proper implementation (Section 5.4.2.2). For
the snapshot replay time, suppose the RTL/gate-level simulation runs at Kg Hz. In
addition, only L cycles are replayed for each sample snapshot. We provide the switch-
ing activity interface format (SAIF) files to the power analysis tool for the average
power of each sample snapshot, and thus, the power analysis time is independent of
the length of each sample snapshot. Lastly, each snapshot replay is independent one
another, and thus, can be parallelized. Therefore, assuming P instances of gate-level
simulation, the total replay time is:

Treplay =
n× (Tload + (L/Kg) + Tpower)

P

where Tload is the time to load each RTL state into the gate-level simulation, and
Tpower is the time to run the power analysis tool for a single sample snapshot.
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For the example two-way out-of-order processor used in this chapter, the FPGA
synthesis time with Strober was around one hour9, the FPGA simulation runs at
3.6 MHz, and the gate-level simulation runs at 12 Hz. In addition, the recording time
per replayable RTL snapshot is 1.3 seconds, the sample loading time on gate-level
simulation is 3 seconds, and the time for power analysis10 is around two and a half
minutes. Suppose we simulate a benchmark whose execution length is 100 billion
cycles on the two-way out-of-order, has a sample of 100 replayable RTL snapshots
(with replay length of 1000 cycles), on 10 instances of gate-level simulation. Plugging
these numbers to the equations, we can calculate the overall simulation time:

TFPGAsyn = 3600 s

Trun =
1011cycles

3.6× 106Hz
= 27778 s

Tsample = 1.3× 100× 2× ln(
1011

100× 103
)) = 3592 s

Treplay =
100× (103cycles/12Hz + 150)

10
= 2333 s

Thus, Toverall = Trun + Tsample + Treplay = 33703 seconds or 9.4 hours. Note that it
will take 1011cycles/300KHz = 3.86 days even on fast microarchitectural software
simulators and 1011cycles/12Hz = 264 years on gate-level simulation!

5.5 Evaluation

5.5.1 Target Designs

To demonstrate Strober’s ability to augment arbitrary Chisel RTL, we evaluated
two different synthesizable open-source cores, both which leverage the open-source
Rocket-Chip SoC generator [8]. The first core is Rocket, a 5-stage single-issue in-order
core. The second core is BOOM, a parameterized, superscalar out-of-order core [34].
Both cores implement the full 64-bit scalar RISC-V ISA, which includes support for
atomics, IEEE 754-2008 floating-point, and page-based virtual memory.

Note that the Strober framework is built upon commercial CAD tools, which
report accurate timing and area for RTL designs. Figure 5.5 shows a sample floorplan
of the two-way superscalar out-of-order processor. We synthesize and place-and-route
the designs in TSMC 45nm. For this evaluation, both cores were simulated at 1 GHz
frequency, however silicon implementations of Rocket have been demonstrated to
reach 1.3 GHz [88] and 1.65 GHz [126] in an IBM 45nm SOI technology.

9For FPGA synthesis, we used Vivado R© 2014.4.
10For power analysis, we again used PrimeTime R© PX J-2014.12-SP2.
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Rocket BOOM-1w BOOM-2w
Fetch-width 1 1 2
Issue-width 1 1 2
Issue slots - 12 16
ROB size - 24 32

Ld/St entries - 8/8 8/8
Physical registers 32(int)/32(fp) 100 110

L1 I$ and D$ 16KiB/16KiB 16KiB/16KiB 16KiB/16KiB
DRAM latency 100 cycles 100 cycles 100 cycles

Table 5.2: Target designs evaluated with Strober
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LinuxBoot Coremark gcc
Simulation Cycles (109) 0.5 3.92 73.39

Record Counts 980 1116 1497
Simulation Time

12.88 32.80 344.00
with Sampling (min)

Simulation Time
3.68 11.00 312.25

without Sampling (min)

Table 5.3: Simulation performance for BOOM-2w

5.5.2 Benchmarks

We chose three disparate workloads to demonstrate Strober’s ability to mea-
sure target design performance, power, and energy usage. The first is CoreMark,
a benchmark designed to stress processor pipelines [3]. The second workload boots
the RISC-V port of Linux on a small BusyBox disk image, executes the uname and
ls commands, and then powers down. The third workload executes the SPECint
benchmark 403.gcc [2] on Linux. For gcc, we execute the first 20B instructions (or
20%) of the SPECint reference input workload “gcc 166.in”.

5.5.3 Simulation Performance

For Rocket Chip target systems running under Strober, target I/O devices are
mapped to software on the host CPU, not the FPGA, causing a communication
overhead that stalls the simulator every 256 cycles. The target simulator is also
stalled while capturing a replayable RTL snapshot.

Table 5.3 shows the performance evaluation of Strober with BOOM-2w running
long benchmarks showed in 5.5.2. The record counts, the number of sample recording
during each simulation run, only moderately increases as explained by reservoir sam-
pling. Therefore, the sampling overhead is very small for long-running simulations.

For the gcc runs of 70 billion cycles, Strober achieved a simulation speed of
around 3.56 MHz. For comparison, the unmodified Rocket and BOOM cores both
can be synthesized at 50 MHz on the same ZC706 FPGA.

5.5.4 Power Validation

To validate our Strober framework and the sample-based RTL energy modeling
methodology, we run the microbenchmarks included in the Rocket-Chip framework to
completion on a gate-level-simulation of Rocket. The switching activity for he entire
benchmark is used to calculate the actual average power. Also, we obtain 30 random
sample snapshots of 128 cycles from the FPGA simulation, and by replaying these,
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Figure 5.6: Confidence intervals (theoretical error bounds) vs. actual errors

Benchmark Simulated Cycles Replayed Cycles Coverage
vvadd 200521 30× 128 1.92%

towers 410752 30× 128 0.93%
dhrystone 396790 30× 128 0.97%

qsort 187160 30× 128 2.05%
spmv 927144 30× 128 0.41%

dgemm 1833075 30× 128 0.21%

Table 5.4: Simulated and replayed cycles for each benchmark on Rocket
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we calculate the average power as well as their error bounds with 99% confidence.
Then, we compare those error bounds over the actual errors as in Figure 5.6. We
repeated this process five times for each benchmark.

Note that even though the samples cover only less than 2.1% of the cycles as
shown in Table 5.4, the errors tend to be very small. Moreover, in most cases, the
actual errors are within the error bounds computed from the samples. This also
shows that the errors are independent of the length of execution. While the third
sampling of towers, and the third of qsort are slightly outside their error bounds, this
result is somewhat expected due to the probabilistic nature of statistical sampling.
Nevertheless, their actual errors are still very small, less than 2%.

5.5.5 Case Study

Figure 5.7 compares the energy breakdown of the Rocket, BOOM-1w, and
BOOM-2w cores using 30 random sample snapshots for each benchmark. The per-
formance differences between the cores is easiest to see when running CoreMark, a
small benchmark designed to fit in L1 caches and stress processor’s integer pipelines.
BOOM-1w is 9.8% faster than Rocket, and BOOM-2w is 58% faster. However,
BOOM-2w uses 3× the power, while Rocket is the most energy-efficient.

The other benchmarks use a much larger memory footprint than CoreMark, as
seen in the increased DRAM power usage. On Linux-boot, clock for clock, Rocket’s
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Figure 5.8: Performance and energy efficiency for CoreMark, LinuxBoot, and 403.gcc

shorter branch resolution latency allows it to outperform BOOM, which has only a
simple branch predictor in the version used in this case study.

Details aside, this case study shows the validity of using Strober as a basis for
design-space exploration in architecture research. With Strober, researchers now have
the ability to run real programs on RTL with a full evaluation of energy, area, and
performance. In addition, each sample snapshot contains a timestamp, so by using
performance counters we can correlate performance and power at a specific point
as shown in Figure 5.9. The CPI is sampled every 100M cycles by a separate user
program running on Rocket. Grey vertical lines denote when a Strober snapshot was
taken. Using this case study as an example, the turn-around time for evaluating 70
billion cycles on BOOM-2w is approximately 7 hours for a complete evaluation. We
believe this is fast enough to enable realtime feedback in the RTL design loop.

5.5.6 Power and Energy Efficiency for SPECint2006

With significant improvements on FPGA-accelerated RTL simulation as shown
in Chapter 3, we can evaluate power and energy efficiency of Rocket and BOOM with
each benchmark in SEPCint2006 [2] to completion. Specifically, with I/O endpoints
that significantly reduce the communication overhead between the FPGA and the
CPU (Section 3.2.3), the average simulation rate of BOOM-2w was 18 MIPS with
Xilinx ZC706 for the SPECint2006 benchmark suite. In this section, the simulation
setup is the same as in Section 3.3. For power estimation, we used the Synopsys
32nm Educational Technology and randomly sampled 50 RTL state snapshots from
each benchmark.

We can check whether or not the designs are realistic by examining their power
consumption. Figure 5.10 shows the power breakdowns for Rocket and BOOM-2w
with 32 KiB L1 caches for SPECint2006 with 95% confidence intervals. We can see



CHAPTER 5. SAMPLE-BASED ENERGY MODELING 84

0
1

0
2

0
3

0
4

0
5

0
6

0
7

0
cy

cl
e
s 

(b
ill

io
n
s)

2468
1
0

CPI

in
st

a
n
ta

n
e
o
u
s 

C
P
I

cu
m

u
la

ti
v
e
 C

P
I

0
2

0
4

0
6

0
8

0
1

0
0

sa
m

p
le

s
0

2
0

4
0

6
0

8
0

1
0
0

Power (mW)

M
is

c

U
n
co

re

D
-T

LB

I-
T
LB

L1
 D

-c
a
ch

e
 c

o
n
tr

o
l

L1
 D

-c
a
ch

e
 d

a
ta

+
m

e
ta

L1
 I
-c

a
ch

e

FP
U

D
a
ta

p
a
th

Fe
tc

h
 U

n
it

F
ig

u
re

5.
9:

T
h
e

C
P

I
of

th
e

fi
rs

t
20

B
in

st
ru

ct
io

n
s

(o
r

20
%

)
of

4
0
3
.
g
c
c

as
ex

ec
u
te

d
on

R
o
ck

et



CHAPTER 5. SAMPLE-BASED ENERGY MODELING 85

0

10
0

20
0

30
0

40
0

50
0

60
0

Rocket

BOOM-2w

Rocket

BOOM-2w

Rocket

BOOM-2w

Rocket

BOOM-2w

Rocket

Rocket

Rocket

BOOM-2w

Rocket

Rocket

BOOM-2w

Rocket

BOOM-2w

Rocket

BOOM-2w

Rocket

BOOM-2w

40
0.p

erl
be

nc
h

40
1.b

zip
2

40
3.g

cc
42

9.m
cf

44
5.g

ob
mk

45
6.h

mm
er

45
8.s

jen
g

46
2.l

ibq
ua

ntu
m

46
4.h

26
4re

f
47

1.o
mn

etp
p

47
3.a

sta
r

48
3.x

ala
nc

bm
k

Power (mW)

Mi
sc

Un
co

re
L1

 D
-ca

ch
e c

on
tro

l
L1

 D
-ca

ch
e m

eta
 + 

da
ta

L1
 I-c

ac
he

RO
B

LS
U

FP
U

Int
eg

er 
Un

it
Iss

ue
 Lo

gic
Re

gis
ter

 Fi
le

Re
na

me
 + 

Co
ntr

ol
Br

an
ch

 Pr
ed

ict
ior

Fe
tch

 U
nit

F
ig

u
re

5.
10

:
P

ow
er

es
ti

m
at

es
of

R
o
ck

et
an

d
B

O
O

M
-2

w
w

it
h

32
K

iB
L

1
ca

ch
es

fo
r

th
e

S
P

E
C

in
t2

00
6

b
en

ch
m

ar
k
s



CHAPTER 5. SAMPLE-BASED ENERGY MODELING 86

0

200

400

600

800

1000

400.perlbench 401.bzip2 403.gcc 429.mcf 458.sjeng 464.h264ref 471.omnetpp 473.astar 483.xalancbmk

EP
I(p

J 
/ I

ns
t)

Rocket 32 KiB L1
BOOM-2w 32 KiB L1

1923.4 1027.0

Figure 5.11: Energy efficiencies of Rocket and BOOM-2w with 32 KiB L1 caches for
the SPECint2006 benchmarks

out-of-order processors can easily be power inefficient. Specifically, the register file
and the rename logic are unrealistic as they consume up to 40% of the total power.
Improving energy efficiency is a key motivation of a new version of BOOM [33], which
improves its microarchitecture from BOOM v1 [34].

Figure 5.11 shows the energy efficiencies of Rocket and BOOM-2w with 32 KiB
L1 caches. BOOM-2w is much less energy efficient than Rocket: BOOM-2w burns
more power (Figure 5.10) without proportionally increasing IPC (Figure 3.5). No-
tably, the energy efficiency of 429.mcf is worse than any other benchmarks although
it consumes the least power. Therefore, evaluating just either performance or power
but not both is insufficient if energy efficiency is a primary concern, as it is for most
classes of computer systems.

5.6 Summary

In this chapter, we presented a sample-based RTL energy modeling methodol-
ogy that captures replayable RTL snapshots from a fast performance simulation and
replays them on a detailed power simulation. We showed the statistical robustness of
this methodology, including the ability to generate confidence intervals for any power
prediction.

Next, we introduced Strober, a framework for taking existing RTL designs writ-
ten in the Chisel hardware construction language, and generating a cycle-accurate,
decoupled simulator that can be executed on an FPGA. The instrumented simulator
can be used to not only measure the cycle-accurate performance of the RTL design,
but to generate random RTL snapshots that can be replayed (in parallel) in a detailed
gate-level simulator. We also demonstrated significant theoretical speedups using an
analytical model for simulation performance.

We then validated our methodology and framework for simulation performance,
and power accuracy. Finally, we demonstrated our framework by running three com-
plex RTL designs through our toolchain to obtain timing, area, performance, and
average power for a variety of benchmarks. These case studies serve as an example of
how Strober can not only provide ground truth for building faster and more flexible
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abstract power models, but can in and of itself be a tool for design-space exploration
at the RTL level.

Strober is open-source and freely available 11. The commercial CAD tools used
in this chapter are industry-standard, and widely available to academics through
academic licensing programs.

11strober.org
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Chapter 6

Runtime Power Modeling

This chapter presents Simmani, an activity-based runtime power modeling that
automatically identifies key signals for power dissipation of any RTL design. Sec-
tion 6.1 motivates why runtime power modeling is necessary for computer systems.
Section 6.2 covers existing runtime power modeling methodologies. Section 6.3 de-
scribes how Simmani selects key signals for power dissipation with signal clustering
and then trains model-level runtime power models with regression against power
traces from CAD tools. Section 6.4 explains how Simmani automatically instruments
activity counters collecting runtime statistics to enable runtime power analysis with
FPGA-based simulation. Section 6.5 and shows the evaluation results of Simmani
with Rocket and BOOM. Section 6.6 shows the evaluation results of Simmani with
Hwacha. Section 6.7 summarizes this chapter.

6.1 Motivation: Is Activity-Based Runtime Power

Modeling Necessary?

As power and energy efficiency has been the primary concern for both low-
power portable computers and high-end servers, runtime power estimation plays an
important role not only in validation of hardware design ideas during the design
process but also in effective runtime power, energy, and thermal optimizations and
management. As a result, there has been significant prior work on various power-
modeling methodologies.

Power modeling using performance counters has been widely adopted for run-
time power and thermal management for real microprocessors [14, 93, 60, 20, 15, 125].
Power models are constructed in terms of statistics from existing performance coun-
ters, and calibrated against power measurement from real systems. These power mod-
els provide quick power estimates by profiling full execution of applications, which can
be further taken advantage of by runtime power and thermal optimizations such as
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dynamic voltage and frequency scaling (DVFS). However, this method has been only
successful for well-known traditional microprocessors with their existing prototypes.
With a novel hardware design, designers should manually identify microarchitectural
activities highly correlated with dynamic power dissipation, which is also extremely
difficult for non-traditional hardware designs.

With the slow down in historical transistor scaling, the only way to sustain
performance gain is through specialization with application-specific accelerators. In-
deed, RTL implementation has become a standard procedure in computer architecture
research to estimate the area, power, and energy for novel design ideas. However, dy-
namic power dissipation is not one-dimensional and cannot be statically determined
as it heavily depends on signal activities that can vary across different workloads.
Moreover, runtime power, energy, and thermal-management techniques should be
studied for novel hardware designs to improve their energy efficiency. For this reason,
a general, accurate, and efficient runtime power modeling methodology is required for
future architecture research.

In this chapter, we present Simmani, a novel activity-based runtime power mod-
eling methodology using automatic signal selection for any RTL designs. Our method-
ology is developed from the observation that signals showing similar toggle patterns
have similar effect on dynamic power dissipation. In the power modeling flow, the
toggle pattern matrix, where each RTL signal is represented as a high-dimensional
point, is constructed from VCD dumps generated from RTL simulation of the train-
ing set. As similarities of signals are quantified by the Euclidean distances between
two points, an optimal number of signals are selected through clustering with di-
mensionality reduction. Then, the power model is trained through regression against
cycle-accurate power traces from industry-standard CAD tools.

6.2 Existing Runtime Power Modeling

6.2.1 Power Modeling with Performance Counters

Power modeling based on performance-monitoring counters is also popular for
power estimation [14, 93, 60, 20, 15, 125]. This method provides a quick power
estimate, which is also useful for runtime power/thermal optimizations, by profiling
full execution of applications. On the other hand, LeBeane et al. [77] shows a power
modeling methodology that maps platform-specific event counters to McPAT’s event
counts.

There are also studies on phase/kernel-based power modeling. Isci et al. [62]
characterized power phases with event counter statistics collected with dynamic bi-
nary instrumentation. Zheng et al. [152] present a cross-platform phase-based power
modeling methodology that predicts the target design’s power from the host plat-
form’s counter statistics. Wu et al. [147] and Greathouse et al. [51] develop a GPGPU
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performance and power modeling methodology that clusters training kernels based
on performance scaling behaviors and classifies the group of a new kernel with neural
nets based on performance counter values.

However, these methodologies are limited to well-known microprocessors with
existing silicon implementations. For novel hardware designs, computer architects
need intuition to define representative microarchitectural events highly correlated
with power dissipation, which is extremely difficult without collecting empirical data
from real silicon implementations. Even if we can identify important events for power
consumption, it is very hard to collect their statistics for long-running applications
without existing implementations.

Unlike the previous work on event-based power modeling, Simmani trains high-
fidelity runtime power models by automatically selecting an optimal number of signals
for any RTL designs. In addition, activity counters collecting signal statistics are also
automatically instrumented to provide quick power estimates with FPGAs, which
enables various power/thermal case studies in the SW/HW co-design flow for novel
hardware designs with non-trivial applications.

6.2.2 Statistical Modeling with Microarchitecture Parame-
ters

There are a significant amount of previous work on statistical performance/power
modeling for uniprocessors [78, 79, 67, 66, 42] and chip multiprocessors [59, 73, 80].
Regression [78, 79, 80, 67, 42] or neural network [59, 66, 73] models in terms of
microprocessor parameters are trained from simulations of a small number of config-
urations to predict performance and power for unseen configurations without detailed
simulations.

However, all these models are constructed in the microprocessor context. For
non-traditional hardware designs, high-level microarchitectural parameters should as
be carefully identified with designers’ intuition. In contrast, Simmani inspects all
signal activity in the RTL design and selects a small number of signals with statistical
techniques without requiring manual effort.

6.2.3 Cycle-Level RTL Power Modeling

Activity-based cycle-level RTL power modeling is also explored in previous
work [97, 52, 24]. Metha et al. [97] build table-based power models for small-size
modules by clustering their input transitions resulting in similar energy dissipation
to reduce the number of entries in the table. Our approach is different in that we
cluster signals based on their toggle patterns to choose a small number of signals as
regression variables. Gupta et al. [52] construct four-dimensional table-based macro
models for combinational logic indexed by input/output signal switching activities.
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Figure 6.1: Tool flow for runtime power modeling

Bogliolo et al. [24] build regression-based RTL power models in terms of input
and output signals of combinational macro blocks divided by registers. This approach
is not scalable since all switching activity of registers needs to be tracked, which is
intractable for complex hardware designs. In contrast, Simmani is scalable as it
automatically selects a small number of signals from a large-scale design for power-
model regression.

Zoni et al. [153] select signals from input/output signals in the module bound-
aries of the design hierarchy, construct a linear power model in terms of these signals,
and instrument the runtime power model visible by software. In general, input and
output signals are not the most correlated with power dissipation of a given module,
and thus, a smaller number of internal signals are preferred to a larger number of
input and output signals for accurate power modeling.

6.3 Power Model Training

In this section, we present the Simmani framework that automatically selects
signals most correlated with power dissipation and trains power models in terms of
the selected signals for any RTL design. The core idea is to cluster signals showing
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similar toggle patterns to choose distinctive signals, and then, train power models in
terms of these signals using cycle-accurate power traces. The intuition is that signals
showing similar toggle patterns have similar effect on dynamic power dissipation and
can be factored to share the same coefficient in the power model, minimizing modeling
error. Figure 6.1 describes the overall power modeling flow in the Simmani framework.

Section 6.3.1 introduces the power modeling background. Section 6.3.2 explains
how the toggle patten matrix is constructed from VCD dumps. Section 6.3.3 de-
scribes how important signals for power dissipation are found through clustering.
Section 6.3.4 explains how the optimal number of signals is determined through
model selection with simulated annealing. Section 6.3.5 explains how to obtain de-
tailed cycle-accurate power traces from commercial CAD tools. Section 6.3.6 shows
how power models in terms of selected signals are trained through regression against
cycle-accurate power traces. Section 6.3.7 presents how the optimal window size for
the toggle pattern matrix is automatically selected.

6.3.1 Power Modeling Background

CMOS power consumption can be decomposed into three major factors:

Ptotal = Pdyn + Pdp + Pleak = αf(CLV
2
DD + VDDIpeakts) + VDDIleak

The dynamic power, Pdyn, is consumed when the capacitance, CL, is charged or
discharged, while the direct-path power, Pdp, is consumed during rise/fall times due
to short-circuit current, Ipeakts, when transistors are switching. Both cause power
dissipation when signals toggle, the ratio of which is captured by the activity factor,
α. The leakage power, Pleak, is, on the other hand, consumed due to leakage current,
Ileak, even when transistors are not switching.

We may assume leakage power is constant under the condition that the tempera-
ture is well-controlled and the threshold voltage does not change dynamically. In this
case, the leakage power can be statically computed by CAD tools. In addition, the
direct-path power is minimized by CAD tools, and thus, much smaller than dynamic
power. However, dynamic power, a primary factor in power dissipation, is hard to de-
termine statically since the activity factor is highly workload-dependent. Therefore,
we should collect activity statistics from simulations to measure the dynamic power
dissipation.

Dynamic power can be computed by summing signal toggle densities over all
CMOS gates [104]:

Pdyn =
1

2
V 2
DD

∑
g∈{gates}

CgDg

where Cg and Dg are the load capacitance and the toggle density of gate g, re-
spectively. Unfortunately, such toggle densities are only available through extremely
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detailed gate-level simulation, which is not practical for collecting related statistics
from real-world workloads running on complex hardware designs.

Therefore, for large-scale designs, we approximate the dynamic power in terms
of event statistics associated with their effective capacitances:

Pdyn ≈
1

2
V 2
DD

∑
e∈{events}

CeDe

where Ce and De are the effective capacitance and the statistics of event e, respec-
tively.

Microarchitectural power models such as Wattch [26] and McPAT [92] analyti-
cally compute capacitances for regular structures [108] and collect manually identified
event statistics from microarchitectural software simulators [19, 143, 109] before RTL
implementation. Performance-counter-based power modeling [14, 93, 60, 20, 15, 125]
uses existing counters in the system, and finds the effective capacitance of each counter
event through regression against power measurement of the real machine. These
methodologies have been effective for well-known traditional microarchitectures.

However, for arbitrary novel designs, these approaches are very challenging as
1) manually selecting important signal/event activities is difficult and 2) finding the
effective capacitance can be also hard. In the following sections, we tackle both
problems for any RTL design automatically and systematically.

6.3.2 Toggle Pattern Matrix from VCD Dumps

The first step for power-model training is to construct the toggle pattern matrix
using VCD dumps from RTL simulations of the training set. For accurate power
modeling, we carefully choose small workloads that represent real-world applications.
If the training set is too small, the trained model cannot accurately predict power
consumption of unseen workloads. If the training set is too large, the model training is
bottlenecked by RTL simulation and power analysis tools that need to process a large
volume of VCD dumps. In this paper, we choose ISA tests and microbenchmarks and
replays of random sample snapshots from long-running applications.

The toggle-pattern matrix is a collection of toggle-density vectors of all signals
in the RTL design. Each element of this matrix is constructed as follows:

vij =
total number of toggles of signal i over window j

width of signal i× window size

where vij is the element at row i and column j of the toggle pattern matrix.
Figure 6.2 shows a simple example of how the toggle-pattern matrix is con-

structed from VCD dumps with a window size of two cycles. For single-bit signals,
the number of toggles is just the number of value transitions. For example, the total
number of value transitions of signal a over window 1 is 2, and thus, va0 = 2/2 = 1.0.
The other elements for signal a and b are computed in the same way.
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For multi-bit busses, the number of toggles is the Hamming distance between
the value at the previous cycle and the value at the current cycle. For example, the
Hamming distance of signal c at cycle 1 is 2. The reason each matrix element is
divided by the width of the signal is we want to group busses of different widths
together in the same cluster if they show similar toggle patterns. Hence, vc0 =
2/(2× 2) = 0.5.

The similarity matrix is very large for a complex hardware design. But most
entries in this matrix are zeros for a typical hardware design, since only a small number
of signals tend to be active in a given time slot. Therefore, the similarity matrix is
represented as a sparse matrix using the compressed sparse row (CSR) format.

The similarity of two signals is measured by the Euclidean distance between two
vectors. It is intuitive that two signals having a short distance between them have a
similar effect on power dissipation. In this case, the window size plays an important
role in quantifying similarities. Selecting the optimal window size is discussed in
Section 6.3.7

6.3.3 Automatic Signal Selection through Clustering

Once the toggle pattern matrix is constructed, we want to partition signals into
a handful of groups, each of which collects signals showing similar toggle patterns.
Since the similarity is measured as the Euclidean distance between two signal vectors,
this problem is identical to a clustering problem.

There are several challenges in signal clustering. First, exact clustering is known
as an NP-hard problem, and thus, a randomized algorithm such as k-means should
be used, where clustering results are different with different initial seeds. Moreover,
with a non-trivial hardware design, there are a large number of signals, each of which
is represented as a very high-dimensional point, which makes clustering more chal-
lenging. Specifically, if we have signal traces of N cycles with window size w, the
dimension of each signal is N/w, which can be easily a very large number with a long
trace.

Spectral clustering is a class of algorithms for clustering of high-dimensional
data points through dimensionality reduction [23]. In this paper, we reduce the
dimension of data by projecting data into principal components from singular vector
decomposition (SVD). The algorithm to partition the data set into k clusters is as
follows:

1. Find the space V spanned by the top k right singular vectors from SVD.

2. Project the data points into V through matrix multiplication.

3. Cluster the projected points through k-means++ [6], which selects better initial
seeds than random initial centroids.
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4. Repeat multiple times and select the clustering with the best score.

It is also proven that the projection brings the data points closer to their cluster
centers 1. In addition, this algorithm can be efficiently implemented with high-
performance linear algebra libraries.

Once signal clustering is done, the signals that are the closest to the center of
each cluster are selected, which will be regression variables in power model training.
The rationale is these signals have the smallest variance of similarities to other points
in the same cluster, and thus, we expect them to introduce the smallest errors in
regression than any other signals.

6.3.4 Finding the Optimal Number of Signals

The clustering algorithm in Section 6.3.3 finds the optimal clustering when the
number of signals is given, but does not determine the number of clusters. In many
cases, it is hard to know in advance what is the optimal number of signals for power
modeling with an arbitrary hardware design. We want to select as many signals
as possible for accurate power modeling, but not too many signals to avoid model
overfitting and to enable power model instrumentation (Section 6.4).

Finding the optimal number of signals is the same as a model selection problem.
We want to select the best clustering among candidate models for a given data. The
idea is we run the clustering algorithm with different numbers of clusters and find the
one having the best objective score.

For model selection, we use the Bayesian Information Criterion (BIC) [116],
which is commonly used beyond the hypothesis tests. The BIC is a penalized model-
fit statistic as it prefers a model having less parameters to a model having more
parameters but only fitting marginally better. 2 Formally, for model Mj, the BIC is
formulated as follows:

BICj = pjln(n)− 2ln(Lj)

where n is the number of points in the data, and pj and Lj are the size and the
likelihood of model Mj, respectively. The absolute value of the BIC is barely inter-
pretable. However, the difference of values, ∆BIC = BICnew−BICold, is of interest.
For example, we determine the new model is very strong compared to the old model
if ∆BIC < −10 3.

For clustering, we use the formula derived by Pelleg and Moore [112], assuming
underlying distributions are spherical Gaussians. The maximum likelihood estimate

1For the theorem and its proof, refer to [23]
2Compared to the Akaike information criterion (AIC), the BIC assigns more penalties on the

number of parameters, having higher chances to reject models with more signals.
3 The Bayes factor is equal to exp (−∆BIC/2)
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for the variance is:

σ̂2 =
1

n− k

n∑
i=1

‖xi − µ(xi)‖2

where k is the number of clusters and µ(xi) is the cluster center of xi. Intuitively, this
quantity explains how far points in each group are scattered away from their cluster
center.

Then, the log likelihood of model Mj is the summation of log likelihoods of all
clusters:

ln(Lj) = −n
2
ln(2π)− nd

2
ln(σ̂2)− n− k

2
+

k∑
i=1

niln(
ni
n

)

where d is the dimension of points and ni is the number of points in cluster i. The
number of parameters, pj, is (k−1)+dk+1 for (k−1) cluster probabilities, k centroids
of dimension d, and one variance estimate. Intuitively, this quantity expresses how
well signals in each group are clustered around their cluster center. This metric is
also used by SimPoint [121] to find the optimal clustering for program phases.

To select the optimal number of signals, we keep track of ∆BIC by increasing the
number of clusters, k. To avoid getting stuck at local minima, we employ simulated
annealing as follows:

1. Run the clustering algorithm with the initial k, and compute the BIC, which is
the initial best clustering.

2. Increase k, and run the clustering algorithm and compute the BIC.

3. If ∆BIC = BICcur −BICbest < −10, update the best clustering, and go to 2.

4. Otherwise, decrease the temperature, T, and go to 2 with the probability of
exp(∆BIC

T
).

This algorithm starts with a high temperature, which gradually decreases over
iterations. Therefore, this algorithm is not likely to terminate in early iterations even
if no better clustering is found, helping escape from local minima. However, with
low temperatures, the algorithm has a very high probability to terminate in later
iterations as the current best clustering is very likely to be the global optimum.

6.3.5 Obtaining Cycle-Accurate Power Traces

For accurate power modeling for RTL designs, cycle-accurate power traces are
necessary. We obtain these power traces using commercial CAD tools as shown in
Figure 6.1. We first obtain the gate-level design from target RTL using logic synthesis4

4We used Synopsys Design Compiler version O-2018.06-SP4



CHAPTER 6. RUNTIME POWER MODELING 98

with a target technology library5. Clock gating is also automatically inferred during
synthesis. Since commercial SRAM compilers were not available, we characterize
SRAMs used in the target design with CACTI 6.5 [103], and generate library files
using commercial library compilers6. To obtain accurate estimates for the timing,
area, and the floorplan of the final silicon, we also place and route the post-synthesis
design7.

After place-and-route, the commercial power analysis tool8 can compute cycle-
accurate power traces from RTL VCD dumps. In this detailed power analysis, RTL
signal activities are propagated into gate-level signals and the cycle-by-cycle power
for modules in the design is computed. Since the full cycle-by-cycle power traces are
generated instead of just the average power, this process tends to be the bottleneck
for power modeling. For example, it takes a couple of days to obtain the training and
test power data for the target designs used in this chapter.

Throughout this chapter, we assume the cycle-accurate power traces obtained
in this section are the true power for training and evaluation.

6.3.6 Power-Model Regression

Once n signals are automatically selected (Section 6.3.3), we train the power
model in terms of these signals against the cycle-accurate power traces from commer-
cial CAD tools (Section 6.3.5). As discussed in Section 6.3.1, power model training
finds the effective capacitances for the signal activities. We are also interested in
module-level power modeling for thermal analysis [122].

Formally, for each module k, we want to find a function fk that accurately
approximates the actual power dissipation in terms of signal activities:

pkj ≈ fk(x1j, x2j, · · · , xnj)

for all time window j, where pkj and xij are the power consumption of module k and
the toggle density of signal i in window j, respectively. The total power consumption
of the target design in window j is just the sum of power consumptions in window j
over all modules.

Power models need to be as simple as possible to minimize the computation over-
head for runtime power and thermal analysis. On the other hand, power models need
to be more complex than linear regression since, in general, power dissipation is not a
linear function of the activities of the selected signals. To cope with non-linearity, we
use linear regression with interactions and high-order terms. One justification is that,
theoretically, a non-linear function can be approximated with its Taylor expansion

5 We used the TSMC 45nm technology
6We used Synopsys Library Compiler version J-2014.09-SP4 and Synopsys Milkyway version

J-2014.09-SP4
7 We used Synopsys IC Compiler version O-2018.06-SP4
8 We use Synopsys PrimeTimePX version O-2018.06-SP4
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with polynomial terms. There is also a large amount of empirical evidence that linear
regression with polynomial terms of manually selected events and signals is reason-
ably accurate for microprocessors [60, 20, 80, 127, 65, 15]. Lastly, these interactions
and high-order terms can be viewed as an approximation to hidden activities that are
not solely captured by the selected signals.

Therefore, we also assume power dissipation is a function of the following form:

pkj = α+β1x1j + β2x2j + · · · βnxnj+
β11x

2
1j + β22x

2
2j + · · ·+

β12x1jx2j + · · ·+ β123x1jx2jx3j + · · ·

where α and β’s are parameters to be trained. As there are an infinite number of
terms in the Taylor expansion, we limit the order of terms to two. However, the
number of terms still grows exponentially on the number of signals. For instance, if
50 signals are selected, there will be 2550 terms in the model. Linear regression with
this many terms tends to be unstable and suffers from high variance, losing prediction
accuracy.

Moreover, models with a large number of variables are less interpretable, as
well as increasing the compute overhead. From the perspective of activity-based
power modeling, each regression variable represents a certain activity in the design
and its coefficient is its effective capacitance. However, all these activities are not
equally important for power modeling across different modules. Indeed, we want to
systematically select most of the single-order terms but only a small number of higher-
order terms to correlate between signal activities and power consumption without
prior knowledge of these signals.

The previous two issues can be viewed as a problem of regularization and vari-
able selection in linear regression. Prediction accuracy can be improved by shrinking
coefficients through regularization with penalized regression, which reduces the vari-
ance of coefficients while trading off the bias. Variable selection can further improve
the prediction accuracy, preventing overfitting, as well as the interpretability.

In this chapter, we employ the elastic net [154] for both regularization and
variable selection. The elastic net is penalized regression with a convex combination
of the L1 and L2 penalties of coefficients. As a result, the elastic net behaves mostly
like LASSO [133], while preserving the prediction power of ridge regression.

We assume the training data is standardized having the zero mean and the
unit standard deviation before regression. Then, to find the optimal coefficients β
with given power trace p and toggle densities X, the elastic net solves the following
optimization problem:

min
β

{
1

2n
||p−Xβ||2 + λ

(
1− ρ

2
||β||2 + ρ||β||1

)}
(6.1)

where ρ and λ are determined by K-fold cross-validation, a technique that splits
the training data into K groups for both training and validation. We also restrict
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that all coefficients are non-negative9. This optimization can be efficiently solved by
coordinate descent [48]. Notice that ridge regression and LASSO are special instances
of the elastic net when ρ = 1 and ρ = 0, respectively.

When we apply the elastic net for power modeling, many unimportant variables
are desirably eliminated as shown in Section 6.6.2

6.3.7 Finding the Optimal Window Size

As alluded in Section 6.3.2, the window size plays an important role in quanti-
fying similarities in the toggle pattern matrix. If the window size is too small, two
very similar signals (e.g. the input and the output of shift registers) may have a
long distance between them. On the other hand, if the window size is too large, two
distinctive signals can have a very small distance. Therefore, the window size affects
the number of selected signals and in turn prediction accuracies.

The optimal window size is dependent on the target design and the training data
set. We also observed that the clustering algorithm tends to select more signals with
a larger window size. This is because a shorter window size dramatically increases
distances between points, and thus, having more clusters does not help improving the
quality of clustering.

Indeed, manual selection of the window size is another challenge and requires
many trials and errors. Instead, we propose automatic signal selection as follows:

1. For a given window size,

(a) Select signals with clustering (Section 6.3.3 and 6.3.4).

(b) Train a power model for each submodule (Section 6.3.6) and compute its
BIC.

2. Select the window size that minimizes the total score of power models.

Note that Step 1 can be parallelized for different window sizes to minimize
runtime overhead as trainings are independent of one another. For the score of each
power model in Step 2, we use the BIC for linear regression:

BIC =

∑N
i error

2
i

σ2
+ ln(N) · df

where errori is the error of each data point i, df is the degree of the freedom of the
model, which is a function of λ in Equation (6.1), and N and σ2 are the size and the
variance of data, respectively. Intuitively, the BIC finds the model with small errors
as well as a small number of variables.

9 We do not have this constraint on uncore in our example target design, whose power is given
by subtracting the sum of power of all other modules from the total power.
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Computing exact df for the elastic net is computationally expensive. However,
when λ in Equation (6.1) is small, which is the case when only a small number of
variables are selected, df is very close to the degree of the freedom of LASSO, which
is equal to the number of nonzero coefficients [155]. Therefore, we approximate df
with the number of nonzero coefficients in the model when we compute the BIC.

Since we have multiple power models for each submodule in the design, we may
want to select the new window over the old window if the geometric mean of all Bayes
factors [72] of each model is greater than 1, which is expressed as follows:

K

√√√√ K∏
k=1

exp

(
−∆BICk

2

)
= exp

(
−
∑K

k=1 ∆BICk

2K

)
> 1

⇔
K∑
k=1

∆BICk =
K∑
k=1

BICk
new −

K∑
k=1

BICk
old < 0

where K is the number of models and BICk is the BIC of model k. Therefore, we
select the window size that minimizes the sum of all BICs of each model.

Section 6.6.3 presents evaluations on how window sizes affect the number of
selected signals and the accuracy of power models.

6.4 Power Model Instrumentation

Once the power model is trained as in Section 6.3, the target RTL needs to be
instrumented for runtime power analysis and evaluation. The target RTL design is
automatically instrumented with the power model using custom transforms inserted
in the FIRRTL compiler as shown in Figure 6.3. Section 6.4.1 shows how activity
counters collecting toggle activities of the selected signals are automatically inserted
into the target RTL by a custom compiler pass. Section 6.4.2 shows how runtime
power traces are obtained from FPGA-accelerated RTL simulation for various case
studies.

6.4.1 Activity Counter Insertion

As shown in Figure 6.3, activity counters are automatically inserted by the com-
piler pass using the information from the power model. Figure 6.4 shows components
instrumented by the compiler pass to collect toggle activities of the selected signals.

For each selected signal, the HD unit is inserted to compute the Hamming dis-
tance between the value at the current cycle and the value at the previous cycle. For
a single-bit signal, it is just an XOR gate. For a multi-bit bus, the HD unit computes
XORs of individual bits and counts the number of 1’s. If the selected signal is a
wire, a shadow register that keeps the value at the previous cycle is also inserted, and



CHAPTER 6. RUNTIME POWER MODELING 102

FPGA-Accelerated
RTL Simulation

FI
R

RT
L 

C
om

pi
le

r

Target RTL Design

Transforms for FPGA-
Accelerated Simulation

Activity Counter Insertion 

Verilog

Power Model

FPGA Backend

Bitstream FPGA

CPU

Periodically Read 
Activity Counters

Runtime
Power Trace

Figure 6.3: RTL instrumentation flow for runtime power analysis with FPGAs
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Figure 6.4: Activity counter instrumentation for runtime power analysis
Gray boxes are automatically instrumented by the compiler pass.



CHAPTER 6. RUNTIME POWER MODELING 103

I/O
Devices

Processor
RTL

LLC
/ Main

Memory

Host FPGA Platform (e.g. Amazon EC2 F1 Instance)

Host CPU Host FPGA

I/O 
Devices

Processor
RTL

Memory
System
Timing

Simulation 
Driver

FPGA DRAM

LLC /
Main

 MemoryI/O 
Tranport

Counter
Reader

Power
Trace Counter

RegFile

Figure 6.5: Mapping the target system to the host platform for runtime power analysis

then the input and the output of this shadow register are fed into the HD unit. On
the other hand, if the selected signal is a register, we do not need a shadow register.
Instead, the input and the output of the selected register are connected to the HD
unit.

We also need counters that increment by the Hamming distance on each cycle.
For this purpose, a counter register file is instantiated in the top-level module, with
the number of write ports equal to the number of selected signals. The HD units in
submodules are connected to the counter register file across different module hierar-
chies, and thus, the compile pass creates module ports along the connections to the
write ports.

The counter register file has one read port and can be visible as architectural
state for software running in the target design. Alternatively, this read port can
be directly connected to the top-level I/O for FPGA-accelerated RTL simulation as
explained in Section 6.4.2.

6.4.2 Runtime Power Analysis with FPGAs

FPGA-accelerated RTL simulation is the only viable way for performance, power,
and energy evaluation of complex RTL designs running real-world software before
tape-out. We extend MIDAS v1.0 (Chapter 3) to automatically generates FPGA-
accelerated RTL simulators from any RTL designs with custom compiler passes. We
use this framework to obtain runtime power traces from FPGAs. Once the activity
counters are inserted, the instrumented target design is consumed by the following
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custom transforms for FPGA-accelerated RTL simulation (Figure 6.3).
After the FPGA-accelerated RTL simulator is compiled into the bitstream, it is

run on the FPGA along with the software simulation driver. Figure 6.5 shows how
the transformed target design is mapped to the host platform. The processor RTL is
mapped into the FPGA while the data for the last-level cache (LLC) and the DRAM
are mapped into the FPGA DRAM. For the timing of the memory system, we have
an abstract timing model that only keeps the tags of the LLC on the FPGA. The
software driver with abstract I/O devices runs on the host CPU. The processor RTL
infrequently communicates with the I/O devices through the I/O transport unit on
the FPGA only when necessary (e.g. console I/O), minimizing simulation slowdown.

To obtain power traces, the simulation driver periodically reads the activity
counter values through the activity counter unit on the FPGA, which is connected
to the read port of the counter register file. When the counter values are read,
the simulation is stalled so that it does not change the behavior of the target system.
Counter sampling is infrequent, and thus, the simulation infrequently polls the counter
read unit that only pauses the simulation when the counters are sampled.

After activity statistics are collected from the FPGA, the software driver, which
has the power model information, does the rest of computations for model-level power
and dumps runtime power values to a file. As such, we obtain the power traces over
the whole execution of real-world applications at the end of the simulation.

We also estimate the power dissipation of the LLC and the DRAM with event
counters in the memory timing model. For the LLC, we characterize its read and write
energy per access as well as its static power with CACTI [103], and collect the number
of read/write accesses to the LLC. For the DRAM, we assume Micron’s LPDDR2
SDRAM S4 [101] and use the spreadsheet power calculator provided by Micron [100]
with statistics on read/write operations and row activations of the DRAM.

6.5 Evaluation: Rocket and BOOM

6.5.1 Experimental Setup

The Simmani framework is first demonstrated with the Rocket in-order proces-
sor [8] and the BOOM out-of-order processor [34]. Table 6.1 shows their configura-
tions with the power modeling results. We have abstract timing models for the L2
cache and the DRAM since we do not have corresponding RTL implementations for
now. However, power dissipation of these regular array structures can be analytically
modeled associated with their primary activities [103]. The cycle time, area, and the
floorplan of each processor are obtain from Synopsys Design Compiler (logic synthe-
sis) and Synopsys IC Compiler (place-and-route) with the TSMC 45nm technology.

For this evaluation, we empirically selected the window size for toggle matrices
(Section 6.3.2) without automatic window selection. We trained power models with
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Parameter Rocket BOOM
Fetch width 1 2

Decode width 1 1
Issue width 1 4
Issue slots - 12

ROB entries - 16
Ld/St entries - 8/8

Physical registers 32(int)/32(fp) 56(int)/48(fp)
L1 I$ and L1 D$ capacities 32 KiB / 32 KiB

L1 D$ MSHR entries 2
ITLB and DTLB reaches 128 KiB / 128 KiB

L2 TLB reaches 4 MiB
L2 $ capacity and latency 1 MiB / 23 cycles

DRAM latency 80 cycles
Cycle time 1 ns 1 ns

Area 1 mm x 1 mm 1.2 mm x 1.2 mm
Total number of RTL signals 42494 64540

Window size for toggle matrices 80 cycles 140 cycles
Number of selected signals 47 56

Table 6.1: Parameters for Rocket and BOOM evaluated with Simmani

Microbenchmark Small Input Large Input
median 400 elements 10000 elements

multiply 100 elements 1000 elements
vvadd 300 elements 10000 elements
towers 7 disks 11 disks

dhrystone 500 runs 1000 runs
qsort 2048 elements 500 elements
dgemm 24x25x24 matrix 36x36x36 matrix

spmv
500x500 matrix with 2000x1000 matrix with

2399 nonzero elements 4666 nonzero elements

Table 6.2: Small and large inputs for microbenchmarks for evaluation
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LASSO, a special case of the elastic net (Section 6.3.6).
For FPGA-accelerated RTL simulation, we use AWS F1 instances. Theses sim-

ulators are synthesized at the frequency of 90 MHz, but the simulation rate for SPEC
benchmarks is 42.3 MHz on average due to the overhead of counter sampling for
power analysis. For accurate validation, we carefully matched the timing of the
memory system and the I/O devices between FPGA-accelerated RTL simulation and
software RTL simulation.

The training data set consists of 1) the RISC-V ISA tests, 2) microbenchmarks
with their small input sets, and 3) 30 random sample snapshots of 1024 cycles from
each benchmark of SPECint2006 and SPECrate/speed 2017 Integer with their test
input sets. The test data set consists of 1) microbenchmarks with their large input
sets for validation of fine-grained runtime power prediction (Section 6.5.2), and 2) 50
random sample snapshots of 1024 cycles from selective benchmarks of SPECint2006
and SPECrate/speed 2017 Integer with their reference inputs for validation with
realistic workloads (Section 6.5.3). Table 6.2 compares the small and large input sets
for each microbenchmark.

6.5.2 Fine-Grained Power Prediction

In this section, we validate the capability of fine-grained power prediction. We
ran microbenchmarks with their large input sets on the FPGA, sampled activity
counter values every 128 cycles, and obtained power traces over the entire execution.
These power traces were validated against cycle-accurate power traces from Synopsys
PrimeTime PX (Section 6.3.5).

Figure 6.6 shows the normalized mean-squared errors (NMSREs) and the average
errors (AVGEs) for Rocket and BOOM. For N samples, NRMSEs and AVGEs are
calculated as follows:

NRMSE =

√∑N
i (pi − ppredi )2/N

pavg

AV GE =
|pavg − ppredavg |

pavg

The NRMSE accounts for sample-by-sample errors while the AVGE cares the
average values only.

Figure 6.7 highlights the power traces for spmv in which power modeling has
large errors as shown in Figure 6.6. Large errors are caused by the fact that the
predicted power tends to be less variable than the actual power. Note that this is
expected due to regularization and variable selection (Section 6.3.6). To improve the
accuracy, we can use more flexible models like the elastic net and employ automatic
window selection (Section 6.3.7).
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Figure 6.6: Fine-grained power prediction errors for microbenchmarks on Rocket and
BOOM

6.5.3 Case Study: SPEC2006 and SPEC2017

We also validate the capability of power prediction for realistic workloads that
execute trillions of cycles. Since we cannot obtain the cycle-accurate power traces
over the entire execution from commercial CAD tools, the validation strategy is as
follows.

First, we take random 50 sample snapshots of 1024 cycles from each benchmark.
When each of the random snapshots is taken, the simulation driver can also predict
the power dissipation of this period of 1024 cycles from activity counters. As a result,
we can obtain snapshot-by-snapshot power estimates with random snapshots as well
as the full power traces at the end of the simulation.

Then, we obtain power estimates for each snapshot from commercial CAD tools
through state replays. Using these power estimates and the power predictions from
the FPGA, we can compute the NRMSE for 50 sample points. For the AVGE, we
compare the average over the whole power trace against the average power from the
replays with confidence intervals.

Figure 6.8 shows the prediction errors with the 95% confidence intervals across
benchmarks in SPECint2006 and SPECrate/speed 2017 Integer. Unfortunately, we
could not run 403.gcc and 502.gcc to completion on BOOM. In general, we have
good prediction accuracy for both processors.

Figure 6.9 compares power breakdowns from the sample replays (Strober) and
the power traces from the FPGA (Simmani). It seems that we have large errors
when the processor utilization is low such as 429.mcf. We believe this is because the
training set only consists of workloads that highly utilize processors. Interestingly,
Rocket has larger errors than BOOM even though it is a simpler processor. We believe
this is because fewer signals are selected for Rocket and automatic window selection
(Section 6.3.7) can mitigate such errors.

Figure 6.10 shows example power traces. We chose 600.perlbench from SPEC-
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(a) Rocket

(b) BOOM

Figure 6.7: Power traces for spmv on Rocket and BOOM
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(a) 600.perlbench running on Rocket

(b) 445.gobmk running on BOOM

Figure 6.10: Power traces for 600.perlbench on Rocket and 445.gobmk on BOOM
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Parameter Rocket+Hwacha

Processor Rocket 5-stage in-order processor
Accelerator 2048-bit wide vector unit and 64-bit wide scalar unit

Registers 32(int)/32(fp)/64(scalar)/256(vector)
L1 I and D $ Capacity: 32 KiB, Associativity: 8 ways

ITLB & DTLB Reach: 128 KiB, Associativity: fully-associative
L2 TLB Reach: 4 MiB, Associativity: direct-mapped

Cycle time 1 ns
Area 1.79 mm x 1.52 mm

L2 $
Capacity: 1 MiB, Latency: 23 cycles,

Read energy: 116.1 pJ, Write energy: 95.9 pJ,
Leakage power: 21.0 mW

DRAM
Latency: 80 cycles, Number of banks: 8,

Number of rows in each bank: 16K, Open-page policy

Table 6.3: Parameters for Rocket+Hwacha evaluated with Simmani

speed 2017 Integer for Rocket and 456.gobmk from SPECint2006 for BOOM. The
topmost graphs show the total power over time, while the graphs below show the
power densities of selected modules over time. We sampled activity counters every
100K cycles over trillions cycles of execution to obtain these traces.

6.6 Evaluation: Hwacha

6.6.1 Experimental Setup

Most of the power training algorithm (Section 6.3) is implemented in Python
with the SciPy’s sparse matrix libraries, while the toggle matrix construction algo-
rithm (Section 6.3.2) is implemented in C++. We import k-means++ (Section 6.3.3)
and the elastic net solver (Section 6.3.6) from scikit-learn [110].

The Simmani framework is demonstrated with the heterogenous processor com-
posed of the Rocket in-order core10 [8] and the Hwacha vector accellerator11 [87, 85]
(Rocket+Hwacha). Table 6.3 shows its configuration for the evaluation. We have
abstract timing models for the L2 cache and the DRAM since we do not have corre-
sponding RTL implementations for now.

The cycle time, area, and the floorplan of each processor are obtained from
Synopsys Design Compiler (logic synthesis) and Synopsys IC Compiler (place-and-

10 Commit: 50bb13d7887e5f9ca192431234b057ae9d8edb6c
11 Commit: 519ed1642674909d89769eae1bd4fc35fa383e49
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Figure 6.11: Floorplan of Rocket+Hwacha
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Total number of RTL signals 115,285

Module
Selected Single-order Second-order Average Standard
Signals Terms Terms Power (mW) Dev (mW)

Total 113 72 599 143.22 14.40
Rocket Fetch Unit 18 14 123 3.84 1.19

Rocket Core 27 30 134 7.55 2.24
Rocket FPU 1 7 72 2.00 1.87
Scalar Unit 1 16 70 3.43 1.16

Vector Sequencer 17 13 16 4.69 2.80
Vector Register File 1 24 74 36.30 4.57
Vector FP MulAdd 7 14 41 1.76 3.74

Vector Execute Unit 10 27 114 24.48 3.25
Vector Memory Unit - 13 22 2.24 0.48
L1 ICache & ITLB 8 15 79 16.38 6.31

L1 DCache & DTLB 19 12 72 9.76 4.69
Uncore 4 15 75 30.77 3.58

Table 6.4: Results of automatic signal and variable selection for Rocket+Hwacha

route) with the TSMC 45nm technology. Figure 6.11 shows the floorplan result of
Rocket+Hwacha.

For FPGA-based simulation, we use AWS F1 instances. The FPGA-based sim-
ulator is synthesized at the frequency of 75 MHz, but the simulation rate for the
case study was 39.3 MHz on average due to the overhead of counter sampling. For
accurate validation, we carefully matched the timing of the memory system and the
I/O devices between FPGA-based RTL simulation and software RTL simulation.

The training data set consists of 1) ISA tests, 2) microbenchmarks with their
small input sets, and 3) 200 random sample snapshots from each benchmark of
SqueezeNet with two images (dog and mousetrap).

For power model validation in Section 6.6.4, we used microbenchmarks with
their large input sets. For case study in Section 6.6.5, we used different 11 images for
each benchmark of SqueezeNet.

6.6.2 Signal and Variable Selection

Table 6.4 shows the results of automatic signal selection by the algorithm in
Section 6.3.3 with the average power and the standard deviation of each module for
the training set. We counted all signals and data busses shown in the VCD dump
except intermediate signals generated by the FIRRTL compiler (starting with GEN ).
Our signal clustering algorithm selected 113 signals out of 115 thousand signals.

At glance, it is surprising only one signal was selected for the vector register file
even though it dissipates a significant amount of power. If we had selected signals
manually, the enable signals for this module would have been our primary choice.
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Figure 6.12: The number of selected signals and the geometric mean of R2 across
module-level power models for different window sizes

However, it turns out that those signals were clustered together with related signals
in other modules but are not selected as representative signals. For example, its
write enable and mask signals were clustered with a control signal of the floating
point multiply-add unit, which is the representative signal of this cluster. Similarly,
signals in the vector memory unit are clustered with signals in the load-store units of
the vector execution unit, while signals in the FPU are clustered with signals in the
Rocket core.

Table 6.4 also presents the variable selection results from power-model regression
(Section 6.3.6). Note that some of terms appear across multiple modules, and thus,
the total number of terms is smaller than the summation of the number of terms from
each submodules. Our power modeling keeps 671 terms in total out of 6554 candidate
terms for training.

We also notice that cross-order terms can capture events across different mod-
ules. For example, our power modeling finds the interaction between a predicate
signal in the vector execute unit and a hit signal in the data cache, which has a
positive effect on the power dissipation of the vector register file.

6.6.3 Automatic Window Size Selection

Figure 6.12 shows how the window size affects the number of selected signals
and the geometric mean of the R2 values, a statistic for how well the model fits the
training data, across module-level power models. First of all, more signals are selected
as the window size increases. This is because a bigger window size makes data points
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Figure 6.13: Power prediction errors for microbenchmarks on Rocket+Hwacha

closer, and therefore, having more clusters improves the quality of clustering. We can
also see that this effect diminishes as the window size gets bigger.

Another trend is selecting more signals does not necessarily result in more ac-
curate models. A model fits the training set well if its R2 value is closer to 1.012. As
seen in Figure 6.12, the geometric mean of R2 is the max at the window size of 340
cycles, and the sum of BICs, the score for window size selection in Section 6.3.7, is
also the smallest at this point. Therefore, our training algorithm selects 113 signals
with the window size of 340 cycles.

6.6.4 Power Model Validation

In this validation, we used well-known floating-point microbenchmarks vector-
ized for Rocket+Hwacha with various precisions. We estimated runtime power by
sampling activity counters from the FPGA every 128 cycles, and compared it against
power traces from Synopsys PrimeTime PX.

We computed the normalized mean-squared errors (NMSREs) and the average
errors (AVGEs) across benchmarks. For N samples, NRMSEs and AVGEs are calcu-
lated as follows:

NRMSE =

√∑N
i (pi − ppredi )2/N

pavg

AV GE =
|pavg − ppredavg |

pavg

The NRMSE accounts for sample-by-sample errors while the AVGE cares the
average values only. The NRMSE also tends to be bigger than the AVGE.

12However, we do not use R2 for model selection because a high R2 may result from overfitting
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Benchmark
Cycles per inference (B)

Speedup
Scalar Vector

SqueezeNet 22.89 1.58 14.45
SqueezeNet-8bits 26.53 1.57 16.94
SqueezeNet-Comp 16.02 1.37 11.72

Table 6.5: Performance of Rocket+Hwacha for SqueezeNet
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Figure 6.14: Power breakdown for SqueezeNet on Rocket+Hwacha

Figure 6.13 shows both errors are within 9 % and our power modeling is reason-
ably accurate for these microbenchmarks.

6.6.5 Case Study: SqueezeNet

In this section, we demonstrate how Simmani can be used for custom accelerators
targeting emerging applications in the HW/SW co-design flow. For this case study, we
use SqueezeNet [57], a neural network for image classification that achieves AlexNet-
level accuracy with very small models. We evaluated three versions of SqueezeNet.
In addition to the base variant (SqueezeNet), we evaluated a variant with 8-bit
weight quantization (SqueezeNet-8bits), and a variant with both quantization and
compressed weight storage (SqueezeNet-Comp).

We ported and vectorized SqueezeNet so that these three benchmarks can run
on Rocket+Hwacha. For FPGA-based simulation, we made initramfs Linux images
that contain SqueezeNet binaries as well as 11 images for inference. To obtain power
traces, we sampled counters from the FPGA every 100K cycles. For comparison, we
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also evaluated unoptimized scalar SqueezeNet benchmarks, which do not utilize the
vector unit at all.

Table 6.5 shows the performance of Rocket+Hwacha for these three benchmarks
without and with vectorization. First of all, vectorization significantly improves its
performance. Without vectorization, quantization decreases the performance, while
with vectorization, it marginally improves the performance. However, in both cases,
there is a significant performance improvement with compression on top of vectoriza-
tion.

Figure 6.14 shows the average power breakdowns for SqueezeNet. For the scalar
benchmarks, we assume the vector accelerator is perfectly power-gated. Without
vectorization, both quantization and compression reduce power consumption as they
require less memory accesses. Surprisingly, Simmani reveals that Rocket+Hwacha
consumes almost the same power across the vectorized benchmarks. This is because
the vector accelerator is highly utilized during inferences thanks to small model sizes.

Figure 6.15 shows the power prediction errors with the 95 % confidence intervals.
To validate the power estimates in Figure 6.14, we took random 50 sample snapshots
of 1024 cycles from each benchmark. When each of these random snapshots was taken,
its runtime power was also estimated by sampling activity counters for this period of
1024 cycles. After the FPGA-based simulation was done, the power estimate of each
sample point was obtained from sample replays, which was in turn compared against
its runtime power estimate from the FPGA to compute the NRSE for 50 sample
points. For the AVGE, we compared the average over the whole power trace against
the average power estimate from sample replays, which also provided its confidence
interval. From this validation, we can see that our power modeling also achieves good
prediction accuracy for SqeeuzeNet.

Figure 6.16 shows the energy efficiency for SqueezNet. First of all, we can
significantly improve energy efficiency with vectorization, which achieves significant
speedups despite the increase in power consumption. Also, with vectorization, both
quantization and compression gain energy efficiency as they require the same-level of
power consumption.

Figure 6.17 and Figure 6.18 shows the entire power traces without L2 and DRAM
power for the scalar and the vectorized SqueezeNet benchmarks, respectively, while
booting Linux, loading the model weights, and running inferences for 11 images. We
can also detect power phase changes over the whole execution of the benchmark,
which will be useful for runtime power/energy managements. For example, we can
observe more power variance in the later layers than in the earlier layers for each
inference because the later layers are more memory-intensive.

As demonstrated in this case study, we believe Simmani will bring up future
research opportunities on performance/power/energy optimizations for emerging ap-
plications with both software and hardware techniques.
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6.7 Summary

In this chapter, we presented a novel runtime power modeling methodology for
any RTL designs by automatically selecting key signals for power dissipation. Our
observation was that RTL signals with similar toggle patterns have similar effects
on power dissipation. We identified similar signals through clustering with high-
dimensional points from the toggle pattern matrix, which is constructed from the
VCD dumps of the training set. We selected representative signals from each cluster
and constructed the power model with these signals through polynomial regression
with regulation and variable selection to avoid overfitting.

We also automatically instrumented the target design with activity counters
using custom compiler passes to collect statistics from FPGAs, without requiring
manual effort. As such, Simmani enables various case studies for complex hardware
designs running non-trivial applications by quickly providing their runtime power
estimates.

We validated power modeling accuracy with a heterogeneous processor com-
posed of an in-order core and a custom accelerator with microbenchmarks. We also
demonstrated the capability of Simmani with a case study of HW/SW co-design for
machine learning applications.

Simmani is truly general and easy-to-use for any RTL designs. We believe Sim-
mani will provide more research opportunities on runtime performance, energy, and
thermal optimizations with novel hardware designs in the HW/SW co-design process.
Simmani will be open-source soon so that our methodology can be easily integrated
into various accelerator research projects.
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Chapter 7

Conclusion

This thesis demonstrated fast and accurate RTL simulation methodologies us-
ing FPGAs for performance, power, energy evaluation as well as verification and
debugging in the hardware/software co-design flow. Section 7.1 summarizes the con-
tributions of this thesis. Section 7.2 suggests potential future work based on the
progress of this thesis.

7.1 Contributions

The contributions of this thesis are summarized as follows:

• MIDAS v1.0 (Chapter 3): This thesis presented MIDAS v1.0, a open-source
framework that automatically generates FPGA-accelerated performance simu-
lators from any RTL designs. This framework is built upon custom compiler
passes in the FIRRTL compiler, significantly improving productivity by min-
imizing manual effort. Performance simulators generated by MIDAS v1.0 are
truly cycle-accurate and orders of magnitude faster than software-based simula-
tors. Therefore, MIDAS v1.0 enables accurate performance evaluation of RTL
designs by executing real-world workloads to completion.

MIDAS v1.0 is also improved by a more realistic DRAM timing model hosted
on the FPGA [18]. In addition, MIDAS v1.0 is extended for the datacenter sim-
ulator, FireSim [70], which connects RocketChip nodes with hardware network
interface cards and software-based switch models deployed on the FPGA cloud.

• DESSERT (Chapter 4): This thesis demonstrated DESSERT, an effective
framework for RTL debugging using FPGAs. The target RTL is automatically
transformed and instrumented to enable deterministic simulation on the FPGA
with state initialization and state snapshot capture. Assert statements, which
are already present in target RTL for software simulation, are automatically
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synthesized for quick error checking on the FPGA, while print statements are
automatically synthesized for more exhaustive error checking from commit log
comparisons between the golden model and the FPGA. To rapidly provide pre-
error waveforms for effective debugging, two parallel deterministic simulations
are run simultaneously to capture and replay state snapshots immediately before
an error. DESSERT helps finding and fixing bugs in BOOM-v2, which only
appear after billions of cycles up to a half trillion cycles.

• Strober (Chapter 5): This thesis presented Strober, a sample-based energy
modeling for any RTL designs. Strober uses FPGAs for fast simulation of
workloads, from which random RTL state snapshots as well as I/O traces are
captured. RTL state snapshots are loaded into RTL/gate-level simulation for
sample replays, during which input traces are fed into the input ports of the
target design, while output traces are compared against the output ports of the
design. The power analysis tool such as PrimeTime PX uses the signal activities
from sample replays for average power estimation across the whole execution.
This methodology achieves significant speedups over commercial CAD tools
while providing accurate power and energy estimates with confidence intervals.

• Simmani (Chapter 6): This thesis lastly presented Simmani, an activity-based
runtime power modeling by identifying key signals for power dissipation. Sim-
mani is developed from the observation that signals showing similar toggle pat-
terns have similar effect on power dissipation. Simmani selects key signals from
signal clustering using the toggle pattern matrix constructed from VCD dumps
of the training set. With these signals, Simmani constructs module-level power
models with regression against power traces from CAD tools. Simmani also
automatically instruments activity counters for the selected signals to collect
statistics for runtime power analysis with FPGA-based simulation. Simmani is
demonstrated with Hwacha running SqueezeNet as well as Rocket and BOOM
running SPEC 2006/2017 integer benchmark suite. Power models trained by
Simmani will be useful for thermal modeling and studies on dynamic pow-
er/thermal optimizations for custom accelerators.

7.2 Future Work

We believe there are lots of opportunities on future work based on the progress
of this thesis. Therefore, this section alludes some ideas on promising future work.

First of all, there are a list of improvements that need to be done on top of
MIDAS v1.0:

• Multi-FPGA Simulation. Today’s high-end processors are too big to fit
into a single FPGA for simulation, and thus, it is necessary to partition these
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designs across multiple FPGAs. This partitioning should be done very carefully
to minimize simulation performance degradation. Schelle et al. [114] and Assad
et al. [7] demonstrate multi-FPGA emulation of industry processors. Likewise,
we may also want to extend MIDAS v1.0 for multi-FPGA simulation, preserving
all useful features supported by the current framework.

• Multi-Clock Support. MIDAS v1.0 only supports designs with a single-
clock domain. However, real-world hardware designs are likely to have multiple
clock domains having different voltages and clock frequencies. We may want to
extend MIDAS v1.0 to support multi-clock domains. This new version needs
to automatically detect different clock domains, transform each domain into
a FAME1 model, and connect them with specialized channels. The operating
frequency of each domain can be changed by writing control registers in these
channels. This extension will also be useful for studies on fine-grained DVFS.

• Auto FAME5 Transform. FAME5 is a host multithreaded model on top of
FAME1 [132]. This technique improves FPGA resource utilization by simulat-
ing a multi-core processor through multithreading with shared resources. We
believe FAME5 models can be automatically generated from RTL by identify-
ing shared resources across different modules and duplicating state elements to
keep the context of each module. We believe this technique will enable more
scalable simulation using a single FPGA.

Even though DESSERT helps debugging of single-core systems, we still need the
following improvements:

• Debugging Multi-Core Systems. The difficulty of debugging multi-core
systems is that memory operations across different cores can be arbitrary in-
terleaved, and thus, values returned by loads are non-deterministic. To make it
worse, real-world processors allow more relaxed memory models than sequential
consistency, which makes it much more difficult to decide the correct value of a
load.

When we use DESSERT for multi-core systems, we should assume all values
returned by loads are correct. In addition, we should check whether or not the
memory consistency model is violated for a given instruction/memory trace.
Unfortunately, verifying memory consistency is NP-complete unless the order
of all memory operations to the same address is known [50]. We believe that the
future version of DESSERT can support not only low-overhead but incomplete
memory model checking with commit logs but also high-overhead but complete
memory model checking with traces from memory bus monitors.

• Bug Localization. DESSERT can catch and replay errors that violate high-
level properties. Even though we can obtain waveforms for these errors, it is
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mentally tough to find their locations in the design by manually examining the
waveforms. For example, pipeline hung is very easy to catch during simulation,
but there are many possible reasons causing this error.

To alleviate this pain, we can develop a tool that pinpoints which part of the
design is buggy from the error trace replayed by DESSERT. One promising
approach is spec-mining for bug localization. First, fine-grained assertions are
mined from correct traces generated by small tests and periodic replays from
long simulation. Next, these fine-grained assertions are checked against the error
trace to locate bug candidates that are signals exhibiting erroneous behaviors
at the first time.

Finally, based on Strober and Simmani, we can do more exiting research with
custom accelerators as follows:

• Thermal Modeling and Analysis. As we can obtain module-by-module
power traces from FPGA-based simulation, as well as floorplans from CAD
tools, we can conduct pre-silicon thermal analysis for novel hardware designs
running real-world workloads. HotSpot [122] is one example framework for
thermal analysis.

HotSpot can be integrated into Simmani for runtime thermal analysis with
FPGA-based simulation. Specifically, CAD tools dump the design’s floorplan
in the DEF format, which can be automatically transformed into grids com-
patible with HotSpot’s grid model. As we can obtain each module’s runtime
power density from the power model and the floorplan, HotSpot can use this
information to compute fine-grained thermal distribution in runtime, which can
be also useful for studies on dynamic thermal optimizations.

• Power Model Composition. In this thesis, Simmani is demonstrated for
a relatively smaller hardware design with a single tile compared to contem-
porary heterogeneous multi-core SoCs. In heterogeneous multi-core systems,
cores(tiles) and uncore are fairly independent blocks, and thus, we can improve
Simmani’s scalability with power model composition: we can train individual
power models for each core(tile) and uncore, and then compose the total power
with statistical methods. Lee et al. [80] also present such a methodology.

• Dynamic Power/Thermal Optimizations. Runtime techniques for power
and thermal management have been widely studied in the context of CPUs
(e.g. [122, 61, 40, 41, 125, 46]). As custom accelerators are prevalent in computer
systems, it is also important to do research on these techniques in the context
of a variety of accelerators. As Simmani is generic for any hardware designs, we
believe Simmani will be a useful tool for activity-based runtime power/thermal
techniques for custom accelerators.
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• Auto Training Set Generation. For Simmani, it is crucial to have a good
training set for both signal selection and power model regression. We used ISA
tests, microbenchmarks, and random samples from long-running applications
using Strober as a training set. However, for some other novel hardware designs,
it is even more challenging to find a good training set that is fully representative
for their real-world applications.

A good training set should have good coverage of valid signal activities. In
fact, this challenge is also shared with input generation for simulation-based
verification. Our future work will tackle this problem in a general setting for
both hardware verification and power modeling. We believe workload generation
with coverage-based fuzzing such as RFUZZ [76] is one promising approach.
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Asanović. The RISC-V Instruction Set Manual: Privileged Architecture Ver-
sion 1.7. Technical Report EECS-2015-157, EECS Department, University of
California, Berkeley.

[141] Andrew Waterman, Yunsup Lee, David Patterson, and Krste Asanović. The
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