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Abstract

System Architecture and Signal Processing Techniques for Massive Multi-user Antenna
Arrays

by

Antonio Puglielli

Doctor of Philosophy in Engineering — Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolić, Chair

Future advancements in wireless communication standards will rely on two inter-related
technologies. First, to address the saturation of traditional cellular spectrum in the < 6 GHz
bands, new and much-higher frequency mm-wave spectrum will be utilized. The mm-wave
bands at 24, 28, 39, 60, and 72 GHz, among others, have tens of gigahertz of available and
unused spectrum. Second, because modern coding and modulation techniques make near-
optimal use of time and frequency resources, the spatial dimension of wireless channels must
be exploited to send data streams in a spatially selective manner only to the desired users.

From an engineering perspective, both of these technology trends rely on the design of
antenna arrays — spatial selectivity is achieved by having a large number of radios while mm-
wave operation needs directional transmissions to overcome the propagation loss. Designing
large antenna arrays — on the order of 64-256 or larger number of radios — represents
a huge departure from traditional radios used in wireless networks which have at most 4
independent radiators and transceiver chains.

This thesis explores system architecture, signal processing, and hardware design tech-
niques which are suitable for massive antenna arrays which form many spatial beams simul-
taneously. First, beamforming is identified as the preferred spatial processing technique for
the large array regime, and a beamforming-aware array architecture is proposed which is
modular, scalable, and distributed. The core element of the proposed array architecture is
a common module which integrates multiple transceivers, analog and digital signal process-
ing, and interconnect. Additionally, a time-domain beamforming algorithm is proposed for
channels with strong multipath components.

Next, synchronization architectures and algorithms are proposed for both carrier and
baseband synchronization in massive antenna arrays. It is shown that uncorrelated phase
noise between different transceivers causes decoherence between the front ends. Accordingly,
a synchronization strategy consisting of co-optimized carrier recovery loops and distributed
phase-locked loops (PLLs) is proposed to manage the total phase noise impact in antenna
arrays. For baseband synchronization, a hierarchical timing alignment strategy is proposed
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which uses a background calibration loop to compensate for front-end and sampling skews
while using distributed data timing recovery to compensate for true time delay effects in
large arrays.

Finally, hardware implementations of these system- and signal-processing-level ideas are
demonstrated. The first prototype consists of a system-on-chip for low-frequency massive
MIMO. The proposed SoC integrates multiple full digital radios with on-chip DSP and serial
links. The second prototype demonstrates the first massive, multi-user phased array oper-
ating at 72GHz. A 128-element phased array is implemented using off-the-shelf components
which can form 16 simultaneous beams over 250MHz bandwidth, for an aggregate capacity
of 20 Gbps.
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Chapter 1

Introduction

1.1 Motivation: Large Arrays are Needed to Extend

Network Capacity

Recent years have witnessed a dramatic increase in network traffic [1], as rapidly proliferating
mobile devices drive increased consumption of media-rich services such as mobile video.
Current projections anticipate that mobile traffic will grow seven-fold in the five years from
2016-2021. By 2021 it is anticipated that almost two-thirds of global IP traffic will originate
over a wireless connection, with 20% coming over a cellular network.

Mobile data consumption both drives and results from advances in communications tech-
nologies, which have made it possible to deliver up to hundreds of megabits per second over
wireless connections using standards such as 802.11 wireless LAN (WLAN) [2] or LTE [3].
On the back of this capability, the smartphone has become the fastest growing consumer
electronic device in human history [4]. The spread of smartphones ensures that everyone in
the world has a high-bandwidth device in their back pocket and demands to use it on the
go for activities such as mobile gaming, video streaming, and live broadcasts. Today video
accounts for almost 75% of all consumer IP traffic; this will increase to 82% by 2021. It is
further expected that new device classes, such as augmented reality (AR) or virtual reality
(VR) glasses, along with new applications such as connected vehicles and robots, will drive
even more traffic growth in the next five years [5]. In fact, AR/VR traffic is expected to
grow 20-fold in the next five years.

Even as smartphone traffic consumption has been growing with compound annual growth
rate (CAGR) in excess of 50% [1], the capabilities of wireless communication techniques have
approached their theoretical limits. Since Shannon proposed his theory of information and
communication in 1948 [6], innovations such as low-density parity check (LDPC) codes [7]
and orthogonal frequency-division multiplexing (OFDM) modulation [8, 9] have brought the
spectral efficiency of wireless standards close to the theoretical Shannon bound. 802.11 and
LTE today are within a fraction of a dB away from the Shannon limit [10], meaning that
these standards make near-optimal use of time and frequency resources.
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Though this is a great achievement, it means that there are no simple solutions to address
existing and emerging traffic demands. Previous generations of cellular networks increased
datarates in one of two ways. First, wider channels were used (from 200kHz in 2G GSM
to 5MHz in 3G WCDMA and 20MHz in 4G LTE to 60 or even 100MHz using carrier ag-
gregation). Second, the infrastructure deployments have been dramatically densified [11].
Today both of those techniques are running into roadblocks. Existing spectrum bands be-
low 6GHz are nearly all allocated. This spectrum scarcity is such that the small remaining
chunks of spectrum are auctioned for tens of billions of dollars [12], which is almost an
order of magnitude higher than the capital cost of the network equipment itself [13]. In
parallel, network densification has run into a cost and complexity bottleneck. Ubiquitous
infrastructure deployments are not economically feasible given the high cost of infrastructure
equipment today as well as the cost and time of acquiring backhaul connections and zon-
ing/siting permits. Additionally, densification results in interference-limited networks where
the achievable performance is limited by the large number of base-stations in close proximity
[11]. Mitigating this requires coordination and management of radio resources to deal with
interference between densely-deployed and irregularly-spaced base-stations.

Based on this discussion, we can identify three key requirements for next-generation
cellular networks. First, physical-layer technologies must make more efficient use of existing
spectrum. Second, future base stations must be equipped with techniques to manage and
mitigate interference in dense deployments. Finally, infrastructure solutions must be as
cheap as possible so that they may be ubiquitously deployed.

It will fall on the fifth generation (5G) of mobile networks to begin addressing some
of these challenges. The wireless industry expects that 5G standards will introduce new
techniques which can increase the capacity of wireless networks [14] and support emerging
data-hungry applications and device classes. Addressing today’s challenges and tomorrow’s
needs will require significant innovation at all layers of the network hierarchy. At the PHY
layer, the only available solutions are to move to new high-frequency spectrum, where wide
channel bandwidths are available, and to introduce complex spatial processing which is able
to spatially filter network interference. Both of these capabilities are implemented using
large antenna arrays, meaning that cost- and power-efficient array design is the cornerstone
technology upon which future network generations will be built.

1.1.1 Spatial Processing

Spatial processing was the focus of extensive research and development in the 1990s [15–19].
This effort led to the invention of space-time codes [20–22] and finally the discovery of the
multi-channel capacity formula [23, 24]. In essence, it was discovered that space presents an
additional degree of freedom on top of time and frequency which wireless communications
systems can exploit. More specifically, if a wireless link is equipped with multiple antennas
at both the transmitter and receiver and if the propagation environment is sufficiently rich,
then the capacity of this channel scales linearly with the minimum of the number of trans-
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mit or receive antennas. This technique is called multiple-input, multiple-output (MIMO)
communications.

MIMO techniques present an engineering approach to network capacity. Rather than
being limited by the frequency allocation, more capacity can be added to a network simply
by deploying more antennas and transceivers. Recognizing the potential of this approach,
demonstration systems were quickly built [25, 26] and wireless standards adopted MIMO
techniques. Single-user (SU) MIMO was the first technique proposed, where multiple spatial
streams are sent to a single user which is equipped with multiple transmit/receive antennas
[25, 27]. In practice, real propagation environments can only support limited number of
streams to an SU-MIMO device. Multi-user (MU) MIMO is an extention of the MIMO
technique where multiple spatial streams are sent to a number of spatially distinct users [28].
The MU channel is significantly more decorrelated since the user devices are fundamentally
spatially separated. As such, MU-MIMO can reuse spectrum to communicate simultaneously
with many users in the same frequency band, by exploiting those users’ separation in space.

MIMO techniques employ spatial processing to manage in-network interference. A related
concern is external interference sources which degrade the link quality and performance.
These interferers may come from adjacent cells in a cellular network, different operators
which occupy separate frequency bands, communication systems on different standards, or
even non-communication devices such as radars and microwaves. In the absence of any
knowledge about these interferers, spatial filtering is the only known technique which can
address the problem of general interferers. Spatial filtering is a form of spatial processing
which filters out signals using their spatial characteristics or direction of arrival [29]. A
spatial filter could identify external interferers by their spatial signature and reject them.

In summary, spatial processing provides two key benefits. First, spatial multiplexing
can be used to send multiple data streams simultaneously over the same frequency band,
providing a multiplicative capacity gain. Second, spatial filtering can be used to reject arbi-
trary interference in the environment. These capabilties make aggressive spatial processing
an attractive candidate for 5G networks. One could envision deploying infrastructure nodes
equipped with a large number of antennas, serving dozens of simultaneous users in the same
band while rejecting interference from nearby cell sites.

In fact, this vision has strong theoretical backing. In 2010, Marzetta proposed the concept
of “massive MIMO”, where a base station with a large number of elements serves a much
smaller number of users using MU-MIMO [30]. Marzetta’s theoretical results show that as the
number of base-station antennas grows large, simple spatial signal processing techniques can
eliminate both intra- and inter-cell interference. Intra-cell interference is explicitly managed
by the cell itself using its spatial resolution. Inter-cell interference disappears because, in
the limit of very large number of antennas, all links use vanishingly thin pencil beams so the
probability of crossing beams goes to zero. In other words, the massive MIMO paradigm —
deploying large antenna arrays — provides a scalable approach to simultaneously increase
network capacity (by a large factor!) and mitigate network-level interference.

Massive MIMO will be exploited to enhance the value of traditional < 6GHz cellular
bands. Today, high-order MIMO is being introduced into the latest versions of the LTE
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standards [31–33] and infrastructure vendors are commercializing systems using 32-96 an-
tennas [34–36], which provide up to 3-5x capacity improvements over existing 4G networks.
However a key limitation of < 6GHz massive MIMO is the physical size and weight of the
antenna array. Because the antenna size is related to the wavelength, antenna arrays at
< 6GHz are very bulky — up to 3m on a side with a weight up to 40kg. The weight is
mostly contributed by power supplies and cooling structures, so addressing power consump-
tion via optimized electronics may help mitigate that. However, the physical antenna size
is constrainted by the available site size on standard masts. Unless base-station sites are
substantially modified to support huge antenna sizes, it will be impossible to go beyond 96
or certainly 128 antennas in < 6GHz systems, which means that we must look elsewhere for
further network enhancements.

1.1.2 Moving to higher frequencies

At the same time, to address the congestion in exisiting low-frequency network deployments,
regulatory bodies around the world are opening up higher-frequency mm-wave spectrum,
including at 24, 28, 39, 60, and 72 GHz [37, 38]. These mm-wave bands provide much higher
bandwidths than existing spectrum which can be used to dramatically increase network
capacity. Moreover, the much smaller wavelength at mm-wave frequencies provides the
opportunity to deploy arrays with thousands of elements in a very small form factor.

Traditionally, the challenge of operating at high frequencies is the higher propagation
loss. This has either limited mm-wave links to short distances, or required the use of large
mechanically-steered dish antennas with very high directivity. Recent measurement cam-
paigns in both 28 and 72 GHz bands reveal that with modern technologies, communcation
over a range around 200-500m is feasible [39–42]. The proposed systems use phased arrays to
synthesize a directional transmission/reception which compensates for the propagation loss.
Accordingly, a numer of groups have shown 16- or 32-element arrays with a single-beam
range of 100-300m [43–46].

These capabilities will underpin the first deployments of mm-wave spectrum for fixed-
access to the home, deploying commercial services at high frequency for the first time [47].
Wireless fixed access services exploit the wide mm-wave channel bandwidths to deliver fiber-
quality gigabit home or business internet without the costly and time-consuming fiber de-
ployments.

Looking forward, the true promise of mm-wave lies in deploying a ubiquitous fixed +
mobile access network which provides gigabit internet on-the-go, everywhere. 1000-element
mm-wave arrays can be realized in a form factor comparable to a WiFi router today. These
tiny infrastructure nodes can be deployed anywhere — on lamp-posts, buildings, and bus
shelters — providing a super-dense wireless coverage. The huge number of antennas provide
super-directional pencil beams which can overcome shadowing, glass or concrete obstructions,
and outdoor-to-indoor operation. Spatial processing algorithms exploit the 1000 antennas
to serve dozens of clients simultaneously, anywhere from homes to smartphones to vehicles,
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while cancelling interference arising from the dense deployments. All of this is complemented
by network intelligence which coordinates services across a wide geographic range.

In order to achieve this vision, it is necessary to develop techniques for implementing
1000-element arrays in a cost- and power-efficient manner. The technologies underlying
today’s 16- or 32-element, single-beam arrays will not scale to the envisioned scenario. As
such, developing scalable array design techniques will be a critical step toward tomorrow’s
glorious wireless future.

1.2 Prior work in array design

In light of the above discussion, it is unsurprising that the design and implementation of
antenna arrays is a focus of research effort in academia and industry.

Low-order SU- and MU-MIMO have been introduced in wireless standards over the past
decade, including 802.11n/ac and LTE [2, 3]. The recent WLAN standard, 802.11ac, can
support up to 8 spatial streams to a single device or 4 simultaneous users through downlink-
only MU-MIMO. The forthcoming 802.11ax standard will additionally introduce uplink MU-
MIMO capabilities. LTE Advanced supports similar levels of spatial multiplexing.

Today’s cellular MIMO radios in the handset are implemented using an integrated RF
transceiver chip along with per-antenna front-end electronics (filters, switches, and power
amplifiers) and a baseband processor [48]. WLAN radios are more integrated — it is com-
mon for radio and baseband processing to be integrated on the same die, and the number
of external components is smaller [49]. In contrast, due to their more stringent specifica-
tions, LTE base-stations use a larger number of front-end components, particularly power
amplifiers (PAs) and their associated predistortion capabilities [50]. Additionally, celllular
base-stations frequently separate the radio and baseband processing into physically distinct
boxes with an electrical or optical interconnect between them. Finally, while baseband
processors in handsets (for both LTE and WiFi) are implemented on dedicated chips, base-
stations primarly use more generic hardware, realized as an application-specific integrated
circuit (ASIC) which integrates digital signal processor (DSP) cores, CPUs, and some custom
accelerators.

Several university and industry research groups have built massive MIMO testbeds in the
< 6GHz bands, using 64-128 antennas to serve up to 20 simultaneous users [51–59]. These
testbeds have shown successful over-the-air measurements and validated many of the theo-
retical predictions. However, from a hardware design perspective, they reveal the limitations
of scaling up existing radio design paradigms from 8 to 128 antennas. Almost all of these
testbeds adopt a fully centralized architecture, where all processing, synchronization, and
calibration is performed globally on a set of powerful processors. The radios and front-ends
are not that challenging from this perspective — cost and power can be managed by tailor-
ing the radio design to the system specifications. Instead the bulk of the cost, power, and
complexity of these testbeds arise from the data aggregation and array processing. Com-
mercial systems entering the market today [35, 36] can brute-force this complexity by using
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complex baseband ASICs with custom accelerators for array tasks. However, architectural
innovations toward more distributed operation could significantly reduce the power and cost
of this solution.

At mm-wave frequencies, over the past decade a number of research groups have shown
16- or 32-element arrays monolithically integrated on a single die [43, 44, 46, 60–65]. Because
of the small wavelength and small circuit area, it is possible to fit up to 32 elements (or even
more!) on a single chip. These arrays use analog beamforming techniques to form a single
transmit/receive beam. These demonstrations were enabled by innovations surrounding the
beamforming circuits and the LO distribution to all the front-end elements.

There is no clear way to scale today’s 32-element mm-wave arrays to hundreds or even
1000 elements. In particular, such large arrays would necessarily be implemented using a
number of front-end subarrays which are fused to form the overall array. These subarray
chips have to be interconnected with appropriate data aggregation, synchronization, and
signal processing techniques. Moreover, the capability to form dozens of simultaneous beams
does not exist in today’s mm-wave array solutions.

In summary, the main difference between conventional multi-antenna technology and its
5G counterpart is that future antenna arrays will require massive hardware duplication. As
such, the radios, signal processing, etc fundamentally cannot all be implemented on the same
chip. Existing array design techniques break down in this regime; the cost, complexity, and
power of global synchronization, data aggregation, and processing tasks makes the resulting
systems impractical to build and deploy.

1.3 Thesis scope and outline

Motivated by this background, this thesis considers system-level techniques to manage the
cost and design complexity of very large arrays. The key role of an array can be thought
of as taking a large number of antennas/front-ends and “making them play well together”.
Accordingly, the main objective of this thesis is to develop techniques for efficiently and
cheaply interconnecting the radio front ends in order to form an antenna array with very
large spatial aperture.

In keeping with the discussion above, the main areas of focus are data aggregation, sig-
nal processing, and synchronization. Chapter 2 provides a brief overview of existing spatial
signal processing techniques and presents simulation results showing how these techniques
perfom in real channel models. Building off of this background, Chapter 3 proposes a dis-
tributed array architecture designed around the spatial signal processing task. Additionally,
Chapter 3 presents innovative signal processing techniques which may be used in some array
implementations.

Chapters 4 and 5 then move on the synchronization tasks. Chapter 4 analyzes the carrier
synchronization across the array and presents innovations and design guidelines into the
carrier generation architecture as well as the specifications for circuit components within
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this subsystem. Chapter 5 studies the baseband synchronization of the array and proposes
techniques to accomplish this in a distributed fashion.

Finally, Chapters 6 and 7 describe hardware implementations of these ideas. Chapter
6 presents a highly-integrated system-on-a-chip in 65nm CMOS operating < 6 GHz, while
Chapter 7 describes a 72GHz MU-MIMO array implemented using off-the-shelf radios, data
converters, and FPGAs.
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Chapter 2

Array Processing

Antenna arrays have been used for decades for their ability to resolve the spatial character-
istics of the environment. For example, radars can precisely track multiple targets in space
while filtering out the impact of ground reflections or other clutter. Similarly, spatially selec-
tive communication systems can send multiple data streams in the same frequency channel
by exploiting different propagation paths through the environment.

The input (output) of a transmit (receive) antenna array system is one or more signals of
interest along with each signal’s desired spatial pattern. The key components of the array are
the actual antennas themselves (and any front-end electronics as required by the application)
along with a signal processing engine that converts between the signals of interest and the
transmit or receive signals at each antenna. For example in a phased-array radar, a large
network of phase shifters is used to transmit or receive in a specific direction.

There are a large number of spatial signal processing algorithms, ranging from phase shifts
in phased arrays to maximum likelihood detection in communication systems. This chapter
briefly overviews existing spatial processing techniques and concludes with a performance
study that compares the performance of various algorithms in real channels.

2.1 Phased Arrays

Phased arrays were initially used in World War II [66] but received sustained attention
starting in the late 1950s and early 1960s [67] as the next-generation of military radars [68].
Radars require the use of directional radiation to precisely localize targets in space. Early
radars used directional antennas, such as parabolic dishes, which were mechanically steered
to find and track their targets [69]. However, mechanically steered antennas suffer from
slow steering, inability to track multiple targets, and mechanical stress and failures. This
motivated the search for more flexible and reliable radar systems.

An antenna array is a virtual directional antenna which is electronically steerable. As
shown in Figure 2.1(a), phased arrays operate by applying a per-element phase shift to each
antenna’s signal. The phase shift is a function of the desired look direction, and ensures that
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Figure 2.1: Phased array principle of operation, and example beampattern.

signals in that direction add constructively, while signals from all other directions add de-
structively. In this way, the look direction of the array can be steered simply by changing the
phase shifts, which requires no mechanical components and can occur on the time constant
of the phase shifter setting. Additionally, multiple beams can be formed simultaneously by
implementing parallel phase shifter networks, one for each desired beam. This operation is
referred to as “beamforming”.

An example of an array’s spatial response is shown in Figure 2.1(b), showing the spatial
processing gain as a function of direction arrival or departure. This “array pattern” is
described in terms of three key parameters. The look direction refers to the direction in
which the array is pointed. The main lobe width measures the angular width of the array
response in that direction. Finally, the sidelobe level describes the array gain at angles other
than the look direction of the array.

The array pattern can be expressed as a function of the beamforming coefficients:

G(θ, φ) =
M−1
∑

i=0

wie
jk·di (2.1)

where k is the wave-vector of the desired look direction and di is the position of a given
element in the array. For a planar 2D array this simplifies to:

G(θ, φ) =
M−1
∑

i=0

wie
jk(xi sin θ cosφ+yi sin θ sinφ) (2.2)

where θ and φ are the azimuth and elevation angles of arrival relative to the array’s normal
vector. To point in direction (θ, φ), the phase at position (xi, yi) should be −k(xi sin θ cosφ+
yi sin θ sinφ).

This equation describes a discrete Fourier transform (DFT) of the beamforming coeffi-
cients, where the original variable is position d and the transform variable is wave-vector k.



CHAPTER 2. ARRAY PROCESSING 10

τ
2
τ

Figure 2.2: True time delay effects in phased arrays.

This gives two key insights. First, if |wi| = 1 (a pure phase shift), then the array pattern is
a shifted sinc function (defined as sin(x)/x). Second, the sidelobes and null positions can be
controlled by applying non-uniform amplitudes to wi. For example, standard DFT windows
such as Kaiser or Hamming [70] could be applied to achieve a certain array pattern.

Beamforming as described above uses only phase shifts to direct the beam, which is appro-
priate for narrowband signals or small arrays. A more complete solution uses time delays.
The spatial selectivity of an antenna array is fundamentally a time-domain phenomenon:
waves arriving from or departing to a specific direction experience a direction-dependent
propagation delay across the array aperture (Figure 2.2). For narrowband signals, this prop-
agation delay can be approximated as a phase shift only. However if the propagation delay
across the array is comparable to the signal bandwidth, this approximation is not valid and
instead actual time delays must be applied — so-called “true time delay (TTD) beamform-
ing”. The cutoff between phased array and timed array regimes can be expressed in terms
of the ratio

Asin(θ)

c
B = Nd sin(θ)

B

fc
(2.3)

where A is the array dimension, consisting of N elements with spacing d (in wavelengths),
θ is the direction of arrival relative to broadside, c is the speed of light, fc is the carrier
frequency, and B is the signal bandwidth. The cutoff between these regimes depends on the
acceptable levels of beam squinting or inter-symbol interference.

In summary, the traditional paradigm of beamforming in phased arrays provides a flexible
and powerful set of signal processing techniques for synthesizing desired spatial responses
in line of sight environments. Once the desired look angle and sidelobe levels are known,
phase, amplitude, and time weights can be quickly calculated to synthesize the desired array
response.
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2.2 Spatial Processing for Communications

The theory of phased arrays was developed largely for radar systems operating in free space,
utilizing a fairly general class of waveforms. Compared to radars, directional communica-
tion systems present two differences. First, propagation environments are generally more
complex, with rich multipath, fading, and shadowing effects. Second, the signals of interest
always consist of a bandpass pseudo-random modulation on top of an RF carrier. As such,
much of the intuition and signal processing techniques from phased arrays can be augmented
by communication-specific assumptions.

2.2.1 Channel Matrices and Channel Estimation

To handle the range of complicated propagation environments observed in communication
systems, it is necessary to develop a thorough description of the spatial environment, or
channel. This initial description will focus on narrowband signals (where the multipath
delay and the propagation time of a wavefront across the array aperture are small relative
to the symbol period). Wideband channels are described in depth below in Section 2.3.
Because of the bandpass nature of wireless communications, the channel can be described by
a baseband equivalent vector of complex gains, h [71]. For propagation from a single source
to an array with M elements, h will have dimension M × 1. For example, for a uniform
linear array (ULA) with direction of arrival θ and inter-element spacing d,

h = [1 ejkd sin θ ej2kd sin θ ... ej(M−1)kd sin θ]T . (2.4)

This line-of-sight (LOS) channel is in fact exactly the environment considered above in
the context of radars. However this formulation can also describe environments with more
complicated propagation characteristics, such as multipath, diffraction, and shadowing, in
terms of the overall complex propagation gain. The proagation environment from the array
to the desired signal target can be similarly described by a transmit channel vector. If the
transmit and receive frequencies are the same (as in, for example, time-division duplex —
TDD — communications), the propagation is reciprocal1 and the transmit channel vector is
simply hT .

With multiple signals of interest, this description can be extended to an M ×K channel
matrix H . Let y be the M × 1 vector of signals at every antenna and s be the K × 1 vector
of desired signals. In receive mode, the array receives

yrx = Hsrx (2.5)

In transmit mode, the K targets receive

ŝtx = HTytx (2.6)
1Transmit-receive reciprocity holds true only for the propagation environment. Since the analog front

ends are subject to random gain and phase errors, they contribute a non-reciprocal portion to the chan-
nel. Generally this is compensated by an appropriate calibration algorithm; see [53] for an algorithm and
implementation results.
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Modern wireless standard use coherent detection, meaning that the receiver estimates the
channel gain and uses that knowledge to recover the amplitude and phase of the transmitted
waveform. This estimation is accomplished by transmitting known pilots over the air with
sufficient time and frequency resolution to sample the channel response [2]. The receiver then
uses the known pilots to estimate the channel’s transfer function. As a result, it is generally
safe to assume that the receiver has some channel state information (CSI). In contrast, for
the transmitter to have any knowledge of the channel it must be fed back from the receiver.
To avoid this overhead, generally only very coarse information is fed back — as a result, the
TX usually does not have very accurate CSI.

In single-input, single-output (SISO) links, the channel estimate is used mainly to mea-
sure the signal-to-noise ratio (SNR) and establish a constellation reference for demodulation.
In single-input, multiple-output (SIMO) or multiple-input, multiple-output (MIMO) chan-
nels the CSI is also used to configure the spatial signal processing algorithm. In the remain-
der of this thesis, except where noted, we ignore channel estimation and write expressions
in terms of the true channel matrix H .

2.2.2 Single-user and Multi-user MIMO

MIMO techniques have been widely used in communication standards for over a decade. The
key idea, discovered in the late 1990s, is that in a multi-antenna channel (with sufficiently
rich propagation), the Shannon capacity is proportional to the minimum of the number of
transmitters or receivers. In this context, “sufficiently rich propagation” means that there
are at least as many propagation paths as antennas in order to support these spatial streams.
The main attraction of MIMO deployments lies in engineering the channel capacity by adding
more antennas.

Single-user (SU) MIMO attempts to send multiple spatial streams to a single user. As
long as the environment exhibits rich scattering, it is possible to increase this user’s experi-
enced data rate. In indoor channels some SU-MIMO gains are common but many outdoor
environments only have one dominant propagation path and therefore do not exhibit very
significant SU-MIMO gains. Multi-user (MU) MIMO extends the SU-MIMO scenario by
sending multiple data streams simultaneously to different users. Mu-MIMO can overcome
propagation challenges of SU-MIMO: the natural spatial diversity of different users means
that the channels are almost always sufficiently decorrelated. As a result, MU-MIMO offers
a more promising avenue to realizing spatial multiplexing gains.

In SU-MIMO systems, the spatial signal processing may be carried out either at the RX
side, TX side, or both, depending where CSI is available. When CSI is available at both
sides of the link, the singular value decomposition (SVD) implements the optimal TX/RX
processing. More commonly, CSI is available only at the RX side — in this scenario, all the
processing has to be done at the receiver (Figure 2.3). A number of techniques have been
developed for RX-side MIMO processing, which are described in the subsequent sections.

MU-MIMO differs in one important way from SU-MIMO: it is generally not possible
for the users to collaborate in spatial processing. This means that the base-station must
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perform all spatial signal processing [72, 73]. In the uplink, this is equivalent to the SU-
MIMO case with only RX-side processing so the same techniques can be adopted. However,
in the MU-MIMO downlink, the base-station must acquire CSI and perform all the spatial
processing (Figure 2.4). This is significantly more challenging for two reasons. First, fewer
signal processing techniques have been developed for this scenario. Second, acquiring CSI at
the transmitter can be challenging. One option is to perform downlink channel estimation
and feed back the RX CSI. Another option is to exploit TDD uplink-downlink reciprocity. If
the user transmits uplink pilots using the downlink frequency channel, the base-station can
estimate the channel transfer function and use that estimate to perform downlink spatial
processing.

2.2.3 Linear Beamforming

As the name suggests, linear beamforming is exactly the same as phased array beamforming
described above, generalized to handle more complex environments. Instead of computing
the beamforming coefficients based on the desired look direction, the channel matrix is used
to explicitly compute the required amplitude and phase weights according to some objective
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function. Applying the beamforming weights is accomplished with a matrix multiplication,
as illustrated in Figure 2.5. Let y be the M × 1 vector of signals at every antenna and s be
the K×1 vector of desired signals. In the transmit direction, M ×K transmit beamforming
matrix Gtx is used to compute the output voltage at every antenna:

ytx = Gtxstx (2.7)

In the receive direction, signals are reconstructed using the K × M receive beamforming
matrix Grx:

ŝrx = Grxyrx (2.8)

As described below, Grx and Gtx are constructed based on the estimated channel matrix
H according to various objective functions.

Conjugate Beamforming

A natural objective is to maximize the beamformed signal energy. In transmit operation, let
the signal received at the targets be the K × 1 vector x. Then,

x = HTGtxs+ nK (2.9)

where nK is the K × 1 vector of white Gaussian noise at each target location. Maximizing
the received signal energy consists of finding the columns of the beamforming matrix Gtx

which maximizes the trace of HTGtx.
Because there is no constraint on inter-stream interaction, each column of Gtx can be

found independently [74, 75]. Since the dot product between two vectors is maximized
when they are complex conjugates, the transmit beamforming matrix which maximizes the
received signal strength2 is

Gtx,conj = H∗ (2.10)

The same analysis can be performed for receive operation, giving

Grx,conj = HH (2.11)
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Here the superscript H refers to Hermitian (conjugate) transpose. This algorithm is called
conjugate beamforming or maximum ratio combining (MRC) and the resulting matrix is the
spatial matched filter to the channel. Note that if conjugate beamforming is applied to the
LOS channel in (2.4), the result is precisely the phased array coefficients from (2.2).

Conjugate beamforming does not consider inter-stream interference at all. As a result,
this technique performs very well in low SNR regimes (where there is no appreciable inter-
ference), but its performance in interference-dominated, high-SNR links is poor.

Zero-forcing

In interference-limited channels, it is natural to seek a beamformer which eliminates inter-
stream interference [76]. In the transmit direction, this constraint can be framed as:

HTGtxs = s

HTGtx = IK

(2.12)

where IK is the K ×K identity matrix. This over-determined system of equations can be
solved in the least-squares sense using the right pseudo-inverse of the channel matrix:

Gtx,zf = H∗(HTH∗)−1 (2.13)

Similarly, in the receive direction solving the dual problem gives the receive beamforming
matrix:

Grx,zf = (HHH)−1HH (2.14)

This beamformer is referred to as zero-forcing (ZF) or null-forcing, since it eliminates inter-
stream interference.

Zero-forcing can be extended to cancel additional interferers. An extended M × (K +V )
channel matrix He incorporates V additional interferers. The spatial signatures of these
interferers are estimated and the extended channel matrix is formed by concatenating these
to the desired channels H. Then the zero-forcing solution is given by:

Gtx = H∗(HT
e H

∗
e)

−1

Grx = (HH
e He)

−1HH
(2.15)

The extended ZF beamformer can null out external interference sources up to a total of
M − 1 interferers.

The ZF beamformer performs well in high SNR channels. However, since there is no
constraint on the signal energy, it is possible that the interference is eliminated at the cost of
significantly lowering the signal strength. As a result, the ZF beamformer performs poorly
in low SNR conditions when the inter-stream interference is overwhelmed by noise.

2Transmit beamforming optimization problems must always be accompanied by a power constraint,
otherwise the trivial solution is to let output power be infinite. For simplicity and to clearly bring out the
key ideas, this constraint is not explicitly included in this section.
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MMSE Beamforming

Since conjugate and ZF beamforming are suited to different SNR regimes, is there a linear
beamformer which can optimally trade off between the noise and inter-stream interference?
Such an algorithm is the minimum mean-squared error (MMSE) beamformer3.

The MMSE beamformer minimizes the total mean-squared error from both noise and
interference sources. In receive mode, this problem can be framed as:

Ĝrx = argmin
Grx

E[|s−Grx(Hs+ nM)|2] (2.16)

where E denoted expectation over all transmit sequences s and noise vectors n.
This equation can be solved by applying the orthogonality conditions, which state that:

E[(s− ŝ)yH
rx] = 0 (2.17)

Plugging in for these quantities and simplifying, we obtain the result [77]:

Grx,mmse = HH(HHH + σ2IM)−1

= (HHH + σ2IK)
−1HH

(2.18)

where σ2 is the variance of the white noise at each array element, and the last step relies on
the matrix inversion lemma. Similarly, the transmit MMSE beamformer is

Gtx,mmse = H∗(HTH∗ + σ2IK)
−1 (2.19)

where here σ2 is the variance of the white noise at each target.
The MMSE beamformer works well in all SNR conditions because it computes the full

correlation matrix, incorporating both noise and interference contributions. In high SNR
conditions, the noise term can be neglected and the MMSE result approaches the ZF beam-
former; in low SNR conditions, the noise term dominates and the MMSE result converges
to the conjugate beamformer.

As in the ZF case, additional interferers can be included. Consider the receive direction
corrupted by interference q with known (or estimatable) spatial signature:

yrx = Hs+ q + nM (2.20)

Following the same procedure as above and denoting the correlation matrix of the interference
as Q = E[qqH ],

Grx,mmse = HH(HHH +Q+ σ2IM)−1 (2.21)

This expression can also be simplified using the matrix inversion lemma into a form similar
to (2.18).

Figure 2.6 compares the conjugate, ZF, and MMSE array patterns for user 1 of an 8x2
MIMO LOS channel. The ZF and MMSE techniques cancel user 2’s interference at the
expense of a wider mainlobe and increased sidelobe levels.

3https://www.youtube.com/watch?v=rLDgQg6bq7o
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2.2.4 Maximum Likelihood Detection, Sphere Decoding, and
K-Best

Linear beamformers are agnostic to the statistics of the underlying signals of interest, and as
such are applicable in many scenarios such as radars, imagers, and communication systems.
In contrast, a set of more robust and higher performance signal processing techniques have
been designed for communication-specific scenarios.

In a communication system, optimal performance is obtained by exploiting knowledge
of the transmit signal alphabet. The optimal receiver is the maximum a posteriori (MAP)
algorithm, which uses the received signal to determine which transmit signal was most likely
to have been sent. For equi-probable transmit alphabets, this is equivalent to the maximum
likelihood (ML) receiver:

ŝrx = argmax
stx

P (yrx|H) (2.22)

ML detection searches for the transmitted symbols which maximizes the probability
of observing the received sequences. The performance is improved compared to a linear
detection scheme since it exploits information about the the possible transmitted symbol
alphabet. The ML receiver is provably optimal for all communication links (with equi-
probably transmit symbols), meaning that it can achieve the full sum capacity of the MU
channel. However, there are no general solutions to (2.22). As a result, the ML receiver
must search through all possible transmitted sequences in order to find the one which best
explains the observations. This has computational complexity which is exponential in the
number of spatial streams, K.
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To overcome this bottleneck, (2.22) can be relaxed to a linear problem:

ŝrx = argmin
stx

|yrx −Hstx|2 (2.23)

This relaxation gives rise to a number of simplified approximate ML algorithms which ap-
proach the ML performance while reducing the complexity significantly. The two most
common such algorithms are sphere-decoding and K-best decoding [78–80]. Both of these
achieve near-ML performance with computational complexity which is approximately cubic
in the number of signals.

2.2.5 Successive Interference Cancellation

Another popular receiver algorithm for MIMO channels is successive interference cancellation
(SIC). The key idea is to iteratively process a single user, compute that user’s contribution to
the receive signal at each antenna, and subtract it out [25, 81, 82]. In this way, subsequent
users experience reduced interference. This technique is essentially a spatial, multi-user
decision feedback equalizer (DFE).

In more detail, MMSE-SIC processing proceeds as follows (Figure 2.7). First, the users
are ordered by signal strength. The strongest user is spatially processed using the full MMSE
beamforming matrix. Then, that user’s signal is demodulated and the estimated contribution
to the signal at every antenna is subtracted out. Then, the next strongest user is spatially
processed using the reduced MMSE beamformer for users 2 through K, and so on.

Like the ML receiver, MMSE-SIC is theoretically optimal. As with all other decision-
feedback receivers, however, it can suffer from error propagation — if there are any errors in
demodulation then feeding back incorrect data will introduce new interference which degrades
the overall system accuracy. As such, good performance is only practically achieved in strong
channel conditions; for weaker channels, sphere decoding performs better.
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2.2.6 Dirty Paper Coding

The preceding sections have described a number of receiver algorithms suitable for the SU-
MIMO downlink/uplink and MU-MIMO uplink. However downlink precoding for the MU-
MIMO channel is much more challenging. Transmit beamforming as in Section 2.2.3 is one
option. Are there any other feasible options?

In general transmit precoding must pre-cancel the inter-user interference which the trans-
mitter can predict. This scenario is exactly captured by the information theoretical result
known as dirty paper coding (DPC), which states that if a channel is corrupted by inter-
ference which is known perfectly at the transmitter, the transmitter can code around the
interference and achieve the capacity of the interference-free channel [83].

DPC itself is a theoretical result — it still requires codes to be invented for a partic-
ular interference scenario. One example is Tomlinson-Harashima precoding (THP), which
implements a transmit-side DFE to cancel inter-symbol interference in SISO links [84, 85].
In MIMO situations, a suboptimal implementation of DPC for crosstalk cancellation in a
DSL link was proposed in [86] using the QR decomposition. This technique was further
expanded by [87–89] for the MU-MIMO channel. In practice, these schemes suffer from very
high computational complexity due to the complex and noncausal joint processing of all the
user’s data streams. As a result, DPC techniques have not been used in wireless systems,
and so modern standards use linear beamforming for the MU-MIMO downlink.

2.3 Linear Beamformers for Wideband Channels

The discussion so far has focused on MIMO processing in narrowband channels. In prac-
tice, real channels exhibit multipath propagation phenomena and other effects which are
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not captured by this formulation (Figure 2.8). To capture frequency-selective propagation
effects, the propagation environment between a transmit and receive antenna pair can be
described by a finite impulse response (FIR) filter. Because of the bandpass nature of the
communication link any continuous time impulse response can be sampled at the baseband
rate to give the equivalent baseband (discrete-time) impulse response.

A SIMO or MISO link can be described as an M × 1 vector FIR filter:

h(t) =
L
∑

l=0

h(l)δ(t− τl) (2.24)

Here, the l’th tap arrives with spatial signature h(l) and delay τl. This formulation easily
captures true time delay effects or any other per-element fractional delays. Finally, the
MIMO case is obtained by letting each channel vector become anM×K matrix and summing
over all paths from all signal sources.

The channel vectors {h(l)} describe very complex propagation effects, including the spa-
tial signature of the arriving or departing signal, the reflection coefficients of scatterers, and
the time of flight. Real wireless deployments are require extensive measurement campaigns
which characterize the propagation effects and result in the development of statistical chan-
nel models. These statistical channel models provide a statistical formula for generating
realistic and representative channels for various scenarios. For the purpose of this discussion
on beamforming techniques, it suffices to work with an abstract channel model of the form
(2.24), supplemented with some statistical models as appropriate (and where noted).

Multipath propagation environments give rise to the phenomenon of frequency-selective
fading, which simply means that the channel gain depends on the frequency. This can be
characterized by a parameter called the coherence bandwidth, which loosely speaking refers
to the bandwidth over which the channel gain is largely unchanged. If a communication
signal has bandwidth larger than the channel’s coherence bandwidth, then this signal ex-
periences frequency-selective fading and requires equalization. This naturally leads to the
question of how to design spatial processing algorithms suitable for this frequency-dependent
scenario. Reflecting the linked nature of time and space, such algorithms would perform
spatio-temporal equalization.

2.3.1 Frequency-Flat Beamforming

The most naive strategy is to simply ignore the frequency-dependent behavior. Consider
linear beamforming in a SIMO channel: the strongest channel tap is chosen as the cursor
and used for conjugate beamforming. Without loss of generality we can assume the first tap,
h(0), to be the strongest. Then the effective single-input, single-output (SISO) channel after
beamforming is:

hsiso = wHh(t) = |h(0)|2δ(t) +
L
∑

l=1

(h(0) · h(l))δ(t− τl) (2.25)
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Using this technique, the multipath energy is completely neglected and the multipath com-
ponents are spatially filtered only to the extent that their spatial signature happens to be
orthogonal the cursor’s. This same technique and intuition could be extended to the MIMO
scenario, by collecting each user’s cursor and beamforming only to that matrix.

Frequency-flat beamforming only collects the energy in the cursor, and can only separate
out inter-user interference arising from the cursor paths. There are two main shortcomings.
First, frequency-flat beamforming cannot process inter-user, inter-symbol interference since
this shows up as frequency-dependent inter-user interference. Second, frequency-flat beam-
forming cannot collect all the multipath energy since it cannot matched filter all the spatial
components of the signal.

Simple frequency-flat beamforming can be augmented by following it with aK×K MIMO
frequency-domain equalizer (FDE). Frequency-flat beamforming collapses the M × K FIR
channel into a K×K FIR channel — this can be equalized using a MIMO FDE. The MIMO
FDE can solve the first shortcoming mentioned above because it can compensate frequency-
dependent inter-user interference. However this technique serves only to equalize, not to
collect multipath energy.

One could also propose frequency-flat analogs of the other spatial processing techniques
such as ML or SIC. However, these techniques rely on precise channel state information to
perform detection. In a frequency-dependent channel it is generally not appropriate to ignore
the variation of the channel response with frequency while using these algorithms, since this
results in unacceptable channel estimation error.

2.3.2 Frequency-Domain Beamforming

To fully process a channel’s spatio-temporal response, wideband spatial processing tech-
niques are needed. The standard approach in modern communication systems is to perform
spatial processing in the frequency domain. Wideband processing is required because the
spatial signature of the signal changes substantially as a function of frequency. If it were
possible to divide this large signal bandwidth into many narrowband channels, then each of
these sub-channels would experience frequency-flat fading and could be treated as a separate
narrowband channel.

Fortunately, this decomposition into many narrowband channels is a key feature of mod-
ern modulation schemes such as OFDM and single-carrier OFDM (SC-OFDM) [90]. The
exact implementation of these modulation schemes is not relevant, as long as the channel
is separated into mutliple narrowband, orthogonal subcarriers. Under those conditions, the
MIMO time-domain channel I/O relationship (2.24) is transformed into:

Rk = HkXk +W k ∀k ∈ [−Nsc

2
,
Nsc

2
− 1] (2.26)

for the receive mode (uplink) where Rk is M × 1, Xk is K × 1, and Hk is M ×K. Each
subcarrier experiences frequency-flat fading, fully described by the subcarrier channel ma-
trix Hk. As a result, each subcarrier can be treated as a separate and independent channel.
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Figure 2.9: Block diagram of a receiver using full frequency-domain beamforming — a
different M ×K beamforming matrix is used for each subcarrier.

(Alternatively, a small subset of carriers is jointly processed, but each subset is treated inde-
pendently.) The channel response is estimated independently for each subcarrier and spatial
processing is applied to every subcarrier using any of the techniques in Section 2.2. More
specifically, one could apply per-subcarrier ML, SIC, or beamforming spatial processing.

2.4 Case Study on Wideband Beamforming

Performance

When should frequency-dependent techniques be used, and when do frequency-flat approx-
imations suffice? These questions can be answered by simulating the performance of these
two transceiver architectures in different channel conditions.

A block diagram of a frequency-domain beamformer (“full FDE”) is shown in Figure
2.9. Each element is equipped with an FFT unit. Then, each subcarrier is independently
processed, including beamforming and other baseband tasks. This receiver architecture is
contrasted with the frequency-flat beamformer with MIMO FDE (“ZF-FDE”) in Figure 2.10.
Here, a single beamformer is applied in the time domain, each stream is transformed into
the frequency domain, and a K × K MIMO FDE is applied. A third receiver option is to
take a frequency-flat beamformer followed only by SISO FDEs (“Flat BF”) (Figure 2.11).
This receiver cannot process frequency-dependent inter-user interference.

Comparing these receivers, the fully frequency-dependent processor requires an FFT at
each element, while the other two structures only require an FFT per user stream. Further-
more, the fully flat receiver simplifies the equalizer by using only K SISO FDEs instead of
a K ×K MIMO FDE.

It is desired to evaluate the relative performance of these three receiver structures in
various channel conditions. This comparison can be carried out by generating a large number
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of channel instances drawn from a statistical channel model. For each one of these channel
instances, the SNR is swept over a range and the bit error rate (BER) of each receiver is
simulated as a function of the SNR. Finally, the SNR required to achieve a target BER of 10−3

in that channel instance is extracted and recorded. Therefore, the overall characterization
of the receiver is described in terms of a distribution of SNRs required to achieve a certain
target BER.

The 802.11 standardization committee defines a family of statistical channel models de-
scribing multi-user MIMO operation in typical WLAN operating environments [91]. There
are 6 such models, enumerated A-F, which describe progressively more multipath environ-
ments. Channels A-C reflect, respectively, line-of-sight, small office, and medium office
environments [91].
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Figure 2.12: CDF of SNR required to achieve 10−3 BER in WLAN channel models A-C,
with M = 128 and K = 16, using Full-FDE, ZF-FDE, and Flat-BF receivers. (a) Channel
model A (line of sight). (b) Channel model B (small office). (c) Channel model C (medium
office).
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The three receiver structures were characterized according to the methodology described
above for WLAN channel models A, B, and C, with 128-element arrays and 16 users. The
results are shown in Figure 2.12 In channel A, since there is no multipath propagation,
all three beamforming schemes are identical as expected. As more multipath energy is
progressively added in channel B and then C, the performance gap between the three signal
processing implementations increases. In particular, flat BF is completely unable to handle
these environments. Meanwhile, full FDE beamforming provides a performance gain (in
both median and 95th percentile cases) compared to only ZF-FDE. This reflects its greater
ability to adapt to and compensate for multipath environments.

To understand more precisely the differences between these signal processing techniques, a
more detailed and parametrized channel model is needed. Using the techniques in [92–95], we



CHAPTER 2. ARRAY PROCESSING 25

Number of users

0 2 4 6 8 10 12 14 16

M
e
d
ia

n
 S

N
R

 f
o
r 

1
e
-3

 B
E

R

16

18

20

22

24

26

28

30

AWGN

Full FDE

ZF FDE

Flat BF

Number of antennas

0 20 40 60 80 100 120 140

M
e
d
ia

n
 S

N
R

 f
o
r 

1
e
-3

 B
E

R

16

18

20

22

24

26

28

30

AWGN

Full FDE

ZF FDE

Flat BF

Figure 2.14: Median SNR required to obtain 1e-3 BER with 0dB K-factor and delay spread
of 18. (a) Varying number of users, with M = 128. (b) Varying number of array antennas,
with K = 2.

implemented a parametrized statistical channel model following the proposal of [96]. These
channels describe a multipath environment where each path has some strength, delay, and
angle-of-arrival which follow realistic distributions. The overall channel is parametrized by
the Ricean K-factor, which describes the relative strength of the LOS and NLOS components,
and the delay spread which measures the length of the channel impulse response. Using this
model, it is possible to sweep the channel parameters and observe how the performance of
the three signal processing techniques changes accordingly.

Figure 2.13 presents the performance of flat BF, ZF-FDE, and full FDE as a function of
the Ricean K-factor and the delay spread. These results reveal a great deal about the behav-
ior of these signal processing techniques. For strongly LOS channels, all three techniques are
equivalent, as expected. For moderate LOS channels, with only a small amount of NLOS en-
ergy (< 10% or so of the total), ZF-FDE and full FDE have equivalent performance. In this
regime, the main goal is merely to cancel inter-user interference from multipath propagation;
there is no need to coherently combine multipath energy from all directions. For strongly
NLOS channels (below 5dB K-factor), the performance of ZF-FDE drops off as well. In this
regime, it becomes important to collect the energy traveling through the various paths in
the environment. Since only the full FDE beamformer is able to do this, it experiences a
significant SNR gain over the ZF-FDE case.

Figure 2.14 shows the performance of these techniques with various combinations of M
and K. The ZF-FDE and full FDE schemes show relatively low sensitivity to the number
of antennas or users, with only a fixed performance gap between the two techniques. In
particular, for large M they clearly converge to a constant performance. In contrast, the flat
BF scheme shows extreme sensitivity to the communication system parameters. To expand
on this, Figure 2.15 sweeps the number of users K, while keeping the ratio of M/K constant
at 8. This plot reveals the fundamental difference between the three schemes. ZF-FDE and
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Figure 2.15: Median SNR required to obtain 1e-3 BER with M/K fixed at 8 and varying
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full FDE maintain constant performance independent of K; their performance is just set by
the propagation environment and the ratio M/K. In contrast, flat-BF requires not just a
largeM/K ratio, but an absolutely small number of users, regardless of any other parameter.
The intuition for this is clear. Each user which is added to the system brings in a new set of
propagation paths. As a result, as the number of users is increased, the inter-user interference
channel becomes highly frequency dependent, which requires frequency-dependent ZF to
manage.

These results can be summarized as follows. First, because flat-BF requires a small
number of users, regardless of the ratio M/K, flat-BF is NOT massive MIMO. Second, ZF-
FDE and full FDE beamforming are distinguished mainly by a performance gap in strongly
NLOS environments. This performance gap is mainly a function of the Ricean K-factor; for
a given K-factor it is largely independent of delay spread, M , or K. When operating in
heavily NLOS regime, it is advantageous to use full FDE processing. When it is known that
the channel is more favorable, the processing complexity can be safely relaxed.

2.5 Summary

This chapter has reviewed existing techniques in spatial processing for both communica-
tion systems and other applications such as radars. A number of techniques were presented
which will be analyzed in subsequent chapters for their suitability to next-generation com-
munication systems. Finally, the performance of spatial processing in wideband MIMO
channels was studied. For the massive MIMO limit to be achieved, at the very mini-
mum a frequency-dependent zero-forcing stage is required. In strongly scattering channels,
frequency-dependent conjugate beamforming may also confer an SNR advantage by collect-
ing more multipath energy.
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Chapter 3

Array Architecture for the Massive
Regime

The previous chapter described a number of spatial processing algorithms and techniques,
drawing from a broad set of applications. Now focusing specifically on next-generation
wireless networks, two important constraints emerge. First, it is desired to maximize the
capacity gain from spatial processing, which naturally pushes to increase array sizes in both
number of antennas and number of users. Second, the cost and power must be kept as low
as possible, since it is desired to deploy wireless infrastructure in a very dense manner.

How do we achieve these objectives? This is fundamentally a question of the system-level
design of the array. In the communications arena, arrays at both traditional cellular and
mm-wave frequencies have used only a small number of elements and processed a handful of
simultaneous spatial streams. These arrays are small enough that often the entire system can
be implemented on a single chip. At worst, multiple subarrays are combined in the analog
domain on package to form a small number of beams [46]. This dramatically simplifies the
tradeoffs in array design and hides many of the challenges that emerge when processing a
huge number of antennas or forming a huge number of beams.

Very large arrays are found in the military or aerospace sectors. In fact, many useful
insights can be gleaned by studying these systems [97–100]. However, these systems are
much less cost-sensitive than commercial arrays (and face other unique design challenges),
so the parallels are limited.

In the end, since we are proposing to design complex array systems, the dominant engi-
neering effort and innovations must be at the system-level. If the entire array architecture
is carefully designed to be scalable, low-power, and low-cost, then each individual piece may
be designed optimally within that framework. This architecture is the organizing principle
and strategy which guides the implementation of the entire complex system.

Since spatial processing is the core task of an array, it forms the backbone of the ar-
chitecture and the implementation. This chapter considers how to develop system-level
architectures and spatial processing algorithms specifically for the large-array regime. We
first analyze in detail why linear beamforming is the preferred spatial processing algorithm.
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Next, we propose a beamforming-aware array architecture which permits a modular and
scalable implementation of many-antenna arrays. Finally, we present a novel time-domain
beamforming technique.

3.1 Spatial Processing for the Large Array Regime

Any specific array instance will have a fixed number of antennas and serve a maximum
number of users, where these parameters are chosen at design time. However it is desired to
devise an array architecture which scales well to any number of elements and users. Such an
architecture provides a framework for designing and implementing a broad range of arrays,
suitable for a variety of deployment scenarios. For example, we could use the same insights
and system architecture to implement a very large macro cell array, a medium distance urban
micro-cell, and an indoor mm-wave array.

To enable this vision, the scalability of signal processing algorithms and array architec-
tures with both M and K is an important consideration when selecting a spatial processing
technique for such systems. In the downlink direction, linear beamforming is the only fea-
sible transmitter architecture since efficient DPC techniques have not been developed [72].
In contrast, there are several receiver structures which could be applied to the MU-MIMO
uplink. This section will focus on comparing their suitability for large arrays.

3.1.1 Computational Complexity

An important consideration is the computational complexity of the detection algorithm itself.
ML or near-ML detection (such as sphere decoding) is commonly used in today’s wireless
systems. A significant drawback of these techniques is their high computational complexity.
The computational complexity of true ML detection is V K , where V is the constellation order.
This exponential dependence on K makes ML detection infeasible for almost all applications.
Near-ML techniques such as sphere decoding can provide reduced computational complexity
which scales approximately as K3. In practice this is feasible for current MIMO orders (2-4
spatial streams), but will prove to be burdensome if K is increased significantly.

In contrast, both linear beamforming and SIC essentially consist of a matrix multipli-
cation, with computational complexity MK. SIC has higher complexity than linear beam-
forming, but the scaling with M and K is the same. We can conclude that these techniques
most easily scalable to large M and K.

3.1.2 Performance Comparison of Linear and Nonlinear schemes

In traditional low order SU-MIMO or MU-MIMO systems, where the number of transmitted
streams is similar to the number of receive antennas, near-ML detection is generally preferred
due to its much better performance. Marzetta [30] showed that in massive MU-MIMO
systems, where M ≫ K, linear beamforming techniques are asymptotically optimal and can



CHAPTER 3. ARRAY ARCHITECTURE FOR THE MASSIVE REGIME 29

10 15 20 25 30 35 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR (dB)

P
ro

b
a
b
ili

ty

Empirical CDF

ML 2x2

ML 8x2

ZF 2x2

ZF 8x2

AWGN

Figure 3.1: Cumulative density function of SNR required to achieve 1e-3 bit error rate (BER)
in 2 different MIMO Rayleigh channels with ML and zero-forcing detection.

achieve the capacity of the channel. This is a very promising result because it suggests that
it is sufficient to use simple linear beamforming.

Figure 3.1 shows the performance gap between ML processing and the linear ZF receiver
for a 2x2 and 8x2 MIMO scenario (2 streams and either 2 or 8 receive antennas). 1000
random instantiations of a Rayleigh channel are simulated by varying the thermal SNR and
measuring when the bit error rate (BER) meets the desired threshold of 1e-3. For 2x2 MIMO
— a common configuration in LTE and 802.11n/ac — the ML technique yields a large (3-
5dB) improvement in performance for these small number of receive antennas. In contrast,
simply going to M/K = 4 significantly closes the gap between ML and linear detectors.
Moreover, the performance approaches that of an additive white Gaussian noise (AWGN)
channel, which indicates that inter-user interference becomes less significant.

Why is this important? For two streams this is not a very meaningful result. The
computational complexity of sphere decoding and zero-forcing on a 2x2 MIMO channel are
approximately the same. But in scaling to a large number of users the difference purely in
computational complexity is very meaningful (not to mention related issues such as data
movement around the array, discussed below). Suppose it is desired to serve 20 users.
Zero-forcing on an 80x20 MIMO channel has about 5x lower computational burden than
sphere-decoding on a 20x20 MIMO channel. As long as the extra radios in the 80-element
array are not too expensive, it is easier to deploy more hardware and serve the users that way.
Put another way, for the same computational cost as a 20x20 sphere decoding operation, it
would be possible to implement a 200x50 zero-forcing, serving 2.5 times as many users!
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3.1.3 Performance Comparison of Linear Beamformers

A key result in massive MIMO is that, under benign conditions, not only is linear beamform-
ing optimal as M grows large, but conjugate beamforming is asymptotically optimal. This
result implies that for a ”large enough” array, there is no need to use any more complicated
technique than conjugate beamforming.

This result holds true as long as the columns of the channel matrix are asymptotically
uncorrelated. Essentially, as M grows large, it is desired that

1

M
hi · hj → δij (3.1)

where δij is the Kroenecker delta. Under these conditions, the interference correlation matrix
RH = 1

M
HHH approaches the identity matrix and

lim
M→∞

(HHH)−1HH = HH (3.2)

In other words, as the number of elements grows large, ZF and MMSE beamforming converge
to conjugate beamforming. This result can be understood intuitively as follows: as the
number of antennas grows larger, the array acquires finer and finer spatial resolution and
can more easily distinguish different users.

Is this condition observed in practice? Numerous measurement campaigns have reported
that practical environments do appear to exhibit so-called favorable propagation [101–106].
A large part of this comes from the multi-user nature of massive MIMO — just by having
physically separate users, it is very likely that the channels are quite uncorrelated. This can
be intuitively verified for two important cases.

Case 1: Line of sight propagation: In a line of sight environment, each user’s channel
vector is a so-called Vandermonde vector:

hi = [1 ejθi ej2θi ... ej(M−1)θi ]T (3.3)

where θi = kdsin(φi). As long as all the directions of arrival/departure φi are distinct, as
M grows large the inner product between any two of these channel vectors will go to zero.

Case 2: Rayleigh channel: In a Rayleigh channel, each element of each channel vector
is iid CN (0, 1). It then follows that:

lim
M→∞

1

M
hi · hj = lim

M→∞

1

M

M
∑

k=1

hikh
∗
jk = E[|hij|2]δij (3.4)

by the Strong Law of Large Numbers. This result shows that for extremely complex scat-
tering environments, channel vectors are asymptotically orthogonal.

Given that favorable propagation is observed in practice, how quickly does conjugate
beamforming approach the performance of ZF? In other words, what is a ”large enough”
value of M such that conjugate beamforming can safely be employed? Fig. 3.2a shows the
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Figure 3.2: Average BER vs SNR for ZF and conjugate beamforming in a Rayleigh channel.
(a) K = 4, with varying array size. (b). Varying number of users with M/K = 4.

average BER vs SNR for both conjugate and ZF beamforming as the number of streams
is held constant and the number of array antennas is increased. First, it is clear that ZF
always outperforms conjugate beamforming. Second, for M/K ratio of between 4 and 8, ZF
beamforming achieves performance very close to an AWGN channel. In contrast, conjugate
beamforming requires M/K ratio of 256 to achieve similar performance.

Fig. 3.2b shows a similar setup, where now the ratio of M/K is fixed at 4 and the number
of elements in the array is increased. The BER performance is essentially unchanged for each
scenario, indicating that the achievable capacity is related to the ratio of M/K rather than
their absolute values. Note that since the BER is unchanged but the number of users is
increasing, the total cell capacity is being increased constantly with K, as expected from
the theory of massive MIMO. The key conclusion is that, for fixed M/K, as K is increased
both ZF and conjugate beamforming exhibit capacity growth proportional to K with a fixed
performance gap between the two schemes.

3.1.4 Summary

This analysis reveals three key facts. First, with an M/K ratio as low as 4, near-AWGN
(interference-free) performance can be achieved using only linear ZF beamforming in Rayleigh
and line-of-sight channels. Second, when M/K = 4, ML performance is only marginally bet-
ter than ZF beamforming. Finally, ML or near-ML complexity is far higher than linear
beamforming.

These results explain the attractiveness of massive MIMO for next-generation wireless
technologies — very simple spatial processing can be used to achieve nearly interference-free
multi-user communication, scalable to nearly arbitrary number of users.
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3.2 A Scalable Beamforming-Aware Array

Architecture

Linear beamforming is the best candidate for supporting aggressive spatial processing in
next-generation wireless systems. But in order to practically deploy this capability in real
networks, it is not sufficient that the algorithm have minimal complexity. It is equally
necessary to ensure that the actual array — consisting of radios, data converters, signal
processing, data interconnect, synchronization, etc — be easy to design, low-cost, and low-
power. If these criteria are not met then it will not be possible to deploy large arrays in the
field. This objective is addressed by devising an array architecture which implements the
linear beamforming with low complexity, cost, and power.

In particular, a key goal is to design a modular and scalable array architecture which
can be easily extended to support a large number of antenna elements and a large number
of simultaneous beams. To this end, there are two fundamental questions that must be
answered. First, how should the antennas be connected to the central processor? Second,
how should the required hardware and signal processing functions be organized, ordered,
and grouped?

Depending on the scenario, including carrier frequency and channel bandwidth, the actual
circuits used in the implementation may differ widely. For example, in different scenarios
it may be preferred to utilize all-digital beamforming or a hybrid analog/digital approach.
Accordingly, another guiding principle in proposing an array architecture is to abstract
away as much as possible the specific implementation details of the architecture — then, for
example, the choice of how to implement the beamforming is simply an engineering design
choice.

These design goals are addressed in this section by proposing an array architecture suit-
able for a large range of implementation goals and scenarios [107, 108]. The key conclusion is
that by exploiting the natural parallelism of linear beamforming, large beamforming arrays
can be readily mapped into an efficient, modular, and scalable hardware architecture.

3.2.1 State of the Art

Presently reported massive < 6GHz arrays nearly exclusively use fully centralized array
architectures [52–57, 59] to implement arrays in the 32-128 element range. Each antenna
is connected to a full digital transceiver, spanning RF front end to data converters. The
digital I/Q samples are sent over a high-capacity backplane to a central processor, which is
generally implemented as one or more field-programmable gate arrays (FPGAs). This central
processor runs the entire baseband processing stack for the full system. Synchronization
and calibration loops are generally implemented in an analogous manner, with the central
processor updating and configuring all the distributed radios.

In contrast to this fully centralized implementation, some distributed processing was
proposed in [53]. That work proposed to use distributed conjugate beamforming (but not
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zero-forcing) in some conditions. In order to do this, part of the baseband processing is
located close to the radio, on a small FPGA. The interconnect only moves receive samples
after beamforming (transmit samples before beamforming), and the data aggregation is
embedded in the interconnect.

By situating all processing and synchronization at the central processor, these centralized
arrays make the data interconnect and the processor the cost and power bottlenecks in
the system. For example, the Lund University testbed’s backplane needs over 450 Gbps
of aggregate capacity [55]. Similarly, the Samsung prototype has 80% FPGA utilization
(on a single high-end Xilinx Virtex 7-690T model) using only 20MHz bandwidth with 12
simultaneous users.

In practice, commercializations of massive MIMO technology today are overcoming these
issues by brute force. Network infrastructure OEMs are designing baseband ASICs with
sufficient I/O bandwidth and custom accelerators to process massive MIMO workloads.
This approach can be made to work up to about 64 antennas. Beyond that, a more clever
approach is needed.

Currently reported mm-wave arrays are even simpler. Almost all existing arrays integrate
4 to 16 or 32 elements on a single die, using analog beamforming to form a single beam [43,
60–65]. Some recent publications have proposed to co-package subarrays, with package- or
board-level analog combining to form a small number of aggregate beams. IBM and Ericsson
[46] report a single chip solution which implements two 16-element phased arrays (one per
polarization) at 28GHz. Multiple such chips can be combined on package to form a 64-
element array, which can be operated in two modes: as a 64-element 1-beam phased array
or as 4 16-element phased arrays, each forming a different beam. Importantly, there is a
strong tradeoff between the number of beams and the array size. Similarly, UCSD [45] has
shown a 28GHz front-end IC with four elements; eight of these ICs are combined on board
to form a 32-antenna single-beam array which operates with 300m range [44]. Finally, some
multi-beamforming mm-wave arrays are beginning to emerge. The authors in [109] report
a 60GHz front-end with two separate 4-element arrays, each forming a single beam. The
two beams are digitally processed for interference nulling. North Carolina State University
[110] has shown the ability to form multiple beams from a single subarray, with a 4-element
60GHz array which can form 2 simultaneous beams using analog beamforming. However the
two beams cannot be independently steered; instead, the second beam is constrained to be
reflected across broadside from the main beam.

To summarize, there has so far been little effort to develop a scalable, power- and cost-
efficient, and frequency agnostic architecture for large antenna arrays. In low-frequency
bands, massive MIMO has been demonstrated and is being commercialized largely through
a brute force approach. This is made possible by the relatively narrow channel bandwidths,
which make the I/O rates and processing speeds achievable in high-performance ASICs.
In mm-wave bands, there have been not been any attempts to implement massive arrays.
Instead, mm-wave arrays today can realize a small number of beams (1-4), either using
analog beamforming on a single chip or by analog combining multiple subarrays on-package.
The brute force approach taken in < 6 GHz bands cannot be expected to work at mm-wave,
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Figure 3.3: Partially (top) and full (bottom) connected array architectures.

where the wide channel bandwidths will make the datarates and signal processing burden
too high for the centralized architecture.

Importantly, multi-beam mm-wave arrays are generally limited to a partially-connected
architecture (Figure 3.3a). In this architecture, each subarray only forms a single beam.
This has two negative consequences. First, for a desired number of beams more hardware is
needed since the hardware used is disjoint. Second, each beam’s performance depends only
on the subarray, not the full array. In contrast, a fully connected array architecture (Figure
3.3b) maps every single user stream to every single antenna. This architecture overcomes
the two limitations of a partially connected array but suffers from greater implementation
complexity — it is necessary to somehow perform this full mapping function. It is desired to
devise system architectures suitable for implementing fully connected arrays at mm-wave.

What is needed is a novel array architecture devised specifically for the massive array
regime. This will enable low-frequency arrays to scale beyond 64 elements, and will provide
the basis for achieving massive MIMO at mm-wave frequencies. Accordingly, we now seek to
devise a general, efficient, and scalable array architecture which can be used to implement
very large, multi-beam arrays at both cellular and mm-wave frequencies.
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3.2.2 Large Arrays Must Use Distributed Processing

Because antennas must have a physical size which is on the order of the wavelength, an array
with many elements will be physically large relative to the carrier frequency. For instance,
arrays operating in the low GHz range will have dimensions on the order of meters; arrays
operating at 60GHz will have dimensions on the order of 10s of centimeters. At the same
time, the transmit/receive data streams have a single physical interface between the physical
layer and higher layers of the network and or application stack. As a result, antenna arrays
fundamentally require movement of information between the phyaically dispersed antenna
elements and the central processor/network interface. This data movement is the main
bottleneck in array design and how this information flow occurs and is organized touches
many aspects of the array implementation.

As a reference point, consider a fully centralized array architecture (left panel of Figure
3.4). In this architecture, all computation is performed at the central processor — in the
transmit direction, this processor computes the signal for every single antenna element,
while in the receive direction every receiver forwards its ADC samples for processing. Under
this organization, it is clear that the central processor must be equipped with a total I/O
bandwidth proportional to M :

Rcentr = MfsNb (3.5)

where fs is the data sampling rate and Nb is the number of bits for each sample. This require-
ment is problematic because of the resulting very large I/O bandwidths. As an example, a
128-element array operating over 100 MHz bandwdith with 20 bits for I/Q samples represen-
tation would require at least 256 Gbps I/O bandwidth at the central processor. This would
require a complex backplane consisting of aggregation switches solely to merge 128 data
flows into a smaller number of high-rate lanes. Even then, the high datarate would consume
a large number of I/O lanes on the processor with cutting edge serial link technologies.
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Is there anything that can be done about this bottleneck? One important observation is
that while each antenna transmits/receives a different signal, these signals are not linearly
independent. Rather, the antenna signals lie in aK-dimensional subspace generated by theK
distinct users. It should be possible to exploit this redundancy to reduce the dimensionality of
the data interconnect and exchange only K rather than M signals with the central processor:

Rdistr = KfsNb. (3.6)

This analysis focuses on the maximum datarate needed in the array, which is the I/O band-
width of the central processor. This will be the main limitation to array scalability since
it presents the first bottleneck to cost or complexity. A related consideration is the aggre-
gate throughput required across all links in the array. This total throughput depends on
how many antennas and beams are served by one distributed processing element. From
an interconnect perspective, the power consumption of the aggregation network will be the
second-order limitation to scalability, and may be significant in extremely large arrays or
architectures where the distributed elements interact with more beams than antennas.

This dimensionality reduction can be unlocked through distributed beamforming. Since
the antenna signals lie only in a K-dimensional subspace, they can be processed by any rank
K matrix without loss of information. In the receive direction, theM antenna signals rant are
processed by a K ×M matrix Gdistr to form K data streams. In the transmit direction, the
K data streams (or a linear combination of those) are broadcast to all the antenna elements
where they are processed with transpose of that matrix, GT

distr.
This results in the distributed processing architecture shown in the right panel of Figure

3.4. Depending on the modulation scheme and where beamforming fits in the signal pro-
cessing chain, antenna-specific signal processing functions (denoted by digital front end) are
also implemented locally at each transceiver. Figure 3.5 shows how the beamforming and
data distribution are implemented for uplink and downlink cases, using the distributed array
architecture. By its nature, matrix multiplication can be easily performed in a distributed
fashion; this fact unlocks the ability to reduce the aggregation bandwidth to order K.

Figure 3.6 shows the ramifications of this architectural choice on the DSP chain for an
OFDM based communication system. In order for the beamforming operation to be dis-
tributed, any per-antenna signal conditioning must also be implemented in a distributed
fashion. Exactly which functions this corresponds to depends on the modulation scheme as
well as whether the beamforming is frequency-flat or frequency-dependent. For the depicted
OFDM system using frequency-dependent beamforming, this includes transceiver calibra-
tion, channel filtering, sampling rate adjustment, timing recovery and FFT/IFFT. At the
same time, per-user stream functions such as carrier recovery, coding/decoding, and schedul-
ing must be performed in the central processor. The data interconnect and distributed beam-
forming connects these two separate signal processing chains to implement the full digital
baseband.

In summary, distributed signal processing can significantly relax the I/O bandwidth
needed to move data around the array, mitigating this key bottleneck in massive array
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implementation. In exchange, this requires that each RF transceiver be equipped with
sufficient signal processing capabilities to implement this distributed computation. As a
final note, this section has largely focused on all-digital implementations but the conclusion
is implementation-agnostic. Similar design guidelines apply for analog signal processing and
beamforming.

3.2.3 The Interconnect Must be Digital

The distributed signal processing described above is amenable to both analog and digital
implementations. With a digital interconnect, data is distributed and aggregated using serdes
lanes and digital adders. With an analog interconnect, signal distribution and summation is
performed using analog splitters and combiners.

When the number of antennas and the number of beams is small, all-analog interconnect
is quite feasible and possibly preferred [44, 46]. However, analog signal distribution does
not scale well to large number of antennas and beams. First, analog routing introduces
loss that depends exponentially on distance, requiring power-hungry drivers for long-range
routing. Second, wider channel bandwidths result in increased loss and frequency-dependent
fading which compound the equalization challenge. Third, analog routes are susceptible to
crosstalk and external interference which may limit the performance of beamforming and
spatial filtering. Particularly for a large number of beams, crosstalk and EMI management
can significantly drive up the complexity and cost of the distribution network.

Based on these issues, we can conclude that long-distance routing should be performed
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Figure 3.6: Distributed datapath for an OFDM based communication system — per-antenna
functions are local to the transceiver while per-user functions are centralized.

using a digital interconnect. A digital interconnect more flexibly and scalably extends to
large numbers of elements and users. In practice this means that a cluster of antennas should
be co-processed (either in analog or digital fashion, depending on the signal processing re-
quirements), and each cluster should communicate to its neighbors and central processor
with a digital interconnect. The boundary between analog and digital interconnect is largely
a function of the specifications (datarate, distance, etc) and the available interconnect tech-
nology. There is no precise definition of long-distance, but this design guideline is valid for
large enough arrays.

Even a digital interconnect can be complex, expensive, and power-hungry when the
number of elements and beams is increased. One potential technology would be to use
optical signal distribution. Here an extremely wideband analog signal can be modulated
onto an optical carrier and easily distributed around the array. If such a technology were
developed it would very naturally be applied to data movement in extremely large arrays.

3.2.4 The Array should be Composed of Common Modules

Thus far, we have proposed that signal processing should be implemented in a distributed
fashion, with digital interconnect providing long-range communication capabilities between
the distributed nodes and the central processor. This naturally suggests grouping a cluster
of S nearby antennas together into a subarray, implemented by a common module which
contains the RF transceivers, distributed signal processing, and analog/digital conversion
(Figure 3.7).

One key benefit of this architecture is amortizing auxiliary functions across multiple
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Figure 3.7: Block diagram of a generic common module for a massive MIMO array, including
signal path and shared support functions.

elements. For example, each common module can share a network interface, frequency
generation, and supply generation, reducing the overhead of those functions. This naturally
imposes hierarchy on the array, which is very useful from a design and implementation
perspective since it simplifies the task of supply and frequency distribution to all of the
transceivers in the array.

How should the number of antennas per module, S, be chosen? This is largely an
engineering decision, which trades off the benefits of amortizing shared functions against
the implementation challenge of co-packaging a large number of transceivers and antennas.
More specifically, the common module provides a natural logical organization for packaging
and assembly of the array. Each common module could consist of one or more integrated
circuits (IC) along with in-package antennas. Much of the packaging complexity comes
from fitting many transceivers on a single die and routing out RF traces from the IC to the
antenna. Consequently, the level of module integration is dependent on the carrier frequency
and channel bandwidth, as well as the silicon area of the transceivers and other engineering
considerations. At mm-wave frequencies, it is common to integrate 32 elements on a single
die, and it may be possible to increase this further to 64 depending on silicon area/utilization,
the number of I/O pads, and the length of the antenna routing. At lower carrier frequencies
generally the number of elements per die is smaller since the silicon area tends to be larger
(for the passives) and the antennas are farther apart.

The module abstraction also provides a clean logical partition in the hierarchy. The
implementation of the module is an engineering decision which should not impact how the
overall system is put together. For example, a module could be implemented as a single
mixed-signal system-on-chip, as separate analog and digital chips, or even as multiple front-
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modules.

end ICs with analog combining on-package and an FPGA-based digital processor. The
module abstraction hides all of these implementation decisions behind a common interface.

As a result, the modular design permits simple scaling to larger number of antenna
elements as depicted in Figure 3.8. Since the modules are identical, more can be added onto
the interconnect without changing the fundamental way in which the array is organized.
For these reasons, this distributed, modular design is the preferred design paradigm for
implementing next-generation large antenna arrays.

3.3 Fully Distributed Signal Processing with

Two-Stage Beamforming

Section 3.2 proposed that distributed beamforming is critical to managing the data inter-
connect bandwidth. Any rank K pre-processing matrix Gdistr is sufficient to perform this
dimensionality reduction. In that case, is there any strategy to intelligently choose Gdistr?
In particular, the conjugate, zero-forcing, or MMSE beamforming matrices all meet this re-
quirement — is there any reason to prefer one over another? Furthermore, while distributed
beamforming eliminates global dependences in applying the beamforming weights, it does
not necessarily remove global relationships in computing the beamformer itself. Is it pos-
sible to make the computation of the beamformer fully decentralized as well? This section
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proposes a novel two-stage beamforming algorithm consisting of a fully distributed conju-
gate beamformer, with no inter-element estimation or computation dependencies, followed
by a centralized stage which performs user separation. A simpler form of this structure
was proposed in [111] for a hybrid beamforming scenario with zero-forcing only. The main
novelty here is to extend to more general processing and algorithms and to introduce a fully
distributed channel estimation structure to complement the beamformer.

There is a key practical difference between conjugate, zero-forcing, and MMSE beamform-
ing algorithms. The conjugate beamforming matrix is obtained solely through a complex
conjugate operation on each element of the channel matrix. As a result, no global channel
state information is needed. Each transceiver could autonomously compute its conjugate
beamforming coefficients for each user stream using purely local channel state information.
In contrast, ZF and MMSE beamformers must compute the inverse of a correlation matrix,
which is only possible after pooling channel state information from all elements and users.
As a result, a naive implementation of ZF or MMSE would require channel estimates to be
forwarded the central processor, which computes the global beamforming matrices and sends
the relevant information back to each element.

Based on this discussion, when evaluating how to choose Gdistr it is clear that the conju-
gate and ZF/MMSE algorithms are not equivalent. Any of these techniques can appropriately
reduce the dimensionality of the data payload. However using the ZF or MMSE beamformer
for Gdistr requires an initial step of pooling channel estimates, computing matrix inverses,
and then broadcasting the beamforming weights. This is a relatively modest burden from
the perspective of interconnect bandwidth but imposes significant latency. This processing
latency would require each transceiver to buffer incoming data until the global beamforming
weights are computed and broadcasted.

This bottleneck can be overcome using a two-stage beamforming architecture which im-
plements ZF or MMSE in a fully distributed fashion. The key identification is that the
conjugate, ZF, and MMSE beamformers — in (2.11), (2.14), and (2.18), respectively —
share a common structure. Each of these algorithms can be expressed as a conjugate beam-
former followed by a decorrelation operation (Figure 3.9). The conjugate beamforming step
is responsible for physically forming the beam lobe which points towards the incoming energy.
In a sense this creates a virtual directional antenna which tracks the user’s physical location.
The decorrelator then separates out the multiple spatial streams according to the desired
objective function. This deconstruction applies for both receive and transmit directions.

As such, all three of these algorithms could be mapped onto the common structure
shown in Figure 3.10. First, conjugate beamforming is applied in a fully distributed manner
as described in Section 3.2.2, with both channel estimation and beamforming taking place
autonomously at each element. With this operation, the data at the central processor expe-
riences effective K ×K channel Heff = GconjH . Therefore, the central processor estimates
this effective channel and computes the appropriate decorrelation matrices.

How should the central processor estimate the effective channel? If the channel estimation
pilots could be processed with conjugate matrix Gconj then they would naturally carry
information about Heff . This can be achieved using the structure shown in Figure 3.11.
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The exact implementation depends on the relevant standard; however the key idea is to delay
the incoming data while the channel estimate is computed and then apply the conjugate
beamforming weights to both pilots and data. This delay only has to match the latency of
the channel estimation block which is quite low due to the relative simplicity of this task.
Generally a delay of a single OFDM symbol would be sufficient and the overhead is quite low.
For example, this could be implemented as an in-memory processing unit (where memory
and logic are co-located and tightly coupled) combined with several other functions on the
common module. Overall, the two-stage approach provides a methodology for implementing
any form of central processing algorithm with no additional communication overhead or
processing latency.

The proposed two-stage beamforming also provides a level of abstraction between en-
ergy collection (conjugate beamforming) and user stream separation (ZF/MMSE/etc) —
two tasks which are conceptually separate. This abstraction cleanly decouples the imple-
mentation of the conjugate beamformer from the decorrelator. For instance, the conjugate
beamforming could be applied in the analog domain while back-end zero-forcing is performed
in digital1. Or, a frequency-flat conjugate stage could be coupled with a frequency-dependent
decorrelator. This complements and builds on the approach and design philosophy in Section
3.2 for devising a scalable and modular array architecture.

3.4 FIR Filter-Bank Beamforming

So far, this chapter has proposed a modular and scalable array architecture encompassing
signal processing, data interconnect, and hardware functions. An important goal of this
effort was to devise an architectural framework that encompasses both analog and digital
beamforming implementations. In the communications field, “analog beamforming” is almost

1If the conjugate beamforming is done in analog, then an analog memory or delay network would be
needed to store the pilots while the beamforming ccoefficients are computed. One simple way around this
(with throughput overhead) would be to send duplicate pilots for conjugate and ZF stages.
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always taken to mean phased arrays implementing RF, LO, or baseband phase shifting (in
a frequency-flat manner). This section expands this way of thinking by presenting a more
sophisticated time-domain beamforming technique. The proposed technique uses a bank of
FIR filters to implement spatio-temporal processing which can form multi-user, frequency-
dependent beamforming patterns. Though this is not inherently an analog technique, a key
motivation behind this study is to devise an analog-friendly implementation.

Wideband beamforming has been an important consideration in array engineering, par-
ticularly in radar applications. Because the notion of “wideband” in arrays is defined relative
to the array size, very large arrays experience progressively more significant wideband ef-
fects even for relatively narrow instantaneous signal bandwidths. It was recognized early on
that time-domain processing was needed to implement frequency-dependent beamformers
[29, 112, 113]. A common way to implement this generalizes a phased array by introducing
an FIR filter of phase shifts. The added time dimension enables simultaneous spatial and
temporal processing of the incoming signal, forming wideband beams.

In the communications field, time-domain processing has been studied under the label
of “time-reversal processing” [114–118]. Generally these studies consider a single-user or
multi-user scenario where the base-station is equipped with only a single antenna. It then
uses the temporal resolution of the channel to identify users and separate out their signal.
This work extends those results by considering explicitly multi-antenna base-stations which
can use spatial and temporal processing.

This section seeks a time-domain implementation of the frequency-domain algorithm in
section 2.3.2. This extends previous work in wideband arrays in three ways. First, we
apply the wideband beamforming principles from other array applications to the field of
communications. Second, we consider the case of multi-user spatial + temporal zero-forcing
— temporal equalization combined with spatial separation of streams — using the least-
squares algorithm based on channel estimates. Third, we consider this structure in the
massive MIMO limit and some implementation details.

Why bother looking for a time-domain alternate to the FFT beamformer? Despite its
simplicity, frequency-domain beamforming has some limitations. First, frequency-domain
beamforming is not easily amenable to analog implementations since it requires an FFT.
Second, in some conditions the computational complexity may be dominated by the re-
quirement to perform one FFT per element. Finally, frequency-domain equalization requires
cyclically-prefixed modulation formats, which lose some spectral efficiency from the cyclic
prefix. A fully time-domain implementation could overcome one or more of these drawbacks.

3.4.1 Review of FIR Equalizers for SISO Channels

In order to develop the full MIMO time-domain beamformer, it is useful to review how FIR
equalizers (also known as feedforward equalizers — FFEs) are constructed. This well-known
problem consists in solving a least-squares equation to compute the coefficients for a SISO
FIR equalizer. It is commonly used in wireline trasceivers for FFEs.
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Figure 3.12: SISO FIR equalizer design scenario.

Consider a SISO channel with impulse response

h[n] =
L−1
∑

l=0

hlδ[n− l] (3.7)

where L is the impulse response length. Suppose it is desired to equalize this channel using
a finite impulse response (FIR) filter geq at the receiver (Fig. 3.12). The objective is:

(geq ∗ h)[n] =
∞
∑

k=−∞

geq[k]h[n− k] = δ[n− n0] (3.8)

where the equalized latency n0 and the equalizer length N are chosen by the designer. This
can be reframed as a matrix equation. The equalized impulse response has length L+N−1.
The (L+N − 1)×N Toeplitz convolution matrix of the channel h is:

H̃ =































h0 0 0 . . . 0
h1 h0 0 . . . 0
h2 h1 h0 . . . 0
...

...
...

. . .
...

hN−1 hN−2 hN−3 . . . h0

0 hN−1 hN−2 . . . 0
0 0 hN−1 . . . 0
...

...
...

. . .
...

0 0 0 . . . hL−1































(3.9)

It can be easily verified that when multiplying by an N × 1 vector of coefficients v, this
matrix implements the convolution of h with v.

Now (3.8) can be cast into matrix form as follows:

en0
= H̃g (3.10)

where en0
is an (L+N−1)×1 vector of all zeros except for a one in the n0’th position. This

is an over-determined system since there are N + L− 1 equations but only N free variables
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(the equalizer coefficients). Therefore, it must be solved in a least-squares sense:

ĝH
zf = (H̃

H
H̃)−1H̃

H
en0

(3.11)

The resulting N -coefficient equalizer is the least squares optimal FIR equalizer for the given
channel2. This is known as ”zero-forcing” equalization since it forces the inter-symbol inter-
ference to zero.

It is possible to construct an MMSE equalizer for a SISO channel as well. Here we have
that

r[n] =
L−1
∑

l=0

h[l]d[n− l] + w[n]

d̂[n] =
N−1
∑

k=0

g[k]r[n− n0 − k]

(3.12)

where, as before, the latency n0 is arbitrary and can be chosen by the designer. Applying
the orthogonality conditions:

E[(d[n]− d̂[n])r[k − n0]] = 0 ∀k ∈ [0, N − 1] (3.13)

results in the MMSE equalizer:

gH
mmse = (H̃

H
H̃ + σ2IN)

−1H̃
H
en0

(3.14)

where σ2 is the thermal noise variance. It is interesting and satisfying that the zero-forcing
and MMSE equalizer give results very similar to those obtained for beamforming above.
This is very natural since beamforming could be thought of as spatial equalization.

3.4.2 Design of Time-Domain Beamformers

The objective is then to generalize the SISO technique to cover SIMO and MIMO channels.
We begin with the SIMO or MISO case. Consider a SIMO channel where the channel from
the transmitter to antenna i is denoted by hi. The objective is to design a receive filter at
each antenna, gi, such that

M
∑

i=1

hi[n] ∗ gi[n] = δ[n− n0] (3.15)

Notice that this is a statement of both beamforming (sum the signals arriving at each
antenna) as well as zero-forcing equalization (eliminate inter-symbol interference). Following
the same process as in the SISO case, construct the channel convolution matrix as the
concatenation of the the individual channel convolution matrices:

H̃ = [H̃1 H̃2 . . . H̃M ] (3.16)

2Note this is how feed-forward equalizers (FFEs) are designed for wireline links.
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Note that this matrix has dimensions (N +L− 1)×MN . Similarly, construct the MN × 1
vector of equalizer coefficients by concatenating the coefficients of the equalizer at every
element:

gsimo = [gT
1 gT

2 . . . gT
M ]T (3.17)

Finally, the constraint (3.15) can be written as a matrix equation

en0
= H̃gsimo (3.18)

Because this system of equations is under-constrained, the least-squares solution is:

gsimo,zf = H̃
H
(H̃H̃

H
)−1en0

(3.19)

Using a similar procedure as above, it is possible to derive the MMSE FIR beamformer.

gsimo,mmse = H̃
H
(H̃H̃

H
+ σ2IN+L−1)

−1en0
(3.20)

This result can be straightforwardly extended to the MIMO case. Now, each element in
the array is equipped with K FIR equalizers (Fig. 3.13). Both the channels and equalizers
are labeled with indices i and j, where i is the antenna index and j the stream index. Now
the beamforming and equalization constraint is

M
∑

i=1

gij[n] ∗ hjk[n] = δjkδ[n− n0] (3.21)

where δjk is the Kroenecker delta. This objective extends the SIMO/MISO case by introduc-
ing an additional zero-forcing beamforming constraint which states that user j’s filter bank
should completely reject user k’s signal if j 6= k.

Proceeding as before, construct the K(N + L− 1)×MN channel Toeplitz matrix as

H̃ =







H̃11 H̃21 . . . H̃M1
...

...
. . .

...

H̃1K H̃2K . . . H̃MK






(3.22)

Similarly, form the MN ×K matrix of receive filters as

gmimo =







g11 . . . g1K
...

. . .
...

gM1 . . . gMK






(3.23)

Finally, form the K(N + L− 1)×K matrix of desired responses as

Dmimo = diag(en0
) (3.24)
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Figure 3.13: Block diagram of a receiver using the proposed time-domain beamforming and
equalization — each receiver is equipped with a bank of K FIR filters.

which is a block diagonal matrix with en0
on the diagonal and zeros elsewhere. Note in

general the latency n0 could be chosen independently for each user, but without loss of gen-
erality we omit that case. Dmimo establishes the beamforming and equalization constraints
by enforcing equalization on the diagonal and zero-forcing beamforming off-diagonal. As
before, since the system is under-constrainted the zero-forcing solution is:

gH
mimo,zf = H̃

H
(H̃H̃

H
)−1Dmimo (3.25)

The MMSE solution is:

gH
mimo,mmse = H̃

H
(H̃H̃

H
+ σ2IK(N+L−1))

−1Dmimo (3.26)

This result gives a recipe for designing a K-parallel filter bank at each element which
separates user streams in the space-time domain. It is helpful to consider the special case of
N = 1, L = 1: If the channel has no postcursors (L = 1), then no equalization is required
(N = 1). Under these conditions, H̃ becomes the narrowband flat-fading channel matrix
HT and Dmimo = 1. Consequently, (3.26) and (3.25) become exactly (2.19) and (2.13),
respectively. It is clear that the FIR formulation contains as a special case narrowband
beamformer design.

3.4.3 MIMO FIR Beamformer in the Large Array Regime

The asymptotic behavior of the FIR beamformer as M grows large reveals useful intuition
about how this algorithm operates. Additionally, it uncovers striking parlalels with the
conventional frequency-domain implementation.
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Let us consider first the SIMO/MISO case (3.19) and analyze the correlation matrix R:

R = H̃H̃
H
= [H̃1 H̃2 . . . H̃M ][H̃1 H̃2 . . . H̃M ]H

=
M
∑

i=1

H̃ iH̃
H

i =
M
∑

i=1

Ri

(3.27)

Using the fact that H̃ i is Toeplitz, each such Ri has the following structure:

[Ri]jk = hi[−(N − 1− j) : j] · hi[−(N − 1− k) : k]H

[Ri]jk = [Ri]
∗
kj ∀j, k ∈ [0, N + L− 2]

(3.28)

Here the notation h[a : b] indicates the part of vector h from index a to b, with zero-padding
for all negative indices. Therefore we can simplify:

[Ri]jj =

j
∑

l=−(N−1−j)

|hi[l]|2

[Ri]jk =

j
∑

l=−(N−1−j)

hi[l]hi[l − j + k] j 6= k

(3.29)

Intuitively, each column of matrix Ri is formed by taking an N -sample window of zero-
padded impulse response hi and convolving it with the conjugate, time-reversed impulse
response h

(tr)
i .

Plugging this result into (3.27), we obtain:

1

M
[R]jj =

1

M

M
∑

i=1

j
∑

l=−(N−1−j)

|hi[l]|2

1

M
[R]jk =

1

M

M
∑

i=1

j
∑

l=−(N−1−j)

hi[l]hi[l − j + k] j 6= k

(3.30)

Taking the limit as M → ∞, the diagonal elements of R converge to the average power in a
given channel impulse response window. The off-diagonal elements depend on the correlation
between hi[l] and hi[l − j + k] for j 6= k — that is, the correlation between different taps
of the channel. As long as the taps of the channel impulse responses are uncorrelated, the
off-diagonal elements converge to 0. This condition is satisfied both for Rayleigh fading as
well as for environments where postcursors have different direction of arrival than the cursor.
Under these conditions of channel impulse response orthogonality, as M grows large,

gsimo,zf → H̃
H
Σen0

(3.31)
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where Σ is a diagonal matrix. Since en0
is a vector of all zeros except for the n0’th, gsimo,zf

is just a scaled copy of the n0’th column of H̃
H
. Therefore, the equalizer gi at element i has

coefficients:
gi = h∗

i [n0 −N − 1 : n0]
(tr) (3.32)

That is to say, in the large array limit, the optimal SIMO receive filter is given by conjugate
time-reversing an N -sample window of the channel impulse response hi. This is nothing but
a windowed matched filter!

This result can easily extend to the MIMO case:

1

M
[R](L+N−1)p+j,(L+N−1)p+j =

1

M

M
∑

i=1

j
∑

l=−(N−1−j)

|hip[l]|2

1

M
[R](L+N−1)p+j,(L+N−1)q+k =

1

M

M
∑

i=1

j
∑

l=−(N−1−j)

hip[l]hiq[l − j + k] j 6= k

(3.33)

If the channel impulse responses of different users are uncorrelated, then this result converges
in the same way as the SIMO case above. Consequently,

gmimo,zf → H̃
H

mimoΣDmimo (3.34)

where Σ is some diagonal matrix, and therefore

gip = h∗
ip[np −N − 1 : np]

(tr) (3.35)

where np is the chosen latency of user p’s receive filters. This result indicates that in the
large array limit, the optimal MIMO receive filter is a windowed matched filter for each user,
with no need for inter-user zero-forcing.

This is a significant result for several reasons. First, it was shown in Section 3.1.3 that
in the ”massive” array limit, conjugate beamforming was optimal. This result is simply
the generalization of that to multi-tap channels. Second, from basic Fourier theory it is
known that if h[n] has DFT Hk, then the DFT of the conjugate, time-reversed sequence
h[−n]∗ is H∗

k , which gives exactly the conjugate beamforming coefficients expected from a
frequency-domain beamformer. Consequently, at least in the limit of large M , the FDE
and FIR beamformers are identical and the tradeoff of which to use depends on the channel
characteristics.

Why should this optimal beamformer converge to a matched filter? As long as different
taps of the channel impulse response are uncorrelated, the channel will be self-equalized just
by virtue of being orthogonal to the receive filter. Consquently, the receive filter design
should merely focus on collecting as much energy as possible, which is accomplished by a
matched filter. This also suggests a design intuition for selectingN and n0. These parameters
should be chosen to maximize the energy collected from the channel impulse response.
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Figure 3.14: Two-stage FIR beamforming: bank of matched filters at each antenna followed
by summation network and a K ×K matrix FIR zero-forcing beamformer/equalizer.

The asymptotic analysis reveals a deep insight into how the FIR beamforming algo-
rithm operates. Much as the frequency-domain zero-forcing could be split into a conjugate
beamformer followed by a zero-forcing operation, a similar factoring applies to the FIR beam-
forming algorithm. A two-stage implementation of FIR beamforming consists of a bank of
matched filters followed by a MIMO matrix equalizer which compensates for inter-symbol
and inter-user interference (Figure 3.14).

3.4.4 Equivalence of FIR and FDE Beamformers

The analysis in the previous section showed that FIR and FDE beamformers are identical
in the limit as M grows large. Is this true in general or only in this limit?

We can motivate the equivalence of FIR and FDE techniques by comparing the computed
equalizers for individual channel instantiations as well as the aggregate performance across
an ensemble of channels. Figure 3.15 plots the frequency response and impulse response of
one branch of the FIR or FDE beamformers in a MIMO system. As shown, these results
reveal exact correspondence between the beamformer computed with the frequency-domain
or time-domain algorithm.

Figure 3.16 compares the performance of FIR and FDE beamforming with M = 16 and
K = 2 across a collection of channels fitting WLAN model C. It is clear that the performance
of FIR and FDE is identical, indicating that FIR filter bank beamforming can fully exploit
the frequency-dependent spatial signature of the channel.

Combining both the individual channel instantiations and the statistical results, it is fair
to conclude that the FIR and FDE beamformers implement the equivalent beamforming
algorithm.
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Figure 3.17: Optimal FIR-beamforming structure for implementation on a subarray basis
when K < S.

3.4.5 Computational Complexity of FIR and FDE Beamformers

The preceding sections have described how to design and implement a time-domain MIMO
beamformer which is equivalent to an FDE ZF beamformer. These two algorithms are
equivalent and implement the identical solution. What is the difference in computational
complexity between the time- and frequency-domain implementations?

This comparison should take into the account the arithmetic operations required, the
number of storage elements and memory operations, and the complexity of computing the
beamformer. For the FDE structure, each antenna element is equipped with an Nsc-point
FFT, each of which requires approximately 1

2
Nsc log2 (Nsc) arithmetic operations and ap-

proximately Nsc storage elements. Additionally, to process a full OFDM symbol through the
beamformer, MKNsc complex multiplies are required.

For the FIR structure, each antenna element is equipped with K FIR filters, each of
length L where L < Nsc

3. Each filter bank requires KLNsc complex-multiplies to process
an OFDM symbol. The storage elements can be shared across S front ends, as shown in
Figure 3.17 (using a transpose FIR filter; if K > S, a transverse structure is preferred).
Consequently, each filter bank only needs KL/S storage elements.

Finally, to compute the FDE zero-forcing matrices for each subcarrier, Nsc K×K matrix
inversions are needed. In contrast, to compute the MIMO equalizer for the FIR structure, a
single KL ×KL matrix inversion is required. The computational complexity of an N × N
matrix inversion is roughly N3.

The overall computational complexity of the FDE and FIR algorithms is summarized in
Figure 3.18. Three points stand out. First, unless L is very small (on the order of 2-4),
FIR beamforming requires more arithmetic operations. This is quite intuitive — after all, a
key advantage of OFDM is that frequency-domain equalization is much simpler than time-
domain equalization. Second, delay cell sharing across a subarray cuts down on the number
of storage elements needed by FIR beamforming. Depending on the exact implementation

3A reasonable ballpark for L is around Nsc/4
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Figure 3.18: Comparison of the computational complexity of FDE and FIR beamformers to
process one OFDM symbol (N = Nsc).
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Figure 3.19: Block diagram of a receiver using combined time- and frequency-domain process-
ing: a matched filter bank per receiver followed by a ZF or MMSE FDE on a per-subcarrier
basis.

details, FIR beamforming may have somewhere between 1 and 1/4 as many storage elements
as the FDE.

Finally, and most importantly, there is an enormous disparity in the matrix inversion
cost. This again reflects the vastly simplified complexity of frequency-domain equalization.
The requirement to invert enormous matrices to evaluate the FIR beamformer makes this
algorithm impractical to use in this form.

3.4.6 Mixed Time- and Frequency-Domain Algorithm

The number one drawback of the FIR beamformer is that the computation of the matrix
equalizer portion is extremely complex. In contrast, the front-end matched filter is no more
complex to compute than the equivalent frequency-domain conjugate beamformer.

Since the FIR and FDE beamformer implementations are equivalent, one could imag-
ine implementing the beamforming-equalization algorithm partially in the time domain and
partially in the frequency domain. As noted above in Section 3.3 and Section 3.4.3, both
FDE and FIR algorithms can be factored into a conjugate step followed by a decorrelation
or zero-forcing step. This suggests an implementation consisting of a time-domain conjugate
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beamformer followed by frequency-domain post-processing (Fig. 3.19). Note that this is sim-
ply a generalization of the frequency-flat beamformer by allowing each conjugate beamformer
to have frequency-varying response. According to the equivalence demonstrated above, this
will be identical to a completely time- or frequency-domain implementation.

This structure offers a few advantages compared to a fully time-domain implementation.
First of all, as described in Section 3.3 the matched filter can be easily estimated locally
at each element. Second, the equalization and post-processing is simpler to compute and
implement in the frequency-domain, avoiding the huge computational complexity of solving
(3.26).

The main disadvantage of this structure is that it requires CP-equipped modulation
formats to enable the frequency-domain processing in the back-end. Additionally, the length
of the receive matched filter must fit within the CP requirements. Since each receiver utilizes
a matched filter with N taps to beamform, the effective channel impulse response length is
N+L−1. In order to ensure that the circular convolution property of OFDM and SC-OFDM
still holds, it is necessary that the length of the guard interval be greater than N + L − 1.
Alternatively, it is possible to ”under-budget” the CP and instead apply the beamforming
matched filter in a block manner rather than as a streaming FIR filter. This would require
each receiver to recover each CP-precoded symbol, strip the CP, cyclically extend it again,
and apply the receive filter.

3.4.7 Summary

In this section, a time-domain equalizer-beamformer has been proposed for MIMO channels.
By applying the simultaneous constraints of equalization and beamforming (in either a ZF
or MMSE sense), this algorithm constructs a bank of K FIR filters at each element which
both equalize and beamform a multi-stream signal. This algorithm can be considered a
generalization of narrowband beamformers. Furthermore, it is completely equivalent to the
FDE beamforming problem and represents a time-domain implementation which achieve the
identical solution. Finally, it exhibits the expected massive MIMO convergence behavior to
a matched filter.
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Chapter 4

Carrier Generation and
Synchronization

Chapter 3 considered the task of data aggregation and processing in large arrays. A modular
and distributed system architecture was proposed in order to manage the complexity of
this task. In a similar vein, synchronization of the many array elements has a significant
impact on both the design/implementation complexity and the achievable performance. It is
critical to ensure that all the elements are carrier (RF) synchronized to each other for proper
array operation. However, if not done carefully, this may require global synchronization
loops which impose a bottleneck to the array power consumption, design complexity, and
scalability.

This chapter considers the carrier synchronization of massive MIMO arrays, which refers
to the generation and tracking of the carrier frequency and phase. Up- and down-conversion
mixers use a local oscillator (LO) to translate in frequency between the baseband signal and
the modulated RF carrier. This LO must be phase and frequency synchronized, both across
the entire array as well as “over the air” with the other side of the wireless link.

In traditional SISO links carrier synchronization is accomplished with a variety of hard-
ware and signal processing blocks. This chapter considers how to design carrier synchroniza-
tion subsystems for the massive MIMO regime, proposing a combination of architectural,
hardware, and signal processing tools to ensure low-power and high-accuracy carrier syn-
chronization. In short, we motivate that global carrier recovery is ideal from a performance
standpoint but excessively power-hungry to implement, and instead propose more sophisti-
cated techniques to reduce the power of the LO subsystem and mitigate performance impacts
that arise. First we will analyze how the choice of distribution architecture impacts the total
power consumption and scalability of the array. Next we will show that the LO generation
architecture also impacts the array performance and describe the mechanisms by which this
occurs. Finally, we will develop design guidelines for hardware and signal processing blocks
in the LO subsystem which can mitigate the performance loss mechanisms in large arrays.
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4.1 LO Distribution Architectures

The LO is usually generated using a phase-locked loop (PLL) which generates a high-
frequency oscillation locked to a stable low-frequency reference. Due to their tunability,
voltage-controlled oscillators (VCOs) have poor frequency and phase stability. On the other
hand, crystal oscillators (XOs) generate very precise and stable oscillations but at a fixed,
and typically low, frequency. Common XO frequencies range from single to few hundred MHz
and are determined by the mechanical properties of the crystal. By placing a high-frequency
VCO in a feedback loop referenced to an XO (Fig. 4.1), a PLL can transfer the phase and
frequency stability of the crystal to the VCO. PLL-based carrier generation is used so widely
because it combines the very high precision of the XO with the variable multiplication ratio
and wide tuning range of the VCO.

In SISO links, the TX and RX are each equipped with a PLL which generates their LOs;
carrier synchronization is only needed to synchronize the receiver to the transmitter. In
arrays, there is an additional degree of complexity in ensuring that all the elements in the
array are synchronized to each other1. In this case, the conceptually simplest LO distribution
architecture is a fully centralized one’: generate a single centralized LO and distribute that
to every single transceiver in the array. This attempts to replicate the SISO architecture in
the massive MIMO regime and ensures that all the transceivers are perfectly synchronized.
In fact this is a nearly universal design choice for single-chip arrays with 16-32 elements on a
single die. In this regime the total LO subsystem power consumption is relatively insensitive
to the architecture and the complexity reduction of a fully centralized LO generation justifies
this design choice.

When moving to larger arrays, particularly where the transceivers are divided among
multiple chips, the brute-force solution is much more challenging. Much as data aggregation
across the large physical size of the array proved challenging, the power cost of routing a
high-frequency LO across large distances is significant. This motivates a desire to consider
distributed LO generation architectures more suitable for the massive array regime which
could avoid this problem. The danger is that distributed LO generation may introduce some
de-synchronization of the LOs. As such, both the power consumption and the performance

1This applies to baseband analog or digital beamforming architectures, where each transceiver needs an
LO, but also to architectures where multiple RF-beamforming subarrays are fused in the baseband domain.
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impacts of these distributed LO generation architectures must be considered. This section
introduces three main LO generation architectures and presents a model which captures the
LO subsystem power consumption. In subsequent sections we will analyze the performance
of large MU-MIMO arrays with distributed LO generation and derive design intuitions which
ensure proper array synchronization.

4.1.1 LO Subsystem Components

Regardless of how the LO architecture is designed, at the very minimum the entire array
must share a single low-frequency reference. If this were not the case, it would be impossible
to reliably synchronize the entire array. This case has been studied in the literature, and it
is shown that with asynchronous operation the array has a “coherence time” beyond which
a calibration procedure must be re-initiated [119–122]. However, as long as the entire array
shares a single XO, all other architectural decisions are fair game.

With this assumption, the entire LO subsystem consists of distribution network for the
low-frequency (XO) reference, one or more VCO/PLLs, a distribution network for the LO
itself, and finally the load, which almost always consists of the up-/down-conversion mixers.
We can express the power consumption of the entire LO chain as:

PLO = Pload + Pdistr + PV CO + PPLL + Pref . (4.1)

Here Pload represents the power that must be delivered to the load (e.g. the mixers), Pdistr

is the power required to route the high-frequency LO, PV CO is the power burned in the
VCO, PPLL is the power burned in the rest of the PLL, and Pref is the power for reference
distribution.

The load power depends on the mixer design, which is determined by its signal-path
specifications such as noise figure and conversion gain or loss. As such, the mixer design
does not depend on the LO chain design, but rather on the signal chain design, and therefore
does not change with LO architecture.

In contrast, the LO and reference distribution networks are largely determined by the LO
generation hierarchy and specifically the physical distance over which these signals must be
routed. Furthermore, since the reference is much lower frequency than all the other signals
in the array, its distribution network consumes very little power compared to other LO
components. Therefore, it is generally safe to neglect the power consumed in the reference
distribution.

The VCO power is largely set by its performance requirements. Various noise mechanisms
in the VCO lead to random fluctuations in its phase compared to that of an ideal oscillator,
referred to as phase noise. Noisy LOs can lead to undesirable degradations in the radio
performance, such as constellation error, out-of-band emissions, and sensitivity to jammers.
A VCO can be characterized by its figure of merit (FoM), which is a function of the quality
factor and circuit architecture. In general, the amount of VCO phase noise is inversely
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Figure 4.2: Three main LO distribution architectures. (a) Central carrier generation (CCG),
(b) Local carrier generation (LCG), (c) Generalized carrier generation (GCG).

proportional to its DC power consumption [123–125].

L(f∆) =
(fLO

f∆
)2FoMV CO

PV CO

(4.2)

Given a phase noise specification, the VCO power consumption is increased until that spec
is met.

It has been shown that in arrays, the uncorrelated phase noise of individual VCOs is
averaged to yield an improvement proportional to the number of oscillators [119, 126, 127].
This means that, compared with a single VCO, an array of S VCOs can relax the performance
of each individual VCO by S; consequently, each VCO’s power can be reduced by the same
factor. As a result, to first order the power-performance point of an array of VCOs is
independent of the number of VCOs.

In contrast, the other elements of a PLL such as phase detector and divider contribute
overhead power which does not depend on the required performance level. Therefore, even
if the VCO specifications can be relaxed to save power, the power consumption from the
remaining PLL components cannot be reduced.

In summary, the LO subsystem consists of a variety of components and stages. Of these,
the load, VCO, and reference distribution consume approximately the same power regardless
of LO architecture. Instead, it is mainly the PLL overhead and the carrier distribution
network which can be changed as a function of the LO architecture. The goal is then to find
the optimal architecture which will manage these two sources of LO power.

4.1.2 Comparison of LO Distribution Architectures

Figure 4.2 presents several different LO distribution architectures. The conceptually simplest
option is a central carrier generation (CCG) scheme, where a single central PLL generates the
LO with the desired phase noise profile and that LO is distributed at the carrier frequency to
each element (Figure 4.2a). In this scenario, the LO distribution network needs enough gain
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to overcome the large loss associated the long-distance routing and splitting; the distribution
buffers would therefore burn a large amount of power.

The opposite option is a local carrier generation (LCG) scheme, where a local PLL is used
at each element and all the PLLs are locked to a common low-frequency reference (Figure
4.2b). In this scenario the power consumption is dominated by the hundreds of PLLs since
the mm-wave distribution is very short and the reference distribution consumes a trivial
amount of power. As described above, by exploiting the averaging of uncorrelated phase
noise, to first order the combined power of the VCOs in LCG should equal the power of
the VCO in the CCG scheme [127]. As a result, in the LCG scheme it is the PLL overhead
rather than the VCO which dominates the power consumption due to the huge number of
PLLs.

The trade-off between the CCG and LCG schemes comes from balancing distribution
power against PLL overhead power. In practice we can consider a generalized carrier gener-
ation (GCG) scheme, consisting of several PLLs that each serve multiple elements (Figure
4.2c).

The power of different LO distribution architectures can be compared quantitatively as a
function of N , the number of elements per PLL. N = 1 corresponds to the LCG scheme and
N = M to the CCG scheme, where M is the number of array elements. As discussed above,
Pdistr and PPLL are most closely tied to the overall system architecture. Pdistr accounts for
the power needed to overcome loss in the distribution network, which primarily consists of
routing loss and the loss in power splitters (excess loss above the desired power splitting).
It is important to note that these losses increase with frequency. PPLL depends on both the
design of the PLL as well as the architectural choice of how many PLLs to use.

To quantitatively compare these architectures, a model for the routing loss is needed.
Consider a scenario with an M -element array, implemented with a unit IC which contains
P elements. Therefore, there are M/P such ICs. For simplicity, we model the on-chip
distribution and splitting as “free” since the chip is small relative to the wavelength and the
metal stackup is high quality. Instead, only the off-chip (board or package) routing loss is
considered. As a function of the number of elements per PLL, N , the routing loss is

Lroute =
1

2

log2 NX−1
∑

s=log2 PX

2s√
M

DXLmm +
1

2

log2 NY −1
∑

s=log2 PY

2s√
M

DYLmm (4.3)

This models the use of an H-tree to distribute the LO on the board or package, with loss Lmm

per unit millimeter and total array x/y dimensions of DX by DY . Similarly, the splitting
loss from using a S-way splitter is

Lsep = max (0, logS N/P )Lsplit (4.4)

Using (4.2), it is possible to find the VCO’s DC power consumption for a given phase noise
spec, PV CO. In dBm, the total distribution loss is then

Pdistr = PV CO + 10 log10 ηosc + Lroute + Lsep − 10 log10 ηdriver (4.5)
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Figure 4.3: LO subsystem power consumption versus PLL hierarchy. (a) 5GHz array. b)
75GHz array. (c) Model parameters.

where the driver amplifiers have efficiency ηdriver. Note that all the N -dependence in this
equation arises from the Lroute and Lsep terms.

To illustrate the significance of these design choices, this model is used to analyze the
power consumption of the LO subsystem in a cellular band (5GHz) and E-band (75 GHz)
massive MIMO array. Figure 4.3 presents the results of this architectural analysis, plotting
the power consumption as a function of N in both scenarios. In both low- and high-frequency
scenarios, the choice of architecture is very significant to the overall power and complexity
of the LO chain. By choosing the optimum architecture, the power can be reduced by 5-10x
compared to a CCG or LCG implementation.

This architectural comparison makes it clear that massive MIMO arrays require careful
design of the LO subsystem to manage power and complexity. In particular, the optimum
architecture involves distributed generation of the LO which potentially runs the risk of de-
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synchronizing the elements. In light of these architectural optimizations, it is important to
analyze how the choice of LO architecture influences the performance of the overall system.
How does distributed frequency generation influence inter-element and inter-user synchro-
nization? The remainder of this chapter will study how the LO generation architecture
affects the achievable performance of large array systems. We will use the CCG and LCG
schemes to illustrate extremes of behavior and finally show that with multi-user operation,
the performance of a GCG scheme strongly depends on the choice of N .

4.2 Phase Noise Filtering Loops

In a wireless link, the instantaneous phase of the received signal is a function of the trans-
mitted data sequence, the transmitter’s phase and frequency drift, the phase of the channel
propagation, and the receiver’s phase and frequency drift. As such, the receiver is equipped
with a number of signal processing loops which attempt to estimate and cancel these various
phase contributions, with the goal of isolating the phase of the transmitted data sequence
from the other contributions. In general, channel estimation is used to measure the propaga-
tion environment, PLLs are used to syntesize phase- and frequency-stable LOs, and carrier
recovery is used to track residual phase and frequency offsets in the baseband data prior to
demodulation.

4.2.1 Phase-locked Loops

As described above, PLLs are used to generate a stable carrier from a low-frequency reference.
As part of this operation, PLLs filter the phase noise of both the XO and the VCO, making
it possible to achieve very good phase noise characteristics at the carrier.

The phase noise of an open-loop oscillator follows a Wiener process, which describes a
random walk in phase. The phase variance in this case is well-known: σ2[n] = nσ2

0 [119, 120,
122, 128–130]. In the frequency domain this creates a 1/f 2 characteristic. The time-domain
variance and the frequency-domain linewidth both characterize the quality of the oscillator:
a very high quality oscillator will have low variance/linewidth while a lower quality one has
large variance and linewidth.

The reference comes from a high quality XO which achieves excellent phase noise per-
formance due to its very high Q. In fact, the XO phase noise is good that typically its 1/f 2

noise can be neglected, and instead the phase noise is dominated by the white thermal jitter
introduced by its distribution buffers. In contrast, the VCO’s phase noise consists primarily
of its 1/f 2 PSD.

The PLL’s loop filter is designed to filter the XO and VCO phase noise (see [131] for
a discussion of how the loop filter is designed in a common charge-pump PLL). The loop
filter acts to low-pass filter the reference phase noise while high-pass filtering the VCO phase



CHAPTER 4. CARRIER GENERATION AND SYNCHRONIZATION 63

10
2

10
4

10
6

10
8

0

G
a
in

 (
d
B

)

Frequency offset from carrier (Hz)

H
vco

(f)

H
ref

(f)

(a)

10
2

10
4

10
6

10
8

O
s
c
ill

a
to

r 
s
p
e
c
tr

u
m

 (
d
B

c
/H

z
)

Frequency offset from carrier (Hz)

Output Ref PN

Input Ref PN

Output VCO PN

Input VCO PN

Total Output PN

(b)

Figure 4.4: (a) PLL reference and VCO noise transfer functions. (b) Phase noise PSDs at
the input and output of the PLL.

noise.

Href (s) =
fLO
fref

HLF (s)

1 +HLF (s)

Hvco(s) =
1

1 +HLF (s)

(4.6)

Within the PLL bandwidth, BPLL, the output phase tracks the reference while any VCO
noise is suppressed. Outside of the PLL bandwidth, the VCO operates in open loop and all of
its noise therefore appears at the output. Figure 4.4 shows the PSD of a PLL’s noise and its
different contributions. These transfer functions are typically second order, but significant
design intuition can be obtained by assuming that all phase noise below the PLL bandwidth
comes from the reference and all noise above the PLL bandwidth comes from the VCO.

The LO’s phase noise variance can be written in terms of the reference and VCO con-
tributions. The reference phase noise consists of a 1/f 2 part and a much stronger white
component from the distribution buffers. In contrast, the VCO phase noise consists primar-
ily of a 1/f 2 contribution which is filtered by the PLL transfer function and is therefore
wide-sense stationary [130, 132, 133]. The total phase variance is then:

σ2
φ = nσ2

ref + σ2
dist + σ2

V CO ≈ σ2
dist + σ2

V CO (4.7)

Since the reference and VCO noise have different PSDs, the total phase noise variance
is a convex function of the PLL bandwidth. To first order, the optimum PLL bandwidth
is the frequency at which the reference and VCO noise contribute equal amounts of noise
to the output, denoted by Bjitt. Graphically, this can be identified as the point where the
open-loop reference and VCO phase noises intersect.
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The phase noise φ[n] impacts the transceiver via the oscillator voltage v[n] = ejφ[n]. The
statistics of this process have been studied in [130, 132, 133], where the power spectral
density (PSD), Sv(ω), is derived. We use the prototype PSD in Fig. 4.4, which is rep-
resentative of a wide range of PLL architectures, to analyze the effect of phase noise on
communication systems. This allows us to make design decisions in terms of spectra which
are well-characterized and understood.

4.2.2 Channel Estimation

As discussed in Chapter 2, channel estimation is used to track variations in the wireless
channel. In array receivers and MIMO systems, channel estimation is performed on a per-
element basis to estimate the full M × K channel matrix. Since variations in LO phase
are indistinguishable from variations in the phase of the wireless channel, this per-element
channel estimation naturally also tracks the slow fluctuations in the LO phase at every
element, essentially acting as a per-element carrier recovery loop. As such, the channel
estimation loop sets an absolute lower bound on the frequency at which phase noise will
impact the receiver. Depending on mobility, common channel estimation periods can range
from 10 µs to 1 ms, filtering phase noise below 10 kHz or so. This is another reason why
the 1/f 2 noise of the reference can generally be neglected.

4.2.3 Carrier Recovery

The PLL is designed for optimal phase and frequency stability but is ultimately limited by
the quality of the reference and circuits which are a function of technology limits. Therefore,
carrier recovery (CR) loops are used to compensate for residual carrier phase and frequency
offsets. The key idea behind CR algorithms is to use information in the data sequence itself
to identify the ideal (true) phase trajectory of the modulated data and the deviations from
it, and thereby compute correction signals which can minimize these deviations.

Many implementations of CR with varying complexity and performance trade-offs exist
[134, 135]. These can be divided into two main classes. In data-aided (DA) CR loops, known
pilots are time or frequency multiplexed with the data, which the receiver uses to compute
an instantaneous estimate of the phase and frequency error. In non-data aided (NDA)
CR loops, the phase/frequency error is estimated directly from the data. An example of an
NDA algorithm is the decision-directed estimator, which compares the phase of the measured
symbol with the true constellation point to estimate the instantaneous phase error.

Regardless of whether DA or NDA estimation is used, the estimate of the phase error is
filtered and then used to compute a correction which cancels out the time-varying phase and
frequency offsets. Filtering and correction can be applied in either a feedforward or feedback
scheme. Regardless of the actual implementation, the CR loop acts as a phase filter which
tracks frequency drift and cancels out phase noise within the CR bandwidth.
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The CR implementation depends on the modulation scheme and other details of the
physical layer such as pilot locations. In subsequent analysis we will describe CR algorithms
suitable for both OFDM and SC modulations.

4.3 System Model for Carrier Generation in Large

Arrays

We propose a carrier generation and synchronization subsystem built around the following
principles.

• Common XO Reference: Every element in the array shares a single low-frequency
reference, ensuring basic frequency synchronization. LCG, CCG, or GCG LO genera-
tion architectures are used to multiply this reference up to the carrier frequency. These
architectures are parametrized by the number of transceivers per PLL, N .

• VCO Phase Noise Scaling: In an array with M/N VCOs, each VCO’s phase noise
spec is relaxed by a factor of M/N compared to the baseline CCG (which only has
a single VCO in the whole array). This design choice is necessary to manage the
aggregate VCO power consumption. To first order, this means that the total VCO
power in the entire array is independent of M .

• Centralized Carrier Recovery: There are no per-element carrier recovery loops;
instead, all CR is performed in a centralized fashion. This is necessary because CR
loops require high SINR to operate well, so must follow beamforming, zero-forcing, and
equalization.

In this section we briefly introduce system models for OFDM and single-carrier modu-
lations, then proceed in subsequent sections to analyze how phase noise impacts SIMO and
MIMO operation.

4.3.1 OFDM System Model

Consider an OFDM communication system using Nsc subcarriers, each with bandwidth Bsc,
for a total channel bandwidth ofB = NscBsc. All symbols have energy Es and are statistically
independent. The transmitter modulates a data and pilot sequence {dk} onto the subcarriers
and transmits time-domain sequence s[n] through a channel with impulse response h[n] and
additive white Gaussian noise w[n] with variance σ2. The receive signal is corrupted by the
unit energy oscillator phase noise voltage drawn from the process v[n]. Since the phase noise
does not alter the statistical properties of the additive white noise, the received signal is

y[n] = (s[n]⊙ h[n])v[n] + w[n] (4.8)
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The multiplication by v[n] creates a circular convolution in the frequency domain between
the data and oscillator spectra. Denoting the DFT of the phase noise sequence, channel, and
white noise as {Qk}, {Hk}, and {Wk}, respectively, the received frequency domain samples
{Yk} are

Yk = dkHkQ0 +
∑

j 6=k

djHjQi−j +Wk (4.9)

Phase noise has two main effects. First, each symbol is affected by a common phase error
(CPE) Q0, which appears as the multiplication of the complex channel gain equally across
all subcarriers. Second, the symbols are corrupted by inter-carrier interference (ICI): mixing
of data streams caused by loss of orthogonality between subcarriers.

Impact of Subcarrier and PLL Bandwidths

To gain a deeper understanding of the SINR, the CPE and ICI can be characterized in
terms of the phase noise PSD. Define 1Nsc

as a rectangular window of Nsc ones. Then the
moving average filter of length Nsc has impulse response hNsc

= 1
Nsc

1Nsc
and continuous-time

frequency response

HNsc
(ω) =

sin(Nsc
ω
B
)

N2
sc

ω
B

(4.10)

The width of this filter’s main lobe is Bsc. Since the CPE is the DC component of the
windowed phase noise, its energy is simply the energy of the random process generated by
filtering v[n] with hNsc

. This can be expressed as:

E[|Q0|2] =
∫ ∞

−∞

Sv(ω)|HNsc
(ω)|2dω (4.11)

Since v[n] has unit energy, the ICI energy is:

E[|ICI|2] = 1− E[|Q0|2] =
∫ ∞

−∞

Sv(ω)(1− |HNsc
(ω)|2)dω (4.12)

This reveals a key insight: the CPE is contributed primarily by oscillator energy below the
subcarrier bandwidth while ICI comes mainly from energy above the subcarrier bandwidth.
This provides an intuitive explanation for how the subcarrier bandwidth affects the SINR.
If B is kept fixed as Nsc is increased, the bandwidth of hNsc

is reduced. This will reduce the
CPE energy and increase ICI, degrading the SINR.

Fig. 4.5 shows the simulated CPE and ICI power as a function of the VCO phase noise
compared with the predictions in (4.11) and (4.12). These match well, including the signal
energy degradation at very high phase noise levels. Also, over a wide range of phase noise
levels, the ICI power increases linearly with the VCO’s phase noise (1 dB/dB).

The CPE and ICI transfer functions can be cascaded with the PLL transfer functions to
isolate the contributions of both reference and VCO to the CPE and ICI. Since the refer-
ence transfer function is lowpass, its phase noise will mostly contribute CPE and little ICI.
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Figure 4.5: Simulated and predicted results of ICI and CPE power based on the model in
(4.11) and (4.12), for a PLL with 200kHz bandwidth and Bsc of 624kHz.

10
2

10
3

10
4

10
5

10
6

10
7

0

Frequency offset from carrier (Hz)

T
ra

n
s
fe

r 
fu

n
c
ti
o
n
 m

a
g
n
it
u
d
e
 (

d
B

)

CPE from ref

CPE from VCO

ICI from ref

ICI from VCO

Figure 4.6: Cascaded transfer function of reference and VCO phase noise to the CPE and
ICI, with BPLL = 200kHz and Bsc = 312kHz. These results validate the conclusion that
reference noise dominates the CPE while VCO noise dominates the ICI generation.

Similarly, the VCO’s phase noise will primarily add ICI rather than CPE. These conclusions
are illustrated in Fig. 4.6 which captures the cascade of the PLL transfer functions with
HNsc

(ω).
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Figure 4.7: Feedforward pilot-based carrier recovery for OFDM modulation

Carrier Recovery for OFDM Signals

It is common in OFDM systems to reserve a small number of subcarriers for pilots [128, 136]
which are used at the receiver to estimate various imperfections. Using the Np pilots, found
at the set of indices P , the CPE can be estimated as:

Q̂0 =
1

Np

∑

k∈P

Yk

dk
(4.13)

The CPE can then be compensated in a feedforward manner by dividing all received symbols
by this estimate (Figure 4.7). Ideally, this cancels the sample mean of the phase noise process
on a symbol-by-symbol basis, giving an average SINR of

SINR =
E[|Q0|2]

E[|ICI|2] + σ2

Es

. (4.14)

Building on the discussion above, CPE estimation and correction is equivalent to a CR
loop with bandwidth Bsc. More complex carrier recovery schemes have been proposed for
OFDM signals. As described in (4.9), on top of the CPE, phase noise also generates ICI.
Through joint processing of all the subcarriers, it is possible to estimate these higher-order
terms (Q1, Q2, etc). Once this estimate is obtained, CPE and some ICI terms can be
mitigated by deconvolving the received frequency-domain signal with the estimated DFT of
the phase noise. In practice this technique is not used due to its high complexity, both in ICI
estimation and deconvolution. As a result, in OFDM systems the CR bandwidth is almost
always restricted to the subcarrier bandwidth.

4.3.2 Single-carrier System Model

In a single-carrier communication link using channel bandwidthB, the transmitter sends data
symbols s[n] at interval 1/B. All symbols have energy Es and are statistically independent.
The data sequence propagates through a channel with impulse response h[n] and additive
white Gaussian noise w[n] with variance σ2. The receive signal is corrupted by a unit energy
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Figure 4.8: Block diagram of decision-directed carrier recovery loop.

oscillator phase noise voltage drawn from the process v[n] = ejφ[n]. Since the phase noise
does not alter the statistical properties of the additive white noise, the received signal is

y[n] = (s[n] ⋆ h[n])v[n] + w[n] = (s[n] ⋆ h[n])ejφ[n] + w[n] (4.15)

The phase noise in a single-carrier link creates phase errors in the received data symbols.
The variance of this phase error is the variance of the phase noise process φ[n], given by σ2

φ,
which comes from the integrated energy in the phase noise process up to the channel band-
width B. For this reason, this error is referred to integrated phase error. If the integrated
phase error is large enough, it can lead to demodulation errors.

Carrier Recovery for SC Modulation

Carrier recovery loops can be used in single-carrier modulation to suppress phase and fre-
quency errors, such as the phase noise sequence. As a time-domain modulation scheme, it
is natural to implement single-carrier CR loops using a time-domain adaptive filter.

One example of a CR loop is the decision-directed PLL shown in Figure 4.8. Once the
loop is locked, the phase of the measured symbol is compared to the true constellation point
to compute the instantaneous phase error. This error signal is fed back through a loop filter
to apply a correction to the signal path. The loop filter typically contains two poles at DC
to eliminate static phase and static frequency errors.

This operation is essentially identical to the PLL of Figure 4.1 where the ”reference”
is the sequence of ideal constellation points. As a result, the CR loop applies a high-pass
transfer function to the input phase noise. If the CR bandwidth is set very low, the loop
will only remove static phase and frequency offsets. However, if the bandwidth of the CR is
allowed to be large it can also track and filter out the instantaneous phase error arising from
high-frequency components of the phase noise.

CR loops are important in any communication links to manage the impact of phase and
frequency errors. In mm-wave systems, due to the high carrier frequency, CR loop design is
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particularly important and has strong impacts on the achievable performance. This topic is
discussed in detail in [137].

4.4 Phase Noise in Single-User Arrays

We will first analyze the case of a single-user beamforming array (SIMO configuration) to
discover how phase noise and LO generation impacts the performance in this scenario. In a
SIMO array, it is important to consider how the phase noise at each element interacts with
the beamforming operation. Because we are analyzing SIMO operation, it is sufficient to
only consider conjugate beamforming.

In general, the phase noise contribution at each element can be expressed as the combina-
tion of a spatially correlated and spatially uncorrelated term. This formulation captures the
behavior of LCG, CCG, and GCG LO architectures. This decomposition applies on a per-
element basis in the LCG architecture and on a per-subarray basis in the GCG architecture.
Finally, for the CCG architecture, there is no uncorrelated phase noise contribution.

For a single-carrier modulation, the beamformed signal is given by:

x[n] = hHdiag{ejφc[n]+jφu,i[n]}(hs[n] + w[n]) (4.16)

Here diag{a} forms a diagonal matrix from vector a. The phase noise at each element can
in general be expressed as a component φc which is correlated across all elements and a
component φu,i which is uncorrelated and depends on element index i.

In OFDM, the beamformed signal is:

Xk = HH
k diag{Q(c)

0 +Q
(u)
0,i }Hkdk +HH

k (ICI+Wk) (4.17)

The CPE at each element is split into correlated and uncorrelated components, Q0,i =

Q
(c)
0 +Q

(u)
0,i .

Consider only the signal component for each of the above expressions. For the single-
carrier modulation, we have:

x[n] = ejφc[n]

M
∑

i=1

|hi|2ejφu,i[n]s[n] (4.18)

For the OFDM modulation, the result is:

Xk =Q
(c)
0 dk +

M
∑

i=1

|Hk,i|2Q(u)
0,i dk

=
Nsc
∑

n=1

ejφc[n]dk +
M
∑

i=1

(|Hk,i|2
Nsc
∑

n=1

ejφu,i[n])dk

(4.19)
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These results are very similar across the two modulation schemes. First, the correlated
phase noise component looks indistinguishable from phase noise in a SISO link. Second, the
uncorrelated phase noise component is spatially averaged across the array elements to form
an effective signal gain term. The aggregate impact of the uncorrelated phase noise consists
of a signal energy filtering along with fluctuations that cause random errors. We will analyze
each in turn.

4.4.1 Signal Energy Loss from Uncorrelated Phase Noise

Because the channel fading statistics are independent of the phase noise statistics, we can
separate out the two effects when computing the signal gain. For the single-carrier modula-
tion, the gain is given by:

Gsc = E[
x[n]

s[n]
] = E[

M
∑

i=1

ejφu,i[n]] (4.20)

For OFDM modulation, the gain is:

Gofdm = E[
Xk

dk
] = E[

M
∑

i=1

(
Nsc
∑

n=1

ejφu,i[n])] (4.21)

In these expressions, E[] denotes expectation. Importantly, the phase noise at the output
of a PLL is wide-sense stationary. Therefore, the process is ergodic and the spatial and
temporal averages are one and the same. Putting these observations together:

Gsc = Gofdm = E[ejφi ] = e−σ2

φ (4.22)

using the characteristic function of the phase noise process [130], where σ2
φ is the variance of

the phase noise.
What does this mean? The uncorrelated part of the phase noise imparts a random phase

to the signal at each element. When summing these signals together during the beamforming
step, they do not sum perfectly in phase. Instead, there is a beamforming error caused by
the uncorrelated phase noise, which leads to signal energy loss. Naturally, the magnitude of
this energy loss is proportional to the variance of the phase noise.

4.4.2 Gain and Phase Fluctuations from Uncorrelated Phase
Noise

In addition to the static signal energy loss, the uncorrelated phase noise leads to gain and
phase errors in the received signals.

In a single-carrier modulation, we can represent the total signal gain as:

ejφc[n]

M
∑

i=1

|hi|2ejφu,i[n] = ejφc[n]E[ejφu ]g[n]ejθ[n]HHH (4.23)
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Figure 4.9: Characterization of error mechanisms from uncorrelated VCO phase noise in a
16-element array.

where n is the time index. The sum in (4.16) is represented as the product of its mean and
time-varying residual gain and phase g[n] and θ[n].

The residual gain errors come from rapid fluctuations of the instantaneous gain about
its average value2. The residual phase errors form an equivalent phase noise process θ[n] at
the array level. The total phase noise at the output of the beamformer is φc + θ[n]; this
phase noise can be filtered by the CR loop exactly as in the single-element case. As a result,
following the CR loop the leftover noise consists of high-frequency phase noise and the gain
self-interference. While the residual high-frequency phase noise is also present in a single-
element receiver, the presence of gain self-interference is unique to array based systems and
arises specifically from uncorrelated phase noise.

The gain and phase errors can be analyzed by considering the Taylor expansion

M−1
∑

i=0

ejφi ≈
M−1
∑

i=0

(1− 1

2
φ2
i ) + j

M−1
∑

i=0

φi (4.24)

This approximation is valid for small levels of phase noise. In this regime it is clear that the
real part is very close to 1 while the imaginary part comes from the linear average of the
phase noise at each element. Consequently for small levels of phase noise

θ[t] ≈
M−1
∑

i=0

φi

g[t] ≈
M−1
∑

i=0

(1− 1

2
φ2
i )

(4.25)

2These gain variations could be tracked by a fast AGC loop. However as discussed below this is only
applicable to a single-user scenario.
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For large phase noise variance it is difficult to obtain analytical expressions. Instead, we
conduct Monte Carlo simulations to empirically obtain the distribution of the gain error.
Figure 4.9 shows the static gain, gain variations, and residual phase noise for a 75GHz LO
as a function of the VCO’s phase noise level, for M = 16 and 5MHz PLL bandwidth. The
theoretical analysis for the static gain error and the Taylor approximations for gain and
phase error match the simulations very well.

For the single-carrier modulation, we can draw three interesting conclusions. First, gain
self-interference arises uniquely in array systems due to uncorrelated phase noise. Second,
for small levels of phase noise, phase variations dominate over gain variations. Third, the
gain and phase errors are averaged by a factor of M as seen in (4.25).

In an OFDM modulation, we could similarly break the CPE sum in (4.17) into its mean
and gain/phase variations. However, the CPE consists of the phase noise average over a
sequence of Nsc phase noise samples. Therefore, the variance of these CPE gain/phase
errors is reduced by a factor of Nsc compared to the equivalent single-carrier case. These can
be neglected. Instead, the fast-varying phase noise impact in OFDM systems comes from
the ICI term in (4.17). As long as the ICI is totally uncorrelated at each element (which is a
reasonable assumption as discussed below), summation across the array will provide a gain
of M in the signal-to-ICI ratio.

4.4.3 SINR for SIMO Arrays with Phase Noise

Both single-carrier and OFDM SIMO arrays experience similar impacts from uncorrelated
phase noise. First, the signal energy is reduced due to beamforming errors. Second, residual
array-level phase noise errors (whether gain/phase errors in single-carrier or ICI in OFDM)
are averaged by a factor of M due to the array gain.

The latter observation justifies exploiting VCO scaling to save system power, as stated in
the system design assumptions in Section 4.3. The design procedure is to select acceptable
phase noise error budgets, design a reference SISO oscillator which achieves the required
performance, and then scale that oscillator down by M/N for each physical VCO used in
the system.

Interestingly, this system-level choice has significant repercussions on the achievable per-
formance. Consider the reference SISO VCO, which has a certain phase noise level corre-
sponding to phase variance of σ2

V CO. Now, each physical VCO used in the array has higher
level of phase noise characterized by variance M

N
σ2
V CO.

Recall that the signal energy loss from phase noise-mediated beamforming error depends
exponentially on the phase variance (Section 4.4.1). This means that VCO scaling makes
this effect worse. Quantitatively, the achievable SINR in both single-carrier and OFDM
modulations is:

SINR =
MEse

−M
N

σ2

φ,uncorr

βσ2
PN + σ2

(4.26)
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Here σ2
PN is the phase noise variance, corresponding to either ICI in OFDM or gain/phase

errors in single-carrier, after beamforming and carrier recovery; β is a constant of propor-
tionality; and σ2 is the white noise variance. The signal loss from beamforming error only
depends on the uncorrelated portion of the phase noise.

The phase noise impacts two terms in (4.26). First, the signal energy is inversely propor-
tional to the uncorrelated phase noise variance. Second, the total phase noise error depends
on the final phase noise variance, after accounting for the filtering in the PLL, uncorrelated
averaging across the array, and the filtering in the CR loop. This second contribution is
minimized when the PLL bandwidth is chosen as max (BCR, Bjitt).

The relative power of correlated and uncorrelated phase noise components, as well as
their PSDs, is determined by the LO generation architecture of the array. For the CCG
scheme, all the reference and VCO phase noise is correlated at every element. For the LCG
scheme, the reference phase noise is correlated at every element while the VCO phase noise
is fully uncorrelated. Furthermore, due to the phase noise filtering property of PLLs, in
the LCG scheme the correlated phase noise will appear below the PLL bandwidth while the
uncorrelated phase noise lies above it. Therefore, the uncorrelated phase noise variance can
also be controlled by the PLL bandwidth.

These observations suggest that there is an optimum PLL bandwidth. If the PLL band-
width is chosen too low, it will let in excessive uncorrelated phase noise from the VCO, which
will degrade the signal energy. If the PLL bandwidth is chosen too high, the total integrated
error (from ICI or gain/phase errors) will be too large, degrading the SINR. What is the
optimum bandwidth? It is hard to derive this analytically, but a good rule of thumb is to
pick Bopt = max (BCR, Bjitt). This also presents an engineering knob to control the SINR
loss. By increasing the CR bandwidth, it is possible to increase the PLL bandwidth and
therefore suppress beamforming error.

Figures 4.10 and 4.11 plot the SINR versus PLL bandwidth for an OFDM and single-
carrier array3, respectively. These simulations clearly reveal the optimum PLL bandwidth
as described above. For low PLL bandwidth, the performance is limited by the beamforming
error; for high PLL bandwidth, the performance is limited by the integrated phase error or
ICI.

Finallly, Figure 4.12 shows the performance of an OFDM array as a function of array
size. Phase noise scaling is exploited to relax the oscillator performance proportionally to
the array size. PLL bandwidth optimization is used to recover the performance loss from
uncorrelated phase noise. This system uses 20MHz bandwidth at 2.5GHz carrier, with 64
subcarriers corresponding to subcarrier bandwidth of 312kHz. Phase noise scaling works as
expected to maintain excellent performance across a wide variety of array sizes, for constant
total VCO power consumption.

3The single-user array uses an IF-PLL at 5GHz, as described in [137].
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Figure 4.10: SINR versus PLL bandwidth for a 2.5GHz 64-element MIMO-OFDM array
with Bsc of 624kHz and effective phase noise of -100dBc/Hz at 1MHz offset.
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Figure 4.11: SINR versus PLL bandwidth for a 75GHz single-carrier massive MIMO array
with CR bandwidth of 10MHz, reference noise at -140dBc/Hz and VCO effective phase noise
of -90dBc/Hz at 1MHz offset.

4.5 Phase Noise in Multi-User Arrays

Compared to the single-user scenario, multi-user operation introduces spatial processing to
separate out the user streams. For this analysis, we will focus on the zero-forcing beamformer.
It is useful to think of the ZF beamformer as a conjugate beamformer HH , followed by a
zero-forcing matrix (HHH)−1. Thus the effective K × K channel before ZF is given by
A = HHH.
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Figure 4.12: Simulated and predicted SINR for synchronous array with various levels of
phase noise. BPLL = 500kHz, Bsc = 312kHz, and Nsc = 64.

With a single-carrier modulation, the received signal in the presence of correlated and
uncorrelated phase noise is

ˆx[n] =(HHH)−1HHdiag{ejφc[n]+jφu,i[n]}(Hs[n] +w[n])

=ejφc[n](HHH)−1HHdiag{ejφu,i[n]}Hs[n] + (HHH)−1HHw[n]
(4.27)

Analogously, with OFDM modulation, the received signal is:

Xk =(HH
k Hk)

−1HH
k diag{Q(c)

0 +Q
(u)
0,i }Hkdk + (HH

k Hk)
−1HH

k (ICI+W k)

=Q
(c)
0 dk + (HH

k Hk)
−1HH

k diag{Q(u)
0,i }Hkdk + (HH

k Hk)
−1HH

k (ICI+W k)
(4.28)

For single-carrier modulation, the effective channel in the presence of phase noise is

A = Ĥ
H
diag{ejφi}H

Aii =
M−1
∑

i=0

|Hii|2eφi Alk =
M−1
∑

i=0

HilH
∗
ike

φi

(4.29)

For OFDM modulation, the effective channel is

A = HH
k diag{Q(u)

0,i }Hk

Aii =
M−1
∑

i=0

|Hik|2Q(u)
0,i Alk =

M−1
∑

i=0

HilH
∗
ikQ

(u)
0,i

(4.30)

Regardless of modulation scheme, the diagonal elements Aii are identical to the single user
case; as such, the same self-interference effects are present. In addition, the multi-user
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interaction must be considered. As can be seen in the off-diagonal terms, the uncorrelated
phase noise causes a time-varying channel drift. Because this phase noise-corrupted channel
is mismatched to the static ZF beamforming matrix, the ZF is unable to fully cancel inter-
user interference, leading to a residual phase noise-induced zero-forcing error4.

In the OFDM case, it is also important to study how the ICI behaves under beamforming.
Consider just the ICI inflicted by subcarrier k + 1 onto subcarrier k:

ICIk+1→k = G
(k)
zf

diag{Q1,i}H(k+1)yk+1 (4.31)

The ICI experiences an effective phase noise channel composed of the true channel H(k+1)

scrambled by the uncorrelated ICI coefficients {Q1,i}. This has two important effects. First,
it decorrelates the ICI across the array. Second, it causes the ICI channels to lose orthogo-
nality, creating inter-user ICI in addition to the self-ICI.

4.5.1 SINR for Multi-User Arrays with Phase Noise

The multi-user SINR depends on the channel structure, particularly the underlying cor-
relation of the different users’ channels. We capture these effects by modeling the SINR
as:

SINR =
Su

Nt + SuNp + αγ
∑K−1

j=1 SjNp

(4.32)

where Su is the signal power, Nt is the thermal noise power, Np is the phase noise power,
and Sj the power of the j’th user. If uplink power control is applied this becomes simply

SINR =
Su

Nt + SuNp + αγ(K − 1)SuNp

(4.33)

The model parameters α and γ capture important effects. The parameter α describes the
ratio of self- to inter-user interference power and depends on several factors including mod-
ulation scheme, phase noise levels, channel structure and correlation, and the distributions
of self-interference and zero-forcing errors. γ is a purely architecture-dependent parameter
which describes how the level of uncorrelated VCO phase noise depends on the array architec-
ture. For LCG schemes, γ = 1 since all VCO phase noise is uncorrelated. For CCG schemes,
γ = 0 because all VCO phase noise is correlated. For GCG, γ assumes an intermediate value
that is a function of N .

Much as before, we can exploit VCO scaling by the ratio M/K to relax the performance
of distributed oscillators. Fig. 4.13 shows the SINR for a multi-user synchronous array
at 2.5GHz. The channel experiences Rayleigh fading, and the array utilizes zero-forcing
beamforming to recover the user signals. The ratio M/K is fixed at 1/8 for M ≥ 16. Each

4While the self-interference could be tracked by a fast AGC loop, tracking the inter-user interference
would require a fast beamforming loop that tracks the effective channel A and adapts the ZF matrix accord-
ingly. This is computationally quite intensive.
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Figure 4.13: Simulated SINR with multi-user, synchronous array. BPLL = 500kHz, Bsc =
624kHz, and Nsc = 64

.

0 2 4 6 8 10 12 14 16
20

22

24

26

28

30

32

34

36

38

Number of users

S
IN

R
 (

d
B

)

CCG: 1 PLL

LCG: 128 PLLs

CCG Model

LCG Model

Figure 4.14: Average SINR vs number of users for 128-element array with CCG or LCG
scheme. Carrier recovery bandwidth is 10 MHz and PLL bandwidth is 5 MHz.

element’s phase noise is scaled with the ratio M/K. As expected, the multi-user SINR is
the same as the single-user case. Furthermore, the phase noise scaling is able to maintain
constant performance across a wide range of array sizes.

To illustrate the architecture dependence of the multi-user SINR, Figure 4.14 compares
the performance of CCG and LCG for a 75GHz single-carrier array. The mm-wave PLL
bandwidth is 5 MHz in both scenarios. In this example the users are placed in line-of-
sight channels with 10 degrees of angular separation between them. As expected, the CCG
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schemes performance is independent of the number of users, while the LCG performance
degrades as the number of users is increased. These results match exactly with the model
(4.33), using α = 2 and γ = 1.

4.5.2 PLL Sharing in Multi-User Arrays

As stated earlier, a CCG architecture is unappealing for large scale arrays due to difficulty
in distributing the LO over such a large area. However, the CCG scheme fundamentally
outperforms an LCG scheme in multi-user operation. In order to compromise between these
two objectives, it is desired to keep some amount of correlation in the VCO noise in order to
suppress inter-user interference. This can be achieved by using a GCG scheme. In the GCG
scheme N presents a design parameter that is available to influence γ and therefore tune
the dependence of the SINR on the number of users. Conceptually, the GCG architecture
applies some spatial filtering prior to adding uncorrelated phase noise, thereby reducing the
impact of inter-user phase noise errors. This topic is discussed in detail in [137].

4.5.3 Full-System Simulations

The previous sections have ignored all additional impairments to the receiver and only inves-
tigated the impact of phase noise. Figure 4.15 shows full system simulations of a mm-wave
array with 128 elements serving 16 users over 2GHz bandwidth in the presence of AWGN.
This scenario utilizes a GCG architecture with 4 VCOs, each with -84 dBc/Hz of phase noise
at 1 MHz offset and serving 32 elements.

By incorporating the proposed system architecture and design optimizations, the LO
chain achieves excellent performance for QAM constellations of 4, 16, and 64. The phase
noise-limited SINR is 36 dB, which is also sufficient to reach a BER floor of 5× 10−4 using
256-QAM. Note that the performance of 256-QAM is limited by burst errors in the DD-PLL.
This could be fixed by using alternative CR schemes in this regime.

4.6 Summary: LO Generation Approach for Large

Arrays

In summary, this chapter has developed design guidelines for LO subsystem architecture,
circuits, and signal processing blocks which enable high-performance, power-efficient, scalable
LO subsystems for massive arrays at both RF and mm-wave frequencies.

First, it was shown that the choice of architecture has a strong impact on the total LO
subsystem power consumption. Centralized LO generation schemes, commonly used today,
break down in the massive array regime due to excessive LO routing power. Meanwhile,
fully distributed LO generation incurs a very high duplication overhead. The optimum
architecture consists of subarray-based LO generation which balances LO routing versus
PLL overhead.
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Figure 4.15: Sum BER for 16 users versus thermal SNR with and without phase noise, for
various constellation orders. The carrier recovery bandwidth is optimized for each thermal
SNR level. The phase noise limited SINR is 36dB.

In order to reduce the total power burned in the VCOs in the array, phase noise averaging
can be used to scale the performance of each VCO proportionally to the total number of
VCOs used. In this way, architectures with a greater number of VCOs will burn less power
in each circuit, and vice versa. This achieves roughly constant power-performance point
independent of array size.

However, this deliberate degradation of the VCO performance in distributed arrays in-
duces a performance loss due to beamforming error arising from uncorrelated phase noise.
This performance loss can only be mitigated by controlling the correlation level of each PLL’s
phase noise. This is accomplished by a co-optimization of the CR and PLL bandwidths. High
CR bandwidth is used to filter most of the phase noise, while the PLL bandwidth is increased
accordingly to maximize correlation. This dual loop strategy serves to correlate the phase
noise across the array while nevertheless filtering it.

Finally, when multiple simultaneous users are served over spatial multiplexing, their phase
noise errors interact. This effect can only be suppressed by partially spatially filtering the
users prior to introducing uncorrelated phase noise. This can be achieved by subarray-based
LO generation. Within a subarray, the phase noise is fully correlated such that users may be
spatially filtered without any inter-user phase noise effect. Subsequently, summation across
subarrays introduces negligible inter-user loss.

Interestingly, from both a power optimization perspective and a multi-user performance
perspective, subarray-based LO generation is preferred. Moreover, the analysis in this chap-
ter gives design guidelines on selecting the subarray size and on optimizing the CR and PLL
bandwidths for this architecture.
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Chapter 5

Hierarchical Baseband
Synchronization

Chapter 4 considered carrier generation and synchronization in massive MIMO arrays. In
that context, static or very slowly-varying phase offsets could be estimated and tracked
by the channel estimation loop. Consequently, any static phase offsets between oscillators
at each transceiver do not negatively impact performance. Instead, the main concern for
carrier synchronization is the rapid fluctations of the instantaneous phase and the associated
techniques for filtering those.

We now turn to baseband synchronization of massive MIMO systems, ensuring that the
timing references for all digital samples across the array are appropriately synchronized.
Unlike the in the case of carrier synchronization, there is no signal processing loop that
naturally corrects for static timing offsets. Therefore the key objective of this study is to
design signal processing algorithms to lock all digital data streams to a common absolute
time reference.

Consider the modular and distributed architecture proposed in Chapter 3. Baseband
synchronization in arrays involves three main tasks. First, when using digital beamforming
within a single module, ADC and DAC sampling clocks should be synchronized to ensure
proper summation of data streams. Second, the inter-module data aggregation must share
a common timebase. Finally, all the users’ sampling clocks are not frequency synchronized
and therefore may suffer from sampling frequency offsets (SFO). The per-user SFO should
be corrected at the base-station.

5.1 Background: Synchronization Requirements and

Architecture

During an uplink transmission, the user’s transmit signal travels through multiple different
propagation paths and hardware blocks before being recombined in the beamformer. The
beamforming unit simply combines these multiple copies of the same underlying signal with
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Figure 5.1: Total signal energy loss and ISI energy as a function of worst-case timing offset.

appropriate weights. If the user signal experiences delay which varies according to antenna
element, the inputs to the beamformer will not be perfectly time-synchronized. During the
summation, adding together these time-shifted copies of the user’s data stream will result in
both loss of signal energy as well as creation of inter-symbol interference.

Where could these element-dependent delays come from? There are many possible
sources. First, true time delay effects in the channel will result in different propagation
delay to different elements depending on the direction of arrival. Second, bandwidth mis-
match anywhere in the transceivers will result in different group delays between elements.
Finally, skew between data converters will cause different ADCs or DACs to sample the
continuous-time waveforms at different phases, resulting in digital data sequences that are
not aligned relative to contunous time.

Consider first a SIMO link. Between propagation, transceiver front end, and data con-
verter, the total delay variation between elements must be made small enough not to cause
degradation in the received SINR. After beamforming, the received signal is:

s(t) =
M−1
∑

i=0

|hi|2yi(t− τi) (5.1)

where τi is the delay at element i. These τi consist of a uniformly randomly distributed
component, arising from random bandwidth mismatch and sampling skew, along with a
deterministic per-element component i∆tp from TTD effects.

It is necessary to characterize how the SINR of s(t) depends on the distribution of the τi
in order to determine the level of synchronization accuracy that is required. There are two
main impacts arising from per-element skew. First, the low-pass filtering effect will reduce
the signal energy. Second, the frequency-selective aggregate transfer function will introduce
inter-symbol interference (ISI).
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Figure 5.1 shows how both the signal energy and ISI energy vary as a function of the
worst-case delay between array elements. The results are shown for two array sizes and two
delay models. TTD skews models the skew at each element as τi = i∆tp, while random
skew models τi as being uniformly distributed on the appropriate interval. The latter effect
captures the impact of random variations between elements such as sampling clock skew and
bandwidth mismatch. As shown in this figure, the SINR depends solely on the worst-case
skew and is independent of both array size and the underlying physical origin.

The aggregate SINR impact can be modeled by an equivalent de-synchronization filter
which is just a rectangular pulse in time:

d(t) = rect(0, τmax) (5.2)

The baseband synchronization subsystem must therefore achieve accuracy within τmax as
determined by the error budget shown in Figure 5.1.

5.1.1 Synchronization Architecture

With knowledge of the required baseband synchronizatation accuracy, we must now design
hardware and signal processing blocks to achieve the needed level of time alignment. This
can be accomplished with a variety of tools, including analog delay circuits (such as analog
TTD beamformers), low-skew ADC/DAC clock generation circuits and distribution schemes,
calibration methods, and digital timing recovery and adjustment loops.

The previous analysis considered a SIMO case, where the timing offset at each element
needs to be corrected up to some accuracy. When extending to a MIMO scenario, each user
stream at each element experiences independent delay. The full-complexity solution would
require MK timing recovery and adjustment blocks to fully recover the synchronization of
the MIMO array with M antennas serving K users.

If full frequency-domain beamforming is used, then the per-user and per-antenna delays
are naturally estimated and compensated by the beamforming algorithm, embedded within
theM×K channel matrix and beamformer on each subcarrier. On the other hand, if the con-
jugate beamforming stage uses frequency-flat beamforming, then it has no delay resolution
and could be sensitive to baseband synchronization issues. This is the context considered
in this chapter. Moreover, it would be desirable to reduce the number of synchronization
blocks needed in the system.

Of the three skew sources described above, group delay mismatch is likely to be the least
significant contribution. Group delay is inversely proportional to the filter bandwidth in
both first- and second-order filters. If the analog bandwidth variation is problematic, then
bandwidth trimming will need to be used. This calibration will inherently fix frequency
response and delay issues caused by bandwidth mismatch.

Sampling skew between data converters will introduce worst-case delay inversely pro-
portional to the sampling period, 1/TS. If the system is 2x oversampled, the worst case
delay is only half of a UI which introduces only relatively small energy loss as shown above.
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Figure 5.2: Hierarchical baseband synchronization strategy.

Data converter skew can generally be addressed by designing a relatively low-skew clock
distribution network on chip. This may be more challenging when data converters are be-
ing synchronized on package or board; in this case, digital algorithms which estimate and
compensate the sampling skew may be needed.

True time delay (TTD) is the most severe de-synchronization mechanism. Unlike front-
end and sampling skews, which are bounded by system parameters, the worst-case wavefront
propagation delay can be arbitrarily large depending on the size and fractional bandwidth
of the array. There are a number of circuit techniques that have been proposed to realize
analog time-delay beamformers, such as tapped transmission lines (whether real or synthetic)
and all-pass filters. Generally these structures tend to be bulky, lossy, and power-hungry,
although they may be easier to realize at higher carrier frequencies.

To address the TTD problem, we look for a system-level solution. True time delay
is inherently a “large array” problem, resulting from a very large array aperture. Small
subarrays would not experience significant true time delay effects even for very aggressive
fractional bandwidths. For example, a 16-element linear array at 72GHz with field of view
of 120◦ with half-wavelength spaced antennas experiences 100ps of delay between the first
and last element. This is only about 20% of a UI at 2GHz of channel bandwidth. For 2-D
arrays this is even less significant. For example, a 64-element subarray arranged as a 4x16
2-D array experiences the exact same level of true-time delay loss. An 8x8 subarray would
only have 50ps of maximum delay, supporting channel bandwidths up to 10GHz with only
half-UI loss.

At carrier frequencies below 100GHz, achievable subarray sizes and fractional bandwidths
are such that TTD effects can be neglected within a single subarray. This significantly sim-
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plifies the synchronization problem, since we can correct TTD effects between subarray
modules instead of between elements. With this realization, we can eliminate the need for
K synchronization loops at every receive element. Instead, we can have one synchroniza-
tion loop per-element to adjust for ADC sampling and front end skew, and an additional
synchronization loop per beam per subarray to compensate for subarray-level TTD effects.

In summary, the proposed synchronization approach is designed to be hierarchical and
modular. This is illustrated in Figure 5.2. Each common module (subarray) is internally
synchronized on its own. Then, the modules are synchronized to each other to compensate
for large array TTD effects between modules. The remainder of this chapter will discuss
digital timing recovery techniques for baseband synchronization.

5.2 Distributed ADC de-skew in a Modular Digital

Array

We first consider synchronization within a subarray. As mentioned above, if the subarray
uses exclusively analog beamforming, there is no need to synchronize the samplers. The
user data streams have no enforced timing relationship between them, so there is no need
to control the skew between their samplers at the base-staiton. In contrast, subarrays which
use any amount of digital beamforming require ADC/DAC synchronization. In this scenario,
multiple digital data streams within the subarray contain information about the same user
data, so they must be properly aligned before digital combining. In the remainder of the
section we will focus on receiver processing. Transmit synchronization proceeds broadly
in the same way, with the added need to perform some type of loopback to measure the
inter-DAC skew.

How should data converters within a subarray be synchronized? The simplest option
is to design an accurate, low-skew clock distribution network such as an H-tree. If all the
converters are implemented on a single chip, this may be a very reasonable objective. There
may be some drawbacks, particularly if the physical floorplan for the clock distribution net-
work interferes with other physical design objectives. Moreover, low-skew clock distribution
networks consume more power compared to a skew-insensitive clock tree due to the need to
maintain balance to each leaf node. Overall, in single-chip implementations there are not
strong reasons to avoid balanced clock trees.

In other scenarios, where converters are integrated on package or on board, it may be
more challenging to realize a well-balanced clock distribution network. In these cases, syn-
chronization between ADCs should be achieved in some other way. Explicit calibration could
be used to measure and compensate for the skew. A calibration source is used to couple
an edge into each ADC, and digital processing attempts to align the zero-crossings of all
the edges to remove inter-ADC skew. Interestingly, this requires the calibration signal to be
distributed with low skew. This may be a bit more feasible than doing so with the clock,
since the calibration signal can be made slower than the clock, and does not need to be ac-
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tive all the time. Nevertheless, this is a significant drawback of explicit calibration methods.
Additionally, this would be a foreground calibration technique, which would require taking
an ADC offline to perform calibration.

In this section, we design background calibration techniques which use information within
the incoming signal itself to correct for inter-ADC skew. The proposed scheme exploits user-
transmitted pilots to estimate channel state information and delay. The delay estimates at
each ADC are jointly processed to compute the ADC de-skew coefficients.

5.2.1 Joint Golay Channel and Timing Estimator

Almost all wireless standards use synchronization sequences and pilots to provide or look
for beacons, exchange basic information, and estimate the channel. This setup enables very
sophisticated modulation schemes to exchange data payloads with much higher spectral effi-
ciency. We propose to re-use the pilot sequences to estimate both channel state information
and delay information simultaneously from multiple users. This discussion considers Golay
coded pilots, which are used in 802.11ad [38] due to their very simple generation/detection
and excellent auto-correlation properties. The same conclusions would apply to most other
pilot sequences, since the general principle involves correlating against the known pilot and
extracting information from the peak of the correlator output.

A detailed discussion of Golay pilots can be found in [138]. The key ideas are as fol-
lows. Golay codes consist of complementary sequences (called A and B sequences) of a
desired length which is a power of two. The two sequences are transmitted through the
channel sequentially and each received by their respective correlator. The sum of these
auto-correlations gives an error-free estimate of the channel impulse response:

ĥ[n] = gA[n] ⋆ (h[n] ∗ gA[n]) + gB[n] ⋆ (h[n] ∗ gB[n]) (5.3)

If the users successively transmit Golay pilots, correlators at each base-station element
can be used to estimate the full channel matrix and compute the desired beamforming
coefficients. These correlators can be reused to estimate the timing offset relative to the peak
correlator output, as follows. The ADCs are oversampled by a factor of Nos. An Nos branch
polyphase Golay correlator computes the correlation with each phase of the oversampled
data, which are re-interleaved together to estimate the channel impulse response in the
oversampled time base. Finally, a polynomial interpolator can be used to find the offset
between real samples and the maximum of the correlator output.

This structure is shown in Figure 5.3. The polyphase correlator is normalized by the
average input power at the ADC (estimated by a very low-bandwidth IIR filter) to provide
an accurate measure of the correlation gain. A threshold parameter is used to separate out
correlation peaks from spurious peaks in this correlator output. The threshold may be tuned
according to the desired behavior. A lower threshold increases the probability of detection
(particularly in low SNR conditions), but leads to more frequent false positives. A higher
threshold reduces the number of false positives in exchange for more frequent detection
failures at low SNRs.
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The output of the correlator consists of the oversampled channel impulse response as
shown in Figure 5.4. This contains full information about the channel impulse response but
most likely does not have any sample taken precisely at or near the correlation peak. This
peak value, and the time at which it occurs, as illustrated in Figure 5.4 is estimated using
a polynomial interpolator. Take the N samples centered around the peak of the correlator
output. The value of the CIR at any time in this interval can be obtained by Lagrange
polynomial interpolation:

c(t) =
N−1
∑

i=0

∏

j 6=i

(t− tj)

(ti − tj)
c(ti) (5.4)

We are interested in the value of t for which c(t) takes its maximum, denoted by td:

td = argmax c(t) (5.5)
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This can be found by simple differentiation. If N is small enough, given that we know the
interval [0, N − 1] is centered on the correlation peak, c(t) will only have a single extremum
in this interval which will be precisely its global maximum. For example, if the correlator
operates with 2x oversampling, N = 5 is a good choice to obtain good performance without
sampling any additional extrema.

td may be found according to:
dc(t)

dt
(td) = 0 (5.6)

This gives a polynomial of order N − 1, whose coefficients are functions of the sampling
instants ti and the correlator output at those sample instances, c(ti). The former is known
at design time, based on the sequence length N , since we always center this interval about
the correlator maximum. As a result, the polynomial coefficients of dc(t)/dt are simply FIR
filters of c(ti). For example, for N = 5, we would need four five-tap FIR filters to compute
the coefficients for the derivative polynomial.

The root of this polynomial can be found using the Newton-Raphson method. With float-
ing point precision, this algorithm finds the root of a function f(x) by proceeding iteratively
from an initial guess x0:

xi = xi−1 −
f(xi−1)

f ′(xi−1)
(5.7)

This can be easily applied to our scenario, since we can compute both c(t) and c′(t) with
known polynomial interpolators. The only problem is the need to perform division, which is
very expensive in hardware. This can be sidestepped by rounding the value of the derivative
at each iteration to the next highest power of two. In this way, the division can be replaced
simply with a left or right shift or expansion. This approximation always over-estimates
the derivative value, so takes a smaller step than it would have in floating point precision.
In this way, the hardware-friendly algorithm is guaranteed to converge if the floating point
algorithm would have, but simply in a couple of extra iterations. Because we choose N to be
small enough, there is only one extremum in the interval and the algorithm is almost certain
to find it.

In summary, the correlator output is processed by interpolation filters and a Newton-
Raphson iteration to find the delay between the actual ADC samples and the peak of the
continuous time channel impulse response. The correlator impulse response can be inter-
polated to find the channel gain at this timing offset; this channel gain is used as the
frequency-flat channel estimate for this antenna.

Figure 5.5 shows the performance achieved by the proposed Golay-based estimator. As
shown here, this algorithm achieves excellent timing and channel detection accuracy above
a certain SNR which depends on how the detector threshold parameter is chosen.

5.2.2 Joint ADC de-skew

The Golay-aided estimator presented above will estimate the channel gain and delay experi-
enced by every user at every element in the receive array. The channel estimates are used to
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Figure 5.5: Detection, delay estimation, and channel estimation accuracy achieved by the
proposed Golay channel/delay estimator.
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Figure 5.6: ADC de-skew performance in a 16-element subarray serving 4 users.

compute the beamforming matrix. The delay estimates must be fused across users to obtain
the deskew coefficients for each ADC.

The delay experienced at element i by user j relative to a clock edge can be split into
two components:

τij = ti +∆j mod (TS) (5.8)

where TS is the sampling period of the ADC. Because the user-specific portion of the delay
τij is uncorrelated with the sampling phase and the other user’s delays, the ∆j component is
uniformly distributed in this modulo arithmetic. Consequently, it is sufficient to average the
delays τij across j to obtain the estimate of ti. This deskew coefficient can then be used to
align all the ADC sampling instants to each other. This is implemented using a polynomial
interplation filter (5-tap Farrow filter) at each element [139].

Figure 5.6 compares the performance of the ADC de-skew for a 16-element subarray serv-
ing 4 users. As shown in this figure, without ADC de-skew there is up to 0.6dB performance
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loss due to signal filtering. The ADC de-skew algorithm recovers most of this performance
gap, up to about 0.4dB. The residual 0.2dB error is due to the finite timing resolution of
this algorithm and the self-noise of the interpolator.

5.3 Distributed Subarray Synchronization and True

Time Delay Compensation

The processing described above serves to synchronize all the ADCs in a single subarray to
each other. This ensures that subarray digital beamforming can proceed without signal loss
due to non-ideal summation. However, the various subarrays in the overall array need to be
time aligned to each other in order for the global data aggregation to proceed correctly. As
discussed above, the dominant cause of misalignment between subarrays is true time delay
propagation effects for large aperture arrays. Accordingly, we need to compensate for the
TTD effects before summing together data from different subarrays.

If different subarrays are processing different user streams (referred to as a partially
connected array), then there are no inter-subarray synchronization requirements. In contrast,
if different subarrays jointly receive the same user streams, then those data sequences need
to be aligned before aggregation. Essentially, the sampling instants for a given user sequence
should be the same across all subarrays. This can be accomplished using a timing recovery
loop operating on the user data itself. By its nature, a timing recovery loop will use timing
information implicit in the underlying data sequence to lock on to a particular sampling
phase. This could be run autonomously on each subarray to align the samples for each
user data stream. This operation would naturally correct for TTD offsets between different
subarrays.

This section will compare different timing recovery schemes for subarray synchronization,
and then show how this technique can compensate for TTD effects.

5.3.1 Comparison of Timing Recovery Schemes

Per-subarray timing recovery operates in a challenging environment. The SINR at the output
of the subarray conjugate beamformer is

E[SINRsubarray] =
PEs

KEs + σ2
=

P

K + 1
γ

(5.9)

where P is the subarray size, Es is the signal energy, σ
2 is the thermal noise variance, and γ is

the thermal SNR. Commonly the subarray size and the number of users will be comparable,
so this SINR could be close to 0dB. The exact value and distribution of the SINR will depend
on the exact arrangement of the users in space and the resulting inter-user interference.

Moreover, per-subarray timing recovery would occur before critical signal processing
tasks such as equalization, so it must handle fairly strong channel dispersion and frequency-
selective fading. As a result, the subarray synchronization algorithm must be robust to very
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Figure 5.7: Three timing recovery algorithms: NDA feedback loop with Garder detector,
O&M feedforward spectral estimator, and Golay pilot-aided estimator.

low SINRs. Additionally, only non-data-aided (NDA) algorithms could be used since there
are no symbol decisions available at the subarray level (decisions are only available at the
full array level).

There are three main candidates for NDA timing recovery algorithms [134]. A feedback-
based timing recovery loop uses a timing error detector to measure the timing offset between
the actual and ideal sampling instants. This error signal is fed back through a loop filter
to a numerically-controlled oscillator (NCO) which adjusts the sampling instants. NDA
feedforward timing recovery schemes use a timing detector to obtain a direct estimate of
the ideal sampling instant, and then re-process the data to interpolate it to that sampling
instant. Finally, pilot-based (or data-aided — DA) timing recovery systems use some known
pilot sequence to estimate and correct for the delay in a feedforward manner.

We compared the performance of three different timing recovery schemes for inter-
subarray synchronization. The first was a feedback loop operating at 2x oversampling
using a Gardner error detector (Figure 5.7a) [140]. The error signal is fed back through
a proportional-integral (PI) loop to control an NCO. The second scheme was an Oerder and
Meyr (O&M) feedforward loop (Figure 5.7b) [141]. Using 4x oversampled data, the auto-
correlation function of the data is estimated and fit to a Fourier series; the coefficient of the
fundamental Fourier tone is extracted to estimate the phase of the data. The third scheme is
the Golay pilot-based timing recovery discussed in Section 5.2.1. All three schemes estimate
integer and fractional delays and use an interpolation filter (implemented using the Farrow
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Figure 5.8: Comparison of feedback, O&M feedforward, and Golay timing recovery perfor-
mance versus thermal SNR.

structure) to adjust the sampling instants of the data sequence [134, 139, 140, 142].
Recall that inter-subarray synchronization proceeds in a distributed fashion. Indepen-

dent TR algorithms run on each subarray’s estimate of each beam, with the goal that for
each beam, all subarrays lock onto the same sampling phase. Therefore, to assess the suit-
ability of the above three TR algorithms to this task, we must characterize their reliability
and robustness as measured by this criterion. This was simulated as follows. For a given
channel response, 30 independent data/noise sequences were generated with the same timing
characteristics. These 30 trials were processed by each of the above three TR schemes and
the variance of the timing estimate across the 30 trials was computed. This procedure was
repeated across 100 random channel instantiations and aggregate statistics about the timing
variance were computed.

Figure 5.8 shows the results of this simulation, measured versus thermal SNR at the
antenna. Fading channels have a Ricean K-factor of -10dB; non-fading channels only have
a single tap. As shown by these results, the feedback TR loop cannot work below a certain
SNR. Meanwhile, the Golay timing recovery performs best for all SNR values and fading
scenarios. Moreover, because the user Golay pilots are time-multiplexed, Golay pilots do
not experience inter-user interference. As a result, the SINR for the Golay pilots is K times
stronger than that of the rest of the data sequence. Finally, the Golay scheme converges
immediately while the other two algorithms require a long acquisition time. For all these
reasons, Golay timing recovery was identified as the best candidate for inter-subarray syn-
chronization.
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Figure 5.9: True-time delay compensation using distributed Golay-aided timing recovery at
each subarray for 200MHz and 2GHz channel bandwidths at 75GHz carrier.

5.3.2 True Time Delay Compensation

Figure 5.9 shows the performance of the distributed subarray synchronization in a TTD
channel. The array has 32 elements and serves four users; each subarray is 16-elements so
there are two total subarrays. The left panel shows the results for a 200MHz channel at
75GHz. The fractional bandwidth in this scenario is very small so the total TTD effects are
quite insignificant. Without TTD compensation there is about a 0.2dB SNR loss, of which
0.15dB is recovered by the distributed synchronization. The right panel shows the same
scenario with a 2GHz channel bandwidth. Here TTD effects are very significant — without
distributed TR there is over 0.5dB of signal loss. The proposed synchronization scheme is
able to recover 0.35dB of that loss.

5.4 Multi-User Sampling Frequency Offset

Compensation

The techniques described so far in this chapter are used to achieve baseband synchronization
within the base-station array. The final remaining task is to synchronize to the sampling
frequency and phase of the user data streams themselves.

Consider the signal processing architecture shown in Figure 5.10. Initial phase synchro-
nization is partially achieved by the distributed Golay timing recovery outlined in Section
5.3. Any residual phase offset can be compensated by the central MIMO equalizer. However,
sampling phase drift due to sampling frequency offset relative to the user’s data stream is
not addressed anywhere.

The sampling frequencies of the users and the base-station are set by their reference
oscillators. These frequencies will match up to the tolerance of the oscillator, usually on the
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Figure 5.10: Overall array DSP chain including subarrays and central processor.

order of 10s of ppm. This means that the user sampling frequencies will differ from each
other, and from the base-station’s sampling frequency, by a factor on the order of 20 ppm.

In a modulation scheme using frequency-domain equalization, such as single-carrier frequency-
division multiplexing (SC-FDM, used in the LTE uplink), sampling frequency offsets (SFO)
have two impacts. First, over the course of a frame it causes drift in the FFT window.
Second, the delay manifests as a phase rotation in the frequency domain proportional to
subcarrier index [143, 144]. As long as the SFO is small relative to the subcarrier spacing,
there is negligible loss of subcarrier orthogonality.

Because the SFO is different for each user, correcting it can be tricky. Before the ZF-FDE,
each data stream consists of the desired user’s data (with its SFO) corrupted by inter-user
interference. Each inter-user interference carries the SFO signature of its respective user
stream. This means that to correct SFO before the ZF-FDE, we would need to separate
out each inter-user interference contribution and adjust it by that user’s SFO. Of course,
this is impossible — it is the function of the ZF-FDE to separate out those components!
This means that SFO compensation must occur on a per-user basis after the zero-forcer and
equalizer.

The challenge with post-FDE SFO correction is that the FDE applies a cyclic shift in
timing since it appears as a circular convolution. That means that drift in the FFT window
causes the FDE output to be cyclically rotated such that samples may appear out of order at
the output. This implies that either (1) SFO must be compensated in the frequency-domain
to undo the cyclic shift, or (2) SFO may be compensated in the time-domain after FDE but
must include re-ordering of samples. We choose to go with the first approach, and design a
hybrid time-frequency feedback timing recovery loop.

Timing drift of td in a FDE symbol creates a per-subcarrier phase rotation proportional
to subcarrier index k:

φk =
2πtdk

Nsc

(5.10)
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This means that a hybrid time-frequency TR loop needs only two changes compared to
a traditional fully time-domain loop. First, the timing correction is applied by applying
appropriate compensating phase shift at each subcarrier. Practically, the delay estimate must
be converted to a phase ramp in the frequency domain. Second, the delay is compensated on
a FDE symbol-by-symbol basis instead of a sample-by-sample basis. In effect, the continuous
timing drift is approximated by a stairstep. As long as the drift is slow enough relative to
the FDE symbol period, this error is negligible. Furthermore, since the IFFT has significant
delay, this loop should operate with relatively low bandwidth.

The proposed time-frequency TR loop is shown in Figure 5.11. It uses a Mueller-Muller
timing error detector because it is the only baud-rate TED (and is decision-directed) [134,
145]. A different TED could be used (such as Gardner) but would need 2x upsampling in
the time-domain before the TED. Because this TR loop comes after the equalization and
zero-forcing, all inter-user dependencies have been eliminated. As a result, each user stream
is independently processed by one of these loops. Figure 5.12 shows that with 20ppm SFO,
the proposed timing recovery algorithm can recover 2dB of SNR performance when targeting
a 1e-3 bit error rate (BER).

5.5 Summary

In summary, this chapter has proposed baseband synchronization architecture and algo-
rithms suitable for large massive MIMO arrays. The synchronization is accoimplished in a
hierarchical manner. First, subarrays are independently synchronized by aligning the ADC
sampling instants through a blind background calibration. Next, subarrays are aligned to
each other to compensate for true-time delay. This can be done by running distributed timing
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Figure 5.12: Performance of time-frequency timing recovery algorithm with 20ppm offset
SFO.

recovery on each beam at each subarray. If a Golay pilot-aided TR is used at each subarray,
favorable and repeatable timing lock is achieved which properly corrects for TTD-induced
skews between subarrays. Finally, a decision-directed frequency-domain timing recovery loop
compensates for per-user SFO following the FDE. Overall, this architecture achieves both
synchronization within the array as well as timing recovery of the user data streams.
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Chapter 6

System-on-Chip for < 6GHz Massive
MIMO

So far, Chapters 2-5 have discussed architecture and algorithm design choices suitable for
very large array systems. We now discuss the design of specific arrays using those principles.
This chapter considers a massive MIMO system operating in traditional cellular frequency
bands below 6GHz. As discussed in the introduction, massive MIMO systems are already
rapidly approaching commercial deployments in cellular frequency bands. These commercial
deployments use a “brute force” approach of adapting existing base-station designs to the
regime of 64 antennas. Though inefficient and not optimized, the cost and power of these
solutions are sufficient for commercial requirements. Accordingly, the main challenge in
< 6 GHz massive MIMO is not the impossibility of the design, but rather the efficiency.
Consequently, this chapter is mostly focused on the design of a very cost- and power-efficient
system-on-chip (SoC) for these applications.

6.1 Overview

Massive MIMO systems approaching commercialization in cellular bands generally consist of
all-digital beamforming arrays with up to 64 elements in both transmit and receive directions
(known as a 64T64R array). The design of these systems suffers from two main inefficiencies.
First, fully centralized processing is used, where the digital I/Q samples for each RX and
TX stream are communicated to the central processor. This central processor performs all
the computation in the system. Research publications (even from industry groups) such
as [59] use FPGAs for this processor; practical commercial systems implement this using
co-processors or accelerators on a large baseband ASIC. Second, the radios used in massive
MIMO systems today consume a large amount of power for relatively mediocre specifications.
As an example, the AD9375 consumes up to 5W for two transceivers with only 7dBm output
power and 12dB noise figure (NF).

In light of this, the main goals of this project are two-fold. First, distributed signal
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Figure 6.1: Block diagram of < 6 GHz massive MIMO SoC.

processing will be used (as elaborated in Chapter 3) to reduce the interconnect bandwidth
and computation requirements on the central processor. Second, the radios will be designed
for very high efficiency.

Toward this second end, it is well known that array operation provides array gains in
both RX NF and TX power. The receiver NF improves by a factor of M for an M -element
array; the TX power improves proportionally to M2/K thanks to in-phase summation.
Consequently, very impressive array-level performance can be achieved with quite modest
per-element specifications. As an example, to achieve 50dBm EIRP and 1dB NF with
32 elements, it is sufficient to use a < 30 dBm transmitter and 16dB NF receiver. This
performance is close to what is achievable in CMOS processes, so it begins to be reasonable
to implement this system with a CMOS chip and an external PA with moderate specs.

Therefore, we propose to build a highly-integrated digital array transceiver in CMOS. If
necesssary, this transceiver can be augmented with handset-class external components (such
as SiGe PAs) to improve the transmit peformance by a few dB. The proposed CMOS SoC
would incorporate a number of full transceivers (probably in the range of 4-8, depending
on area and I/O constraints), clock and supply generation, digital signal processing, and
inter-chip serdes lanes for interconnect. A block diagram for this chip is shown in Figure 6.1.

This chapter will overview the design of some of the digital components of this chip. The
array is designed to operate using the 802.11n wireless standard [2].



CHAPTER 6. SYSTEM-ON-CHIP FOR < 6GHZ MASSIVE MIMO 99

ADC

DAC
9b, 320MHz

11b, 80MHz

4x 

UPSAMP

2x 

UPSAMP

2x 

UPSAMP

2x 

DOWNSAMP

2x 

DOWNSAMP

20MHz 

baseband

Figure 6.2: Analog interface including ADC/DAC and resampling filter hierarchy.

6.2 RX and TX filters

The channel bandwidth in this system is chosen to be 20MHz. Accordingly, the ADC
sampling rate was chosen to be 80MHz based on the blocker and anti-aliasing margins needed
in the analog front-end design. Similarly, the DAC sampling rate was chosen as 320MHz
(16x oversampling) in order to achieve very aggressive out-of-band emissions targets.

Resampling filters are needed to convert the sampling rate from the baseband rate of
20MHz to and from the ADC and DAC sampling frequencies. These filters must meet the
RX and TX mask requirements for the 802.11 standard [2]. For both filters, a multi-stage
implementation is used to improve the overall hardware efficiency (Figure 6.2) [146–150].

The RX downsampling filter is implemented as two stages of half-band filters, each down-
sampling by 2. The first filter uses 10 taps with 7 bits of precision and a passband edge at
9MHz; the second uses 20 taps with 10 bits of precision with passband edge at 8.12MHz. The
second filter has more stringent specs since it has a narrower transition band and sets the
close-in interferer rejection. It is designed to work with the zero-padded subcarriers at the
edge of the band in 802.11n modulation. The number of taps and bits in the weights were
determined empirically based on the required specifications. The overall transfer function is
shown in Figure 6.3.

The TX upsampling filter must achieve very high oversampling ratio of 16. This is split
into two stages of half-band filters implementing 2x oversampling each, and a Nyquist filter
achieving 4x oversampling. It is important that all these filters be Nyquist so as to not
introduce pulse distortion or inter-symbol interference when oversampling the TX signal.
The first stage of filter is a 14-tap half-band filter with 9MHz passband edge and 7-bit
coefficients. The second stage uses only 6 taps with 8.1MHz passband edge and 10 bits
of resolution. Finally, the Nyquist quarter-band filter uses 13 taps with passband edge at
16MHz and > 40dB stop-band rejection. The aggregate transfer function is shown in Figure
6.4. Transmit masks are discussed below.

All filter stages were implemented in hardware using polyphase structures with fixed co-
efficients (Figure 6.5). The polyphase structure relaxes the clock rate requirements (thereby
simplifying the physical design) and can make use of redundancies such as all the zero coef-
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Figure 6.4: Transmitter upsampling filter transfer function.

ficients. The use of fixed coefficients reduced the silicon area by 9x.

6.3 TX Quantization Noise Averaging

A key transmitter spec is the power emitted outside of the assigned channel bandwidth. The
out-of-band emissions spec measures how much a radio interferes with other radios operating
at different frequencies. Each standard assigns transmit masks which specify the allowable
emissions in various parts of the spectrum. Most of the spectral emissions correspond to
quantization noise in the TX chain.
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Figure 6.6: Quantization noise versus line of sight angle for various array sizes.

In array transmitters, especially all digital ones, quantization noise at each DAC tends
to be uncorrelated. This arises because both the beamforming coefficients as well as the
multi-user data sufficiently change the digital samples at the input to each DAC that the
DAC quantization noise is decorrelated. As a result it can be expected that the out-of-band
quantization noise will be averaged and reduced in an array transmitter.

Figure 6.6 shows the out-of-band quantization noise versus line of sight direction for a 4-,
8-, and 16-element array. As expected, for all directions except broadside, the quantization
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Figure 6.7: Quantization noise in a near-broadside line-of-sight array, for a 5-bit and 7-bit
DAC.

noise gain is proportional to the number of transmitters in the array. At broadside, all
the digital beamforming coefficients are equal to one, so there is no decorrelation effect. A
close-up of the region around 0◦ is shown in Figure 6.7, for a 5-bit and 7-bit DAC. The “non-
averaging” broadside region is shown to be inversely proportional to the DAC’s dynamic
range. Essentially, the imaginary component of the beamforming coefficient is responsible
for mixing enough I into Q and Q into I to decorrelate the quantization noise. Therefore,
we can say that the beamforming coefficient should satisfy:

π sin θmin > LSB (6.1)

This relationship shows that as the LSB size shrinks (when more bits are added to the DAC),
this criterion is met at smaller and smaller angles. Moreover, in a multi-user scenario the
presence of the second user would be sufficient to decorrelate the quantization noise.

These results indicate that we can take advantage of quantization noise averaging to
achieve much better out-of-band emissions performance in an array compared to a single-
element transmitter. Figure 6.8 shows the output spectrum of a 16 element array (with two
users), using the upsampling filters designed above and quantization noise averaging. As
expected, the in-band power improves by 6dB/element-octave while the quantization noise
power increases by 3dB/element-octave, giving 3dB improvement in OOB emissions for each
factor of two in array elements. The quantization noise is fully decorrelated such that both
users receive the same total emissions power.

6.4 DSP Path

802.11n uses an OFDM-based modulation scheme. Additionally, due to the low-frequency
operation it is expected that channel propagation would result in rich scattering and multi-
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path. Therefore, this system uses full frequency-dependent beamforming.
There are no 802.11 variants that yet support MU-MIMO natively in the uplink. There-

fore, we assume some differences in the frame structure to accomodate this functionality.
First, we assume that each user transmits a packet header, including short training field
(STF) and long-training field (LTF), in a time-multiplexed manner. Second, we assume that
carrier frequency offset (CFO) and sampling frequency offset (SFO) are compensated at the
user side, using a scheme such as that suggested in [151].

The DSP chain is shown in Figure 6.9. In the receive path, the signal is downsampled to
baseband using the resampling filters discussed above. 802.11n correlators are used to detect
the STF and establish symbol timing and an FFT window [152]. The LTF is used to estimate
the channel in the frequency domain between each user and that antenna element. As
discussed in Section 3.3, those channel estimates are used to set local conjugate beamforming
coefficients on every subcarrier. They are also themselves processed by the beamformer and
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forwarded to the central processor to compute the zero-forcing coefficients. In the signal
path, the incoming data is split into FFT symbols, beamformed with the other elements
locally on the same SoC, and then sent to the interconnect router.

In the transmit path, the link router receives user data streams from the interconnect.
These user data streams are beamformed in the frequency domain and then converted to
the time domain through IFFT. After insertion of the cyclic prefix, the resulting TX data is
upsampled and sent to the DAC.

The link router is responsible for interfacing with the data interconnect. In the receive
direction, its core function is to receive data forwarded from other chips, perform distributed
combining, and send the result of that computation to the next step in the chain. It must be
able to apply the appropriate delays on both incoming serdes lanes and the data generated
on chip to align them properly. In the transmit direction, it applies similar operations but
does not need to execute any combining step.

6.4.1 ADC and DAC Timing

The ADC and DAC require a sampling clock which is clean and low-jitter; any jitter in this
clock would degrade the effective number of bits (ENOB) and resolution of these converters.
At the same time, the supply and clocking domain of the DSP is noisy due to the large
amounts of digital switching. Accordingly, it is chosen to generate the sensitive analog
clocks independently from the digital clock. These two domains will be mesochronous to
each other.

The clock crossing from analog to digital domain is handled using an asynchronous FIFO.
These two domains will have a static but unknown phase offset between each other. Because
there is no drift between the two clocks, the FIFO can be quite shallow and there is little
concern about the edges crossing each other.

The latency of each ADC FIFO (measured in real time units) would be naturally es-
timated by the channel estimator and included in the relevant beamforming coefficients.
Even if the FIFO stalls due to phase drift between analog and digital clocks, this latency is
preserved. As discussed previously, this is very unlikely, so can be ignored.

The latency of the DAC FIFO is not known and does not necessarily match that of the
ADC FIFO. Accordingly, for a given antenna element the TX delay may differ from the RX
delay. This delay mismatch should be less than one ADC sampling period, so its impact is
at most 0.25 baseband sample. Nevertheless, it may be desired to correct this delay; this
could be done using a loopback calibration.

6.4.2 Reciprocity Calibration

TDD massive MIMO systems rely on measuring uplink channel state information to form
the downlink beamforming coefficients. This is accurate only for environmental effects.
Reciprocity of uplink and downlink does not extend to the transceiver front-ends themselves.
Any mismatch between the RX complex gain and TX complex gain at an antenna element
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will introduce downlink beamforming error. It is necessary to measure and correct for this
reciprocity error in order to obtain good downlink performance.

A number of reciprocity schemes have been proposed in the literature, such as [53].
Most of these algorithms use over-the-air measurements to a reference antenna, either in the
environment or within the same array. This is undesirable since it is not generally possible to
have a calibration antenna with good propagation characteristics to all the array elements.

We propose a reciprocity calibration algorithm consisting only of per-element measure-
ments (Figure 6.10). Each transceiver should be equipped with a reference DAC, to measure
the RX path, and a loopback capability to measure the aggregate TX and RX transfer
function. The reference DAC is used to measure the receive path up to the resolution of
this measurement TX. If this calibration DAC has a stable and accurate voltage reference
(such as a bandgap), then it can be assumed that all calibration DACs at every element are
implicitly calibrated to each other, up to the resolution of this DAC.

Having measured the RX transfer function precisely at each element, the loopback mea-
surement obtains the cascaded TX-RX gain. This makes it possible to extract the TX
transfer function by itself and therefore devise the appropriate reciprocity calibration coeffi-
cients. The results of this simulation are shown in Figure 6.11. Note that in practice it may
be necessary to make both calibration measurements in a frequency-dependent fashion.

6.4.3 Link Router

The link router handles the interface to the data interconnect. The multiple chips in the
array are interconnected in a mesh network. In the receive direction, each chip forwards
its data to the next hop in the interconnect chain. The task of the link router is to accept
incoming packets from other chips, align them to each other and to the data generated
locally, perform the distributed summation, and forward the result to the next hop in the
chain (Figure 6.12).
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In the receive direction, this alignment can be accomplished by referencing all timing
to the frame start. Each deserializer is equipped with a small FIFO while the DSP is
equipped with a larger FIFO. Each of these FIFOs can be augmented with a tag array which
stores which FIFO index corresponds to a certain packet ID. When a new frame is detected,
all routers reset their packet ID counters. Then as the router receives incoming packets,
it extracts the incoming packet IDs, finds the appropriate packet in the DSP FIFO, and
sums them together. This only needs to be performed once at the beginning of each frame.
Subsequent packets in the frame can remember the measured latencies of each path and
avoid searching through the tag array.

A similar operation should be performed in the transmit direction. Even though there
is no summation in the transmit direction, it is important to match the latencies to all
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TX chains to ensure that the data at the DAC is aligned everywhere. Unfortunately the
interconnect latencies in the TX direction may differ from the RX direction since separate
clock crossing FIFOs and serdes IPs are used. Automated transmit interconnect alignment
is still an open item for this SoC implementation.

On top of alignment, the link router should check validity of incoming packets. This can
be accomplished by using checksums and header fields to detect transmission errors. If an
error is detected, the router can throw out that packet and insert all zeros instead.

6.5 Test Chip

A test chip was taped out in 65nm CMOS as an initial design point towards the realization
of this CMOS SoC. The test chip incorporated a full RX and TX path, on-chip supply
generation, resampling filters, and digital snapshot memories for test stimulus and recording.
The die micrograph is shown in Figure 6.13.

This test chip was used to validate the architecture and performance of the radio transceiver.
Future chip tapeouts will aim to integrate multiple radios, more DSP, and serdes lanes on a
single CMOS SoC.
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Chapter 7

Design of a Massive MIMO Array at
E-Band

This chapter describes the design and implementation of a massive MIMO uplink array using
the principles developed in the preceding chapters. Compared to existing mm-wave arrays,
the dual objectives of this project are to increase the number of array elements from 32 to
128, and to increase the number of simultaneous users from 1 to 16. These requirements
vividly illustrate the need for the scalable and modular architecture described in Chapter 3.
On top of that, the synchronization techniques developed in Chapter 4 and Chapter 5 are
used to achieve scalable and low-power system synchronization.

This chapter describes how the techniques in this thesis were practically used to de-
sign and implement this prototype. The focus is on the hardware engineering and signal
processing stack used to establish wireless links.

7.1 System Overview

The state of the art in mm-wave arrays is surveyed in Section 3.2.1. To recapitulate the key
points, mm-wave systems today are characterized by

• Limited array size: Array sizes are generally limited to 32-element phased arrays inte-
grated either on chip or in package/board. Some 64-element arrays are beginning to
appear.

• Limited multi-beam support: Only a small number of multi-beam arrays have been
reported. These designs all use a partially-connected array architecture, which parti-
tions different beams to disjoint subarrays. This introduces a strong tradeoff between
number of beams and effective array size.

• No on-chip multi-beamforming: There are no phased array chips with the ability to
form multiple beams using the same transceivers and antennas.
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Figure 7.1: Link budgets for actual system uplink, along with hypothetical extensions to
wider channels, longer range, and downlink scenarios.

This research project aims to design a fully-connected mm-wave array with 128 elements
forming 16 simultaneous beams. In keeping with the fully-connected design approach, each
beam is mapped to every single antenna. This ensures maximal use of the hardware and
consequently maximal spatial processing gain. The initial prototype is implemented using
commercial off-the-shelf (COTS) components. Future versions of this prototype will integrate
a custom front-end phased array on chip which has the ability to form 16 spatial streams
from 16 antenna interfaces [137]. As such, the initial prototype addresses and overcomes the
first two limitations outlined above, while future research efforts will address the third and
final point.

7.1.1 Link Budget

This mm-wave array is designed to operate with 128 base-station antennas communicating
with 16 spatially multiplexed users. Each user is equipped only with a single antenna, for
simplicity of design and implementation. This wireless system could be easily extended to
support multi-antenna users, which would enable the range of the link to be extended. Only
the uplink direction is implemented in this prototype generation; these ideas can be extended
in a similar vein to implement the multi-user mm-wave downlink.

This system operates at 72GHz, which is an emerging frequency band of interest to the
industry and the FCC. Due to limitations in the COTS components and FPGA platform
used, the bandwidth is limited to a 250MHz RF channel.
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Figure 7.2: Modular array architecture for a massive mm-wave MIMO array.

An uplink link budget is shown in Figure 7.1. This table describes the nominal scenario
as well as two hypothetical scenarios with wider channel bandiwdth and multi-antenna user
equipments (UEs). Finally, an example downlink link budget is shown to illustrate how a
downlink with similar range and datarate could be implemented.

7.2 Hardware Implementation

7.2.1 Modular Architecture

In keeping with the principles outlined in Section 3.2, our massive MIMO mm-wave ar-
ray is designed around a modular and scalable architecture. As shown in Figure 7.2, the
core unit is a 16-element subarray. In this testbed, each radio channel is served by a full
digital receiver spanning antenna to ADC and digital samples. The subarray is accompa-
nied by digital signal processing which performs ADC de-skew, channel estimation, subarray
conjugate beamforming, and inter-subarray timing alignment (Section 5.3). Other, more
analog-intensive implementations, fit cleanly within this array architecture.

A key difference between the present array and the state of the art is the fully-connected
architecture employed here. Each subarray receives every single one of the 16 user streams.
The per-subarray signal processing essentially results in each subarray’s independent estimate
of the user streams; these estimates are then fused across subarrays to form the aggregate
array-level user beams. Because the distributed synchronization and TTD compensation can
cleanly separate and abstract the modular boundaries, the data interconnect consists of a
very simple forward-and-sum operation. Finally, user separation, equalization, and back-end
processing is carried out following the data aggregation. This operation is largely equivalent
to 16 parallel user basebands.



CHAPTER 7. DESIGN OF A MASSIVE MIMO ARRAY AT E-BAND 111

An important highlight of the proposed array architecture is the highly modular and
scalable design. Crucially, each subarray operates fully autonomously in terms of both
beamforming and synchronization. While the intra-subarray complexity is fairly high, the
only signals which cross the subarray hierarchy boundary are the serdes lanes comprising
the data interconnect. As a result, it becomes quite simple to implement very large fully-
connected mm-wave arrays in this manner.

7.2.2 Testbed design

A fully-functioning prototype was implemented using COTS chips and custom printed cir-
cuit boards (PCBs). One 16-element subarray is implemented from a number of boards.
The signal path consists of a 72GHz direct-conversion receiver (HMC7586) with on-board
aperture-coupled patch antenna (Figure 7.4), followed by variable-gain amplifiers (VGAs)
and the AD9680 dual-channel 500MSps ADC. The receive channels are grouped into quads
which are implemented on a pair of boards — one mm-wave board and one baseband one.
A subarray therefore consists of four such quads. The mm-wave boards are also paired
with a power generation and LO distribution board which generate the supply voltages and
clocking reference for the radios. In contrast, the baseband board contains power and clock
generation for the baseband path. The baseband assembly is shown in Figure 7.3.

Each ADC has a 12.5Gbps high-speed serdes lane (over JESD204B protocol) which trans-
mits its digital samples to an FPGA. The FPGA is chosen as a VCU118 evaluation kit from
Xilinx, which comprises a full board centered around a 16nm Ultrascale+ FPGA. The FPGA
is responsible for the following main tasks: (1) JESD interace with all 16 data converters
in a subarray, (2) per-subarray signal processing, and (3) inter-FPGA data interconnect.
Finally, each FPGA is also equipped with an Ethernet link by which it may occasionally
send partially processed frames to a PC for further signal processing and visualization.

The UE consists of similar but simpler hardware (Figure 7.5). Each UE is equipped with
a TE0714 evaluation module centered around an Artix-7 Xilinx FPGA. The FPGA drives
an AD9512 DAC which in turn drives a mm-wave transmit chain consisting of the HMC8118
upconverter and HMC7543 power amplifier. Each UE is equipped with power generation for
all internal supplies, a 125MHz oscillator which serves as the reference for all baseband and
mm-wave frequency references, and clock generation. As such, each UE is fully autonomous
relative to all other users.

7.3 Signal Processing Chain

7.3.1 DSP Chain Overview

The hardware described above is supported by a fully PHY layer baseband chain running in
combination of FPGA RTL and Python on a PC. The signal processing chain is illustrated
in Figure 7.6.
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Figure 7.3: Baseband path for a single 16-element subarray.

Each antenna is first processed by calibration loops including DC offset and I/Q imbalance
correction as well as noise power estimation. Subsequently, each antenna is filtered by a
channel filter which is implemented as a root-raised cosine filter with rolloff factor 0.25.
This filter acts to reject blockers in adjacent channels. It also matches to the transmit
pulse-shaping filter (an identical root-raised cosine) to give an overall Nyquist filter response
ensuring no ISI from resampling operations.

The filtered signal is kept in the oversampled regime. A Golay estimator at each antenna
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4-channel mm-wave RX

1-channel mm-wave TX

Figure 7.4: RX and TX mm-wave front-end boards including on-board aperture-coupled
patch antenna.

exploits the Golay pilots transmitted by each user (in a time-multiplexed manner) and
estimates the channel gain and timing delay for each user. The channel gain estimates
are fed to the conjugate beamforming network while the delay estimates are fused across
users at each antenna element and used to compute the ADC de-skew coefficients. The
ADC de-skew is implemented as a 5-th order Farrow interpolation filter. This structure
is followed by a conjugate beamforming matrix which estimates the user beams at each
subarray autonomously. Because mm-wave channels are expected to be mostly line-of-sight,
it is considered sufficient to employ frequency-independent conjugate beamforming in this
step. This dramatically simplifies the required hardware complexity since no FFT is needed
at each antenna.

Subarray conjugate beamforming converts the processed signals from the antenna domain
to the beam domain. Subsequently, each beam on each subarray is processed by a Golay
timing estimator which recovers the optimal sampling instant of each beam. This pilot-aided
timing recovery loop is used to compensate for TTD effects by aligning the sampling instants
of each beam across subarrays. The timing adjustment is again implemented using a 5th
order Farrow interpolation filter. This interpolation can be followed by downsampling to
a baseband sampling rate, reducing the datarate that must be transmitted over the inter-
FPGA serdes links. After beam synchronization, the data interconnect may cleanly sum
together the beam samples generated by each subarray. This process is carried out by the
data aggregation network.
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Figure 7.5: User equipment for testing, including FPGA, DAC, clocking, power generation,
and LO path.

Following the full subarray fusion, a back-end processor separates out the user data
streams, equalizes them, and performs back-end processing. The user separation and equal-
ization is performed by a K × K MIMO frequency-domain equalizer (FDE). By using
frequency-dependent processing, the zero-forcer is able to compensate for multipath prop-
agation which gives rise to frequency-dependent inter-user interference. For this system, a
256-point FFT with 16-element cyclic prefix is utilized. The FDE coefficients are estimated
by transmitting FDE pilots consisting of a known pilot tone on each subcarrier. Multiple
such FDE estimation pilots can be transmitted to improve the channel estimate. The num-
ber of FDE training pilots is a system parameter which is adjusted according to channel
conditions.

Following the FDE, the frequency-domain user data streams are fully spatially separated.
Finally, each user’s back-end consists of inter-twined timing- and carrier-recovery loops. The
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Figure 7.6: Signal processing chain for mm-wave massive MIMO link.

timing recovery loop is intended to compensate for each user’s SFO using the structure de-
scribed in Section 5.4. The carrier recovery loop operates in the time-domain to compensate
for phase noise and residual carrier frequency offset in each user’s data stream. Finally, a
slicer demodulates the received constellation and makes hard decisions.

7.3.2 Frame Structure

This signal processing chain is accompanied by the appropriate frame structure used for
synchronization and channel estimation (Figure 7.7). First, each user successively transmits
(in time-multiplexed fashion) a Golay pilot consisting of two complementary sequences of a
specified length. The length of the Golay sequence may be parametrized and chosen based
on the channel conditions. In this work the nominal Golay length was 32 samples for each
sequence. An inter-user guard interval of 10 samples provides a buffer to prevent inter-user
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Golay pilots: ~5us FDE pilots: ~35us Data payloads: 460us

User 1

User 2

User 16

Figure 7.7: Frame structure for mm-wave multi-user MIMO link.

interference.
After each user has transmitted its Golay pilots, each user successively sends a number

of FDE training blocks. The structure of the training blocks is described in detail in [137].
The key idea is that one pilot symbol is sent every N subcarriers, with N nominally equal
to four. The pilot symbols are used to compute both a coarse CFO estimate as well as a
frequency-smoothed channel estimate. As long as the coherence bandwidth is larger than
256/N (in units of subcarrier bandwidths), there is no loss from sending subsampled FDE
tones.

Finally, after all pilot sequences have been sent all users simultaneously send their data
payloads. Each paylod consists of a small number of seeds for the CR loop followed by
the actual data packet. For nominal system parameters, each user sends 74 samples worth
of Golay pilots and 544 samples of FDE pilots. This results in a total pilot overhead of
approximately 10,000 samples, which at a 250MHz sampling rate comes out to about 40µs.
If the frame length is at least 500µs, the total pilot overhead is less than 10% of a frame,
which is a very acceptable quantity. If needed, this overhead could be reduced by code-
multiplexing the user pilots so that they may be sent simultaneously.

7.3.3 Two-stage Beamforming: ZF at Low SNR

It is interesting to note how the two-stage beamformer allows high-performance zero-forcing
to operate even with very low per-element SNRs. As shown in the link budget in Figure
7.1, the thermal SNR at each element is 0dB and the SINR is -12dB due to the inter-
user interference. By using time-multiplexed Golay pilots, the conjugate channel estimation
proceeds with SNR gain proportional to the code length. For the nominal length-32 Golay
codes, this comes out to 15dB SNR for conjugate estimation. This SNR is sufficient for
moderate but not extremely high resolution. In particular, it is worth pointing out that if
a frequency-dependent ZF estimation was performed at each element, the estimation SNR
would only be 0dB. This SNR is far too low to accurately compute the ZF matrix, so as a
result it would be impossible to cleanly separate out the user streams.

Instead, the ZF FDE pilots are beamformed by the previously estimated conjugate beam-
former. In the full 128-element array, this provides a 21dB gain in SNR, resulting in 21dB
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Figure 7.8: Lab setup for 4x1 SIMO testing.

SNR at the input of the ZF channel estimator. Especially when averaging across two or
more FDE pilot blocks, this SNR is appropriate to obtain a good estimate of the channel
state information. As a result, very high-performance ZF beamforming is achievable even
with extremely low per-element thermal SNR. This is made possible through the use of the
two-stage beamformer.

7.4 Results and Measurements

The hardware described above was assembled into a full system prototype. The signal
processing stack was implemented using a combination of FPGA RTL and Python software
running on the lab PC. The PC communicates over Ethernet with one or more FPGAs,
collecting the digital samples corresponding to the output of its on-board DSP. The rest of
the processing is performed by the Python software.

As of the time of writing, results were only available for a 4x2 MIMO link. This testing
shows that the key elements of the hardware are operable and that multi-user beamforming is
achievable using this hardware/software setup. A picture of the test setup is shown in Figure
7.8. The left side of the figure contains the base-station panel including test equipment. The
foreground shows the UE transmitter and part of its baseband path. In the background is
shown the PC running the Python software which visualizes the link status.
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Figure 7.9: Zoomed-in view of 4x1 link with antennas and mm-wave boards.

Figure 7.9 shows a close-up of the TX and RX antennas for a 4x1 link configuration.
A postdoc is also shown in the background. Figure 7.10 shows measured constellations
for various testing configurations. In a 4x1 MIMO link with LO reference coming from a
signal generator, the measured SINR was 23dB. The corresponding 64-QAM constellation is
shown. When a on-board mm-wave PLL was used (locked to a 125MHz crystal), the SINR
degrades to 18dB, sufficient for a 16-QAM constellation but not 64-QAM. Finally, a 4x2
MIMO scenario was measured with a noisy environment (low gain in the RX front end).
SINR was measured at 9 and 10dB for each user, and the dual QPSK constellations are
shown in Figure 7.10.
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Figure 7.10: Constellations for (a) 4x1 SIMO link with high-quality LO reference and (b)
4x2 MIMO link.
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Chapter 8

Conclusion

This work has proposed system architectures, signal processing techniques, and hardware
prototypes which can address the needs of future wireless networks. This is accomplished
in two ways: first by making use of very high carrier frequencies which have a large amount
of unused spectrum, and second by exploiting the spatial dimension of wireless channels to
separate users in space on top of traditional time and frequency multiplexing. These two
principles underlie the fifth generation of mobile networks and as such, this thesis presents
an avenue toward realizing the next ten years of mobile connectivity.

This thesis has explored theoretical and practical questions surrounding the design of
massive multi-user beamforming antenna arrays. The capstone is a 128-element phased array
operating in the E-band, showing how array design principles can be applied to emerging
high-frequency spectrum. This testbed achieves 4x increase in total array size and 16x
increase in number of simultaneous spatial beams (from 1 to 16) compared to other mm-
wave arrays reported at 28, 39, or 60 GHz. The principles illustrated in this array prototype
can be applied to improve the capabilities and capacity of mm-wave systems operating in
many frequency bands. In a decade systems such as this, in unobtrusive form factors, may
be deployed ubiquitously in the network to provid very-high-capacity wireless networking.

8.1 Thesis Contributions

This work advances the state of the art around algorithm, system, and hardware design for
massive multi-user arrays. In particular, the novel contributions include:

• Proposes a scalable and distributed architecture for implementing massive arrays out of
unit common modules. The proposed architecture abstracts away specific implementation-
specific details but rather focuses on general principles common to all such arrays.

• Develops a time-domain implementation of the per-subcarrier MIMO zero-forcer/equalizer,
which achieves the same performance as the frequency-dependent algorithm but per-
mits a time-domain implementation.
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• Develops the analysis of phase noise averaging and inter-user phase noise interaction
for various LO distribution schemes.

• Identifies the mechanism of phase noise averaging for uncorrelated phase noise in SIMO
and MIMO arrays, and proposing scaling of distributed VCOs in order to save power
in arrays.

• Identifies interactions between the bandwidths of PLLs and carrier recovery loops and
the existence of an optimal PLL bandwidth which depends on the CR bandwidth.

• Proposes a hierarchical baseband synchronization strategy which consists of intra- and
inter-subarray synchronization steps.

• Develops a background ADC de-skew algorithm utilizing user Golay pilots.

• Develops a true-time delay compensation scheme consisting of per-subarray timing
recovery on each user data stream.

• Proposes a time-frequency multi-user SFO compensation loop using a second-order
loop.

• Architects and designing the DSP chain for a massive MIMO system-on-chip operating
at < 6GHz bands.

• Proposes a signal processing and frame structure suitable for mm-wave massive MIMO.

• Builds a prototype massive MIMO system operating at E-band, with 128 antennas
serving 16 simultaneous users.

8.2 Future Directions

This work can be extended in several ways. First, the demonstrated prototype massive
MIMO at E-band operates only in the uplink direction. Generally speaking, the downlink
design should be similar, with two important differences. First, reciprocity calibration is a
critical component of TDD massive MIMO arrays, so a suitable calibration scheme (both
algorithm and hardware) should be proposed. Chapter 6 proposes a first step towards thsi
goal by presenting an autonomous loopback-based calibration scheme for each transceiver
independently. Second, the signal statistics of the downlink multi-user beamformed signal
should be studied both to derive specs for the transmit chain as well as to identify potential
array gains which can be exploited to reduce complexity. In particular, both dynamic range
and peak-to-average power ratio are key transmit specs. It is expected that multi-user
beamformed signals will add in power, increasing dynamic range by a factor of K. Moreover,
it is expected that by adding incoherently, multi-user signals will converge to a Gaussian
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random variable and therefore that the PAPR of the downlink data will be Gaussian. These
hypotheses should be studied.

A second research direction would be to make the signal processing architecture less
dependent on the frame structure. In particular, both the conjugate channel estimation
and ADC de-skew rely on the Golay pilots. It would be desirable to expand this to more
general modulation schemes. One potential avenue would be to exploit the cross-correlation
between different antenna signals to compute both direction and delay information. This
could operate as a background loop obtaining both channel state information and ADC skew
coefficients. A related goal involves devising a more efficient frame structure. In particular,
if the user pilots could be code-multiplexed, then the overhead devoted to pilot sequences
can be reduced. This would allow more efficient use of short frame lengths and consequently
better performance in high-mobility scenarios.

Array design and spatial wireless communications may also intersect with other emerging
technologies in the wireless space such as full-duplex. It may be possible to utilize the
spatial selectivity of an antenna array to simplify a full duplex operation. For example, if
the TX and RX arrays do not share antennas, they could benefit from the spatial isolation
conferred by the beamforming network. This may require the use of analog beamforming to
realize this separation. Another challenge with massive MIMO is extending it to frequency-
division duplex (FDD) scenarios where the TX and RX use different carrier frequencies.
FDD operation destroys the channel reciprocity, meaning that uplink CSI cannot be reused
to create the downlink beamformer. FDD massive MIMO requires the design of efficient
downlink channel estimation codes in order to efficiently obtain this CSI.

Finally, the design of higher network layers natively for multi-user directional systems
should be considered. In particular, common MAC layer issues include initial access, synchro-
nization, scheduling, handovers, and so on. These functions may interact significantly with
the hardware and PHY layer design. As an example, if an omnidirectional transmit/receive
mode is required for initial cell access this would impose significant requirements on the
hardware design. As another example, carrier and sampling frequency synchronization can
be handled in either or both of L1 and L2. This decision can open up or break design
tradeoffs in the signal processing stack.

These related research areas will complete the ecosystem around the technologies de-
veloped in this thesis. Based on future progress in these areas, mm-wave massive MIMO
technology shows promise for use in mobile network deployments by the mid 2020s.
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