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Abstract

Link-Adaptive Antenna Systems

by

Michael Roe

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Eli Yablonovitch, Chair

With the proliferation of rich data and multimedia services in cellular and wireless local
area networks (WLANs), mobile operators and service providers are looking for solutions
to make more efficient use of their spectrum to keep up with consumer demand. A key
challenge in wireless systems research is to identify air interface techniques that increase
spectral efficiency and reduce outage probability of a communications network. Currently,
cellular operators are deploying small cells to improve the spectral efficiency per unit area, but
this approach requires large capital investments for installation and precise network planning
to manage inter-cell interference. Wireless standards makers and baseband device vendors
have proposed higher order QAM modulation schemes. However, the capacity improvements
scale logarithmically with the number of IQ constellation points, and these techniques only
work in regions close to the base-station where the quality of the communication channel
is already good. Other approaches like transmit beamforming and multiuser-MIMO are
power-limited and require a large number of spatially separate antenna array elements.

Fundamentally, in order to improve capacity, a wireless system must maximize the link
quality and suppress noise and interference between the transmitters and receivers in the
network. This dissertation explores the concept and experimental validation of link-adaptive
or modal antenna systems, consisting of a single fed antenna structure, RF switch, and
algorithm. The antenna system uses active RF switching to adjust its radiation state to
the multipath propagation environment and provide a peak signal at the transceiver. We
investigate the impact of modal antennas from a wireless communication systems perspective:
RF front end and baseband integration, multipath fading, and network performance. The
analysis is extended from SISO to MIMO systems with one or more active elements. We
compare active modal antennas with standard passive antennas in the context of mobile
cellular handsets and WLAN access points and client devices. Depending on the application,
we have tailored algorithms based on the device usage and propagation environment.

This research contributes to the state of the art in wireless communication systems by
integrating several cross-disciplinary areas, such as antenna design, signal processing, electro-
magnetic wave propagation and fading, and software systems. We begin with a theoretical
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and practical discussion of novel algorithms designed to integrate modal antennas using
real-time channel state information feedback from the device baseband communications pro-
cessor. We discuss how to optimize these algorithms to achieve good performance in both
slow-fading and fast-fading environments. We then present cellular field test results with
thousands of hours of data collected using a handset equipped with a modal antenna. To
the best of the authors knowledge, this constitutes the first comprehensive measured results
of radiation pattern switching antennas in mobile terminals on a live cellular network.

We extend the antenna system architecture and analysis to wireless LAN systems and
indoor fading environments. The novel modal antenna algorithms are further generalized to
cover MIMO point-to-multipoint systems, such as access points equipped with one or more
modal antennas serving multiple users in a network. We believe that the systems described
in this dissertation make a strong argument for embedding adaptive modal antennas in
mobile devices as a practical and effective method to increase both spectral efficiency and
link reliability of a wireless network.
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Chapter 1

Background

1.1 The Wireless Communication Channel

Over the past two decades, wireless communication systems have experienced explosive
growth driven by universal consumer adoption of smartphones, tablets, access points, In-
ternet of Things (IoT) devices, and the ubiquity of wireless standards, such as Long Term
Evolution (LTE), WiFi, and Bluetooth. Widespread usage of mobile wireless broadband
internet, consisting of web-browsing, email, and high-definition audio and video streaming,
is creating significant challenges for wireless service providers. Existing wireless networks are
running out of capacity due to the limited supply of frequency spectrum. Thus, more efficient
air-interface techniques are necessary to support the ever-increasing bandwidth requirements
mobile devices pose on a wireless network.

The fundamental design goal of a wireless network is to optimize the capacity of the
communication nodes by maximizing the desired signal and minimizing unwanted noise and
interference. The signal-to-interference-plus-noise ratio (SINR) gives the upper bound of the
wireless channel capacity. For example, consider two point sources communicating within a
network (Figure 1.1). Noise in the system may be generated by thermal motion of charged
particles in the electronics, imperfect RF components in the radio transmit and receive
chains, or the statistical nature of the wireless channel itself. Interference may be caused
by adjacent transmitters in the wireless network on the same time and frequency channels.
Mitigating this type of interference requires careful planning and installation during the
network design phase. Even so, some interfering sources, such as microwave ovens interfering
with a home WiFi network, may be unpredictable in nature. Noise and interference degrade
the overall signal quality of nodes in a wireless network.

Furthermore, wireless communication systems are limited by the environment in which
the radio waves propagate. The line of sight between transmitters and the receivers is often
obstructed by objects, such as buildings and walls. The signal may undergo small-scale
fading due to local objects in the vicinity of the transmitter and receiver. The multiple
paths taken by the signal before reaching the receiver can create time delays, phase shifts,
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Figure 1.1: Model for signal-to-interference-plus-noise ratio (SINR) of two nodes in a com-
munication network.

and attenuations that may combine destructively at the receiving antenna and degrade the
link quality. To further complicate matters, these effects are often time-varying due to user
motion.

Multiple-Input and Multiple-Output (MIMO) and antenna diversity schemes are known
to mitigate the adverse effects of multipath propagation. Examples of antenna diversity
are spatial diversity, pattern diversity, and polarization diversity. Antenna diversity may
involve switching between antennas or combining the signal from multiple antennas. These
techniques reduce the outage probability of a network. Alternatively, spatial multiplexing is
a MIMO technique in which multiple data streams are transmitted independently using dif-
ferent spatial paths taken between multiple receive and transmit antennas. In other words,
the spatial dimension is used to increase the capacity of the wireless channel. Other tech-
niques, such as beamforming, increase the directionality of a multi-antenna array in order
to overcome path loss and multipath fading. The beamformer adjusts the amplitude and
phase of the signals at each antenna to achieve constructive or destructive interference of
the propagating wave.

In this thesis, we will analyze another kind of antenna diversity - diversity from a single
fed antenna element. The antenna (hereby referred to as a modal antenna) is able to generate
multiple radiating states from a single antenna feed through active RF switching. The an-
tenna system is also practical to fit into the form factor of an embedded device. The antenna
system switches between the different radiating states to adapt to the varied propagation
paths of the wireless channel to provide a peak signal at the transceiver. We will describe
how this antenna technique can be used to address multipath fading and interference in the
subsequent chapters. Moreover, we will describe how modal antennas can be used to further
enhance existing spatial multiplexing and beamforming systems.
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Figure 1.2: Free space path loss model for transmit and receive antennas.

1.2 Path Loss

The propagation of electromagnetic waves has significant influence on the design of com-
munication systems. The signal between two nodes in a network is susceptible to noise,
interference, scattering, reflections, diffractions, and attenuations from the wireless channel.
The exact solution to the propagation of radio waves can be solved using Maxwell’s equations
with the proper boundary conditions. However, most propagation problems are intractable
to solve this way, and statistical models are used instead. In this section, we introduce the
theory for path loss and multipath fading, along with commonly used empirical models for
indoor and outdoor propagation. These models are valuable to inform the design of the
communication network. However, for actual network deployments, there is no substitute
for actual field measurements of the wireless channel.

We start by first considering the case of a transmitter and receiver separated in free
space by a distance r (Figure 1.2). For our analysis, we consider the far-field region of the
antenna, in which the angular field distribution is independent of distance [7]. The far-field
is the region of the antenna in which the transmitter and receiver are at a distance greater
than 2D2/λ, where D is the length of the antenna and λ is the wavelength.

Because the field strengths in this region are independent of distance, we can compute
the power of an ideal source that radiates equally in all directions using the time-averaged
Poynting vector ~W [59]:

~Wavg =
1

2
Re[ ~E × ~H∗], (1.1)
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Prad =

∮
S

~W · d~s = 4πr2Wavg. (1.2)

The transmitting antenna produces a power density per unit area of ~W (θ, φ, f). We
can account for the anisotropic radiation pattern of the transmit antenna by including the
factor Gt(θ, φ, f). Hence, the power density depends on the gain of the transmit antenna
Gt(θ, φ, f) in the given direction, the power of the transmitter Pt, and the distance r from
the transmitter to the receiver:

Wavg =
Pt

4πr2
Gt(θ, φ, f). (1.3)

An antenna operating at a wavelength λ has a receiving aperture of Ar [57]:

Ar =
Gr(θ, φ, f)λ2

4π
. (1.4)

The power at the terminals of the receiving antenna are expressed in terms of the receive
antenna effective area Ar, the transmit and receive antenna gains, Gt(θ, φ, f) and Gr(θ, φ, f),
and the power from the transmitter:

Pr = ArWt =

(
λ

4πr

)2

GtGrPt. (1.5)

Equation (1.5) is referred to as the Friis transmission equation, and it is applicable for
free-space link budget calculations. It is sometimes more convenient to express this equation
in logarithmic form [18]:

Pr,dBm = Pt,dBm +Gt,dB +Gr,dB − 20 log10 rkm − 20 log10 fMHz − 32.44. (1.6)

where r is in units of kilometers and f is in units of MHz. Pr,dBm and Pt,dBm are the
receive and transmit powers in units of decibels relative to one milliwatt.

The free space path loss term is:

Lfs,dB = −20 log10 rkm − 20 log10 fMHz − 32.44. (1.7)

For non-free space environments, the Friis transmission equation can be further extended
to account for losses in the transmission medium and from polarization mismatch between
the transmitting and receiving antennas:

Pr,dBm = Pt,dBm +Gt,dB +Gr,dB + Lfs,dB + Lmed,dB + Lpol,dB. (1.8)

We will explore the role of the radiation patterns Gt(θ, φ, f) and Gr(θ, φ, f) in section 1.5.
However, in reality, the antenna patterns alone are not sufficient to describe the power at the
receiver. The patterns must be combined with the scattering from the complex multipath
propagation channel.
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The Friis transmission equation can be extended for different radio wave environments
using empirical models that account for macroscale propagation effects. These empirical
models provide a theoretical treatment for how the electromagnetic waves will propagate
for a given environment. The models provide the communication system designer with a
way to estimate the coverage area for a wireless network. Because empirical models do not
account for the exact geometrical description of objects (e.g. trees, buildings, walls) in the
environment, they should not be used to calculate field strength at precise locations.

The Okumura model is an empirical model used to describe fading in large urban macro-
cells [38]. Okumura developed the model from measurements of base station to mobile
terminals in Tokyo. The model fits empirical curves to calculate path loss based on mobile
terminal and base station heights for different outdoor fading environments: metropolitan,
suburban, and rural areas. The model is applicable over distances of 1-100 km and frequen-
cies of 150-1920 MHz. The path loss formula for the Okumura model is:

LOkumura,dB = Lfs,dB + Amu,dB(f, r)−GdB(hTx,m)−GdB(hRx,m)−GArea,dB(f, r) (1.9)

where r is the distance between the transmitter and receiver, Amu,dB is the median atten-
uation across all environments, GdB(hTx) is the base station antenna height gain factor,
GdB(hRx) is the mobile terminal height gain factor, and GArea,dB(f, r) is the gain factor
derived from the empirical plots recorded by Okumura:

G(hTx,m) = 20 log10 hTx,m/200, 30m < hTx < 1000m, (1.10)

G(hRx) =

{
10 log10(hRx/3) hRx ≤ 3m

20 log10(hRx/3) 3m ≤ hRx ≤ 10m.
(1.11)

Curves for GArea,dB(f, r) and Amu,dB(f, r) as a function of frequency and distance can be
obtained from reference [38].

The Hata model is a empirical formulation of the Okumura model that also accounts for
diffraction, reflection, and scattering from buildings and includes loss factors for suburban
and rural macrocells [20]. The Hata model greatly simplifies the empirical path loss com-
putation by fitting Okumura’s measured curves for GArea,dB(f, r) and Amu,dB(f, r) with an
analytical expression [34]:

LHata,dB = A+B log10(rkm) + C. (1.12)

The parameters A and B depend on the frequency, and antenna height:

A = 69.55 + 26.16 log(fMHz)− 13.82 log(hTx,m)− α(hRx,m), (1.13)

B = 44.9− 6.55 log(hTx). (1.14)
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The parameters C and α(hRx) depend on the fading environment. For small and medium-
sized cities,

α(hRx) = (1.1 log10(fMHz)− 0.7)hRx − (1.56 log10(fMHz)− 0.8), (1.15)

C = 0. (1.16)

For metropolitan areas:

α(hRx) =

{
8.29(log10(1.54hRx,m))2 − 1.1 f ≤ 200MHz

3.2(log10(11.75hRx))
2 − 4.97 f ≥ 400MHz,

(1.17)

C = 0. (1.18)

For suburban areas:

C = −2(log10(fMHz/28))2 − 5.4. (1.19)

For rural areas:

C = −4.78(log10(fMHz/28))2 + 18.33 log10(fMHz)− 40.98. (1.20)

The Okumura-Hata model describes the path loss for several terrains. However, the model
assumes that the terrain profile varies slowly, which may not be accurate for most urban
environments. Other models [6], [29], [50] have attempted to correct for sharp variations in
terrain. The most popular of these correction models is COST 231, which also extends the
model to frequencies above 2 GHz [17]. The Walfisch/Bertroni model factors in diffraction
from rooftops and buildings [65].

The generalized path loss simplifies the number of parameters in the path loss calculation
to a fixed fading factor and the rate of change of the propagating waves across distance [51].
The generalized model is often good enough for quick calculations and tradeoff analysis for
common fading environments. The simplified path loss model can be expressed as:

Pr = PtK
(r0

r

)n
, (1.21)

or in logarithmic form

Pr,dBm = Pt,dBm +KdB − 10n log10

(
r

r0

)
. (1.22)

where K is a constant that depends on the average channel attenuation, n is the path loss
exponent, and r0 is the distance to the antenna far field. The path loss exponent is a function
of frequency, environment, and obstacles. Table 1.2 shows typical values for the path loss
and attenuation factors.
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Table 1.1: Generalized path loss model parameters for common environments [52], [13], [43],
[14], [47].

Environment n K (dB)
Store 1.8 - 2.2 5.2 - 8.7
Office 2.4 - 3.0 7.0 - 14.1

Factory 1.6 - 2.0 3.0 - 7.0
Home 2.8 - 3.5 5.0 - 10.2
Urban 2.7 - 3.5 7.1 - 13.1

Suburban 3.8 13.25

Figure 1.3: Free space path loss falls off with the square of the distance between the trans-
mitter and receiver. When the receiver and transmitter are separated by some distance r,
shadowing and multipath fading may introduce slow and fast fluctuations in the received
power.

1.3 Multipath Fading

In addition to pathloss, electromagnetic waves propagate in multiple directions from
the transmitter to the receiver. The waves may bounce off of walls and buildings creating
delays, attenuations, and phase shifts. Objects that are large relative to the wavelength of
the communication system introduce shadowing or slow fading. Local scatters or physical
movement of the communication devices will create faster multipath fading. The fast and
slow time scales are measured relative to the coherence bandwidth or the multipath time
delay spread of the channel. Figure 1.3 shows how the combination of path loss, shadowing,
and fast multipath fading affect the power at the receiver as a function of distance and time.

Ray tracing provides a simple way to model the multipath of electromagnetic waves by
propagating narrow beams and analyzing the interaction with local objects in the environ-
ment. Figure 1.4 shows a scenario in which the path between transmit and receive antennas
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Figure 1.4: Ray tracing model of multipath propagation.

is blocked by reflectors and scatterers. The rays propagating out of the transmitter can be
modeled as having an amplitude that is derived from the radiation pattern gain at a partic-
ular angle of the transmit antenna. Furthermore, the rays are attenuated and delayed due
to the channel by the time they reach the receiver. Rays that are reflected and scattered
reach the receiver at later times and are more attenuated than the line of sight path.

By itself, ray tracing does not account for wave characteristics like diffraction and in-
teference. However, ray tracing models may be supplemented with the Geometric/Uniform
Theory of Diffraction (GTD/UTD). GTD is used to describe the interaction of rays diffract-
ing near or around local surfaces or edges [25]. UTD extends GTD to account for wave
diffraction in the presence of shadow and reflection boundaries [27]. Given a precise de-
scription of the electromagnetic properties, size, and position of scatters in a communication
system, one can use ray theory and UTD to predict radio wave propagation and delay spread
to inform network design and planning. However, this information is specific to a particular
transmitter and receiver configuration and does not apply to all propagation environments.

It is often convenient for system designers to describe the wireless channel as a linear
time-invariant system. In this model, each path i of the wireless channel introduces a unique
delay τi and attenuation ai by the time it reaches the receiver. The time-varying channel h
can be written using a tapped-delay line model:

h(τ, t) =
∑
i

aiδ(τ − τi(t)) (1.23)
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where each resolvable channel path is represented by a delta function. Modeling each tap as
a discrete delta function is a good approximation when there are a small number of reflectors
that contribute to the channel fading. Two paths may be resolvable from each other if their
delay difference is greater than the inverse of the signal bandwidth W :

τ1 − τ2 >>
1

W
. (1.24)

Using this channel model, the received signal y(t) from an input x(t) can be written as:

y(t) =
∑
i

aix(t− τi(t)) + w(t). (1.25)

Equation (1.25) also includes a time-varying factor w(t) to account for random noise
introduced by the statistical nature of the wireless channel. The channel impulse response
can also be converted to the frequency domain using the Fourier transform:

H(f, t) =

∫ ∞
−∞

h(τ, t)e−2jπfτdτ =
∑
i

ai(t)e
−2jπfτi(t). (1.26)

We can express the channel capacity of the system in units of bits per second per hertz
[62]:

C = log2

(
1 + |h|2SNR

)
bps/Hz. (1.27)

In the time-domain, multipath reflections may interfere constructively or destructively
causing the signal to fluctuate between peaks and nulls at the receiver. A similar inter-
pretation exists in the frequency domain. Frequency-selective fading occurs when two or
more paths partially cancel one another at the receiver. This result in nulls in the frequency
response of the received signal. That is, each of the frequency components of the signal may
undergo different amounts of fading as they pass through the wireless channel. Alterna-
tively, flat fading occurs when all frequencies within the bandwidth of the signal undergo the
same attenuation at the receiver. Flat fading is caused by shadowing or other slow-fading
characteristics of the channel.

The multipath channel may also be characterized in the angular domain. In this inter-
pretation, the radio waves exit the transmitter at multiple angles of departure, and reach the
receiver at multiple angles of arrival. Consider a three-dimensional propagation channel with
azimuthal angle φ ∈ [0, 2π] and polar angle θ ∈ [0, π]. To simplify the notation, we group
the azimuthal and polar angles into a single parameter Φ. The path i is represented by the
following parameters ai,ΦTx,ΦRx in the angular domain, where ΦTx and ΦRx constitute the
azimuth and elevation angles for the transmitter and receiver, respectively. We can write
the channel response in the angular domain for path i as [48]:

h(ΦTx,ΦRx) =
∑
i

aiδ(ΦRx − Φi,Rx)δ(ΦTx − Φi,Tx) (1.28)
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Figure 1.5: Physical domains for modeling multipath. Time domain (left), frequency domain
(center), and angular domain (right). Paths may arrive at the receiver at different angles
and time delays. These paths may also combine constructively or destructively at different
frequencies, creating a frequency-selective fading response.
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where δ(ΦRx − Φi,Rx) and δ(ΦTx − Φi,Tx) represent the angular taps at the transmitter and
receiver, respectively.

Common cellular and indoor channel models may use statistical distributions to describe
the transmitter and receiver angular spreads. For more details on angular channel distri-
butions, we refer the reader to [8], [32], [56], [15]. How the channel interacts with the
transmitter and receiver radiation patterns GTx(θ, φ), GRx(θ, φ) in the angular domain is
of utmost importance for the design of link-adaptive antennas. We will explore this topic
further in subsequent sections.

1.4 MIMO Antenna Techniques

A key feature of any wireless system is to adapt to the channel to maintain reliable
communication. Multiple-input-multiple-output (MIMO) is one such channel adaptation
method, in which one or more antennas is used at the transmitter or receiver. MIMO can
be subdivided into three categories: diversity, precoding or beamforming, and spatial mul-
tiplexing. Spatial antenna diversity consists of placing multiple antennas at the transmitter
or receiver separated by some distance such that each antenna is less likely to experience
a weak signal due to fading. Precoding or beamforming involves sending the same signal
from multiple transmit antennas and combining their gain and phase to maximize the signal
at the receiver. Spatial multiplexing exploits the spatial dimensions or multipaths of the
channel to send independent data streams. Diversity and precoding may be used to reduce
outage probability of the communication channel, whereas spatial multiplexing increases the
overall capacity.

Diversity

Spatial antenna diversity may be implemented at the receiver and/or transmitter. Both
methods require some way to combine the multiple signals to minimize the outage probability.
The effectiveness of a diversity system can be measured by its diversity gain. Diversity gain is
defined as the power gain for a diversity system to achieve a given system outage probability
compared to a non-diversity system (Figure 1.6).

Space time block coding (STBC) and cyclic delay diversity (CDD) are the most common
forms of transmit diversity. STBC applies a complex precode at different times to the
copies of the signal sent by each antenna, such that the receiver may decode each stream
independently. Space-time codes are designed to maximize diversity gain without sacrificing
data rate. The most popular STBC was designed by Alamouti for two-antenna diversity
systems [2]. Alamouti’s code acheives a diversity gain of 3 dB without sacrificing data rate.
Tarokh et. al. extended the space of STBCs to support more than two antennas and showed
that all higher order STBCs must sacrifice data rate in order to acheive orthogonality between
signals from different antennas [60].
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Figure 1.6: Example of receive antenna switching diversity. Plot of SINR vs. time for two
antennas (left). When the signal quality of antenna 1 falls below a threshold, the receiver
switches to antenna 2 to maintain the link quality. The diversity gain of the system can be
read off of the cumulative distribution function (right) of the SINR at the outage probability.

CDD is a frequency diversity technique in which signals from each transmit antenna
are delayed in time to reduce correlation between multiple antennas. Each antenna sends
phase-shifted copies of the same signal such that the copies combine non-coherently at the
receiver. The time domain phase shifts reduce the likelihood of frequency selective fading in
which signals may combine destructively at the receiver. The receiver requires no additional
complexity to decode the CDD signal from the transmitter.

Receiver diversity schemes use multiple antennas at the receiver. The antennas are spaced
apart such that the transmitted signal takes different paths to each antenna, thereby reducing
the outage probability. Receive diversity requires a processing technique, such as switching,
selecting, or combining, to recover the signal.

Switching is the simplest form of receive diversity in which one antenna is used until the
signal level falls below a threshold, at which point the system switches to another receive
antenna. Selecting is the process by which the diversity system makes pre-measurements
on all antennas to determine the antenna with maximum signal quality to present to the
receiver. The primary drawback of selecting is that it require a training process in order
to determine which antenna to select. It is critical to keep this training period short to
minimize signal disruption at the receiver. Alternatively switching and selecting may use a
dedicated receiver at each antenna so as to make a measurement of signal quality without
interrupting the path to the primary receiver. However, this approach comes with higher
cost, complexity, and power consumption.

Consider the selection diversity scheme with M receive antennas, which requires an SINR
of γt to maintain a target outage probability of ρ. The cumulative distribution function of
the outage probability of the diversity system is:

Pout = P (pout > ρ) = P (γselection < γt) = P (max (γ1, γ2, ..., γM) < γt). (1.29)

If the antennas are spaced far apart relative to the wavelength of the signal, it can be
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assumed that each antenna fades independently. Hence, the cumulative distribution function
(CDF) of the diversity system simplifies to the product of all outage probabilities:

P (pout > ρ) =
M∏
i=1

P (γi < γt). (1.30)

In order to analyze the impact on outage probability, we need a model for the wireless
channel. The Rayleigh distribution is a reasonable model if there are a large number of
scatterers in the environment and no one scatterer dominates. In this case, the channel
impulse response can be modeled as a Gaussian process. It is well known that such a
distribution has outage probability [42]:

Pout(γi) = 1− e−γi/E〈γi〉 (1.31)

where E〈γi〉 = Γ is the average SINR for the ith antenna, Γ0 is the average SINR for a single
antenna, and Γselection is the average SINR for selection diversity:

Γselection = Γ0

M∑
i=1

1

i
. (1.32)

Hence, for M-antenna selection diversity we obtain the outage probability:

Pout(γi) = (1− e−γi/Γ)M . (1.33)

In addition to switching and selecting, combining is a diversity technique that presents
all antenna chains to the receiver at once and adjusts the contribution of each antenna to
maximize SINR. Examples of combining are equal gain combing (EGC) and maximum ratio
combining (MRC). Figure 1.8 shows the system block diagrams for these diversity techniques.

EGC coherently combines the signal from each antenna with an equal weighting wi =
e−jφi and assumes an equal interference and noise for the channel of each antenna. MRC
also accounts for interference and noise on each antenna path. Antennas which degrade the
overall SINR are given smaller weights. Therefore, MRC optimally combines each of the
channels. Because the SINR is maximized when the weight of each antenna is proportional
to its channel (w = h), the receive SINR for MRC becomes the sum of SINRs for each
antenna:

γMRC = γ0

M∑
i=1

γi. (1.34)

Similarly, it can be shown that the SINR gain for EGC is lower because the signal from
each antenna is weighted equally [43].

γEGC = γ0

[
1 + (M − 1)

π

4

]
. (1.35)
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Figure 1.7: SINR increase for common diversity schemes. Adding more antennas provides a
diminishing return on SINR gain. MRC achieves optimal diversity combining. EGC comes
close to MRC without accounting for noise on each chain. If the received signals do not
contain much noise, selection diversity does not perform as well because only one antenna
chain at a time may contribute to the overall signal. However, EGC may perform worse than
selection diversity if one of the received signals contributes more noise to the total system
SINR [39].

Note that the SINRs for MRC and EGC both increase linearly with M. In terms of
complexity, switching and selection diversity are the simplest. MRC and EGC both require
estimation of the channel response in order to compute the antenna weights. Furthermore,
in order to combine the antenna signals, MRC and EGC require multiple receiver front ends
(e.g. amplifiers, filters, etc.) for each antenna in the system, resulting in higher power
consumption, higher cost, and more volume required for the electronics. In practice, the size
constraints of embedded devices, such as mobile handsets, make antenna diversity techniques
with more than two or four antennas unmanageable.

Beamforming

Beamforming is an antenna array technique in which the same signal is combined in-phase
at multiple antennas to achieve a power gain. The phase adjustment may occur in the RF
domain, or in the digital domain, after downconversion to baseband. Beamforming can be
implemented at the transmitter or the reciever. Receive beamforming is similar to EGC and
MRC in that the same receive signal is combined constructively at multiple receive anten-
nas. Receive beamforming is applicable for single-input-multiple-output (SIMO) channels.
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Figure 1.8: System block diagrams for (a) threshold diversity, (b) selection diversity, (c)
EGC, and (d) MRC.
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Transmit beamforming, sometimes called pre-coding, involves adjusting the amplitude and
phase of the transmit signals based on channel state feedback from the receiver. Transmit
beamforming applies to multiple-input-single-output (MISO) channels. Figure 1.9 illustrates
these beamforming architectures.

Beamforming not only provides a power gain for the desired signal, but may also be used
to adapt the nulls of the channel for interfering signals. Adpative beamforming arrays use a
signal processing technique, such as MUSIC [71] or ESPIRIT [46], to determine the angle of
arrival of signals of interest (SOIs) and signals not of interest (SNOIs) or interferers.

While beamforming does provide a power gain, there are some drawbacks. Beamforming
systems require multiple RF circuits and multiple antennas spaced at least a half wavelength
apart. Hence, size is a key limitation for the effectiveness of multi-antenna arrays, especially
in mobile systems. Just as with antenna diversity, the power gain from beamforming scales as
the logarithm of the number of antennas. Furthermore, beamforming requires one RF front
end per antenna array element, and this comes with increased size and power consumption.
As an example, for WLAN transmit beamforming, each power amplifier consumes hundreds
of milliamperes. In other words, four or eight antenna beamforming requires a power supply
that can source one to two amps just for the RF front end.

Furthermore, because beamforming increases the peak antenna array gain, system de-
signers must take care not to violate radiated power, specific absorption rate (SAR), and
spurious emissions requirements. For example, in the U.S. and Europe, the Federal Com-
munications Commission (FCC) and the European Telecommunications Standards Institute
(ETSI), regulate the maximum equivalent isotropic radiated power (EIRP) for outdoor and
indoor communications. EIRP is defined as:

EIRPdBm = PTx,dBm +Gpeak,dB. (1.36)

The FCC and ETSI assume a worst case maximum radiated power when regulating
wireless transmitters. Actual antennas may only have a peak gain over a narrow angular
region. This means that transmit beamforming systems must back off their transmit power
even when the antenna system is in a fade. This back-off limits the overall power gain
provided by beamforming.

Beamforming systems are only as effective as the antenna elements in the array. To
simplify the analysis, it is often assumed that each array element is omni-directional, but
this is not the case for real systems. Consider a two-antenna receive beamforming system, in
which the dominant angle of arrival of the signal is in the direction (θ0, φ0). The maximum
beamforming gain Gbf with perfect channel knowledge is:

Gbf = GRx,1(θ0, φ0)×GRx,2(θ0, φ0) (1.37)

where GRx,1 and GRx,2 are the antenna gains at the angle (θ0, φ0).
Equation (1.37) indicates that in order to maximize beamforming gain, each individual

antenna element must each be providing a peak signal at the receiver and be adaptive to
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Figure 1.9: Beamforming architectures: transmit beamforming in the analog domain (top)
and receive beamforming in the digital domain (bottom), for example. Both transmit and
receive beamforming may occur in either the digital or analog domain.
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Figure 1.10: MIMO system with 2 transmit and 2 receive antennas and channel matrix
H. The diagonal elements represent the channels for the separate spatial data streams.
The off-diagonal elements represent the unwanted coupling between antennas or spatial data
streams. An ideal MIMO channel would have zero-valued off-diagonal elements.

the varied polarization of the propagating waves. If one or more of the antennas is in a fade,
beamforming will not provide much power gain compared to a single antenna system.

Spatial Multiplexing

We have seen that diversity and beamforming provide a power gain to improve SINR and
reduce outage probability. In this section, we describe a technique called spatial multiplexing
that uses the spatial dimension of the wireless channel to increase the system capacity.
Spatial multiplexing exploits the MIMO channel to send different data streams between
multiple transmit and receive antennas. We consider the MIMO channel with MRx receive
antennas and MTx transmit antennas (Figure 1.10). The channel path between each of the
transmit and receive antennas can be described by an MTx ×MRx channel matrix H:

y = Hx + w (1.38)

where x and y denote the transmitted and received signal vectors, respectively. The channel
gain from transmit antenna j to receive antenna i is denoted by hij. The channel matrix
can be decomposed into orthogonal eigenvectors using singular value decomposition:

H = UΛV∗. (1.39)

The diagonal elements λi represent the channel eigenvalues. We can re-write H by projecting
onto the channel eigenvectors with Mmin = min(MRx,MTx):
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H =

Mmin∑
i=1

λiuiv
∗
i . (1.40)

Projecting the transmit and receive signal along the same basis:

ỹi = λix̃i + w̃i. (1.41)

We can generalize the single-input-single-output (SISO) channel capacity from equation
(1.27) for MIMO channels:

C = E〈log2

[
det

(
IMRx

+
SNR

MTx

HH∗
)]
〉. (1.42)

Combining equations (1.42) and (1.40), we obtain:

C =

Mmin∑
i=1

log2

(
1 +

Piλ
2
i

N0

)
bps/Hz (1.43)

where N0 is the average channel noise and Pi is the transmit power allocated to the ith

eigenchannel. Hence, spatial multiplexing provides a capacity increase proportional to Mmin,
the minimum number of antennas at the transmitter or receiver.

We can also interpret equation (1.43) by analyzing the rank and condition number of
the channel matrix H. The rank, k, of the matrix is the number of non-zero eigenvalues.
Physically, this means that the number of spatial paths or scatters in the channel must be
greater than or equal to Mmin. If the receiver is not able to sufficiently de-correlate the signals
from each transmit antenna, the channel cannot be exploited for a capacity enhancement.
The rank of the channel matrix depends on the wavelength and the number of scatters in the
environment. The channel matrix is said to be full rank if k = Mmin. The condition number
n of the channel matrix is the ratio of the maximum eigenvalue to the minimum eigenvalue:

n =
maxi λi
mini λi

. (1.44)

Based on equation (1.43), in the high SINR regime, the capacity is maximized when all
channel eigenvalues are equivalent. In other words, spatial multiplexing is not effective if
the channel qualities are imbalanced between spatial streams. In section 1.5, we will explore
what this means in terms of antenna design for MIMO systems.

One drawback for spatial multiplexing systems is that an individual RF transceiver is
required for each data stream, leading to an increase in design size, cost, and power con-
sumption. As with antenna diversity, the antennas must be well-isolated with low correlation
between patterns. Implementing higher order MIMO systems may not be feasible for em-
bedded devices without enough volume for the required antenna separation. Furthermore, a
high SINR is required for the receiver to estimate the channel and decorrelate the signal from
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each spatial stream. As path loss and fading increase for larger distances between the trans-
mitter and the receiver, the communication system is better off reducing the number of data
streams. For low SINR, the power gain from diversity and beamforming methods is a more
optimal use of the MIMO channel to guarantee a target SINR for reliable communication.

1.5 Antenna Parameters

The antenna radiation pattern defines the variation of radiation intensity or gain as a
function of spherical angle. In the far-field region of the antenna, the radiation pattern
can be visualized as a three-dimensional surface where the radiation intensity varies over
angle. An isotropic radiation pattern has the same gain over all spherical angles. Isotropic
antennas do not exist in practice, but they are used for comparison purposes. The radiation
pattern gain is typically measured on a logarithmic scale in decibels (dBi) relative to an
isotropic antenna. In this thesis, when we refer to antenna gain in dB, it is implied that
we are expressing the gain relative to an isotropic antenna. Radiation patterns vary across
frequency and aspect angle. High gain regions of the radiation pattern may have positive
gain (higher than 0 dBi) and low gain regions may have negative gain (less than an 0 dBi).
It is important to note that the antenna does not create additional power or gain relative
to its input. The radiation pattern just defines how the antenna directs its energy in 3-D
space.

Dipoles are the most commonly used type of antenna. In its simplest form, a dipole
consists of two conducting arms that are each a quarter wavelength long with an oscillating
RF current applied at the center between the two arms. The oscillating charge produces an
ideal radiation pattern that is the shape of a donut with peak gain of 2 dBi along the azimuth
plane. The two poles of the dipole contain nulls where the dipole current distribution goes to
zero. A monopole antenna may be formed from a conductive wire sitting on top of a ground
plane. The ground plane acts as a reflector taking the energy that was radiated underneath
the antenna and re-directing that energy around the azimuthal plane. Hence a monopole
has twice the peak gain (5 dBi) of the dipole. Figure 1.11 shows the peak gain and radiation
patterns for dipole and monopole antennas.

It is important to consider that the ideal antenna radiation pattern is measured in an
anechoic or non-reflecting environment. The shape of the ideal radiation pattern does not
exclusively determine how the waves will propagate in a reflective or cluttered multipath en-
vironment. In reality, the actual antenna radiation pattern is determined by the convolution
of the ideal radiation pattern, as measured in an anechoic chamber, with the angular power
distribution A(Φ) of the cluttered multipath channel [72]:

Gactual(Φ) =

∫
Φ

Gideal(Φ)A(Φ− Φ0)dΦ. (1.45)

We will further analyze the concept of the antenna pattern in a cluttered environment in
Chapter 2.
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Figure 1.11: (a) Image of free space monopole and 3D radiation pattern at 2.4 GHz (top).
The monopole antenna has 5 dBi peak gain around the azimuthal plane. The backlobe of
the pattern comes from the reflected energy off of the ground plane. (b) Free space half-
wavelength dipole and 3D radiation pattern at 2.6 GHz (bottom). The dipole antenna has
peak gain of 2 dBi and is omnidirectional along the azimuth plane. The dipole has two deep
nulls at the poles of the radiation pattern.
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The polarization of an antenna is defined as the orientation of the electric field of the
radiation pattern. As an electromagnetic wave propagates, the electric field may move
linearly, circularly, or elliptically in space. If a receiving antenna has a polarization that is
not matched to the electromagnetic wave it is receiving, there will be a polarization or power
loss. Most mobile antennas are linearly polarized. The dominant portion of the polarization
is the co-polarization term and the orthogonal component is the cross-polarization term. For
line of sight radio links, it is advantageous to exactly match the polarization of the transmit
and receive antennas to maximize power transfer. However, in environments with high levels
of multipath, a better approach is to use an antenna with multiple polarizations. In this
case, after leaving the transmit antenna, the wave may lose its pure sense of polarization as
it bounces off of walls or buildings. By the time the wave reaches the receiver, the wave may
look more elliptically polarized with power in both co- and cross-polarization components.

Antenna efficiency is defined as the ratio of radiated power to the power delivered at the
antenna input. Efficiency is normalized to an isotropic antenna. An antenna with 100% or
0 dBi efficiency radiates all of the power at its input. An antenna with radiation intensity
F (θ, φ, f) has efficiency η:

η(f) =
Prad
Pin

=

2π∫
0

π∫
0

F (θ, φ, f) sin θ dθ dφ

Pin
. (1.46)

In reality, antenna efficiencies are degraded due to mismatch losses and conductive and
dielectric losses in the antenna structure. This is especially true for embedded antennas,
which may have reduced efficiency due to volume constraints [67], finite ground plane size,
and metallic components such as shield cans and integrated circuits that reduce the total
power radiated from the antenna structure [37]. It is well known from electrostatics that the
dipole moment of the charge distribution of an antenna is the dominant portion of the far field
radiation pattern. However, for size-constrained antennas, as in mobile handsets, the antenna
may be smaller than the wavelength of operation and components on the ground plane of
the antenna may distort the charge distribution, thereby canceling the dipole moment in
particular directions. This creates low gain regions in the far field of the antenna, such that
the radiation pattern may no longer appear as an ideal dipole pattern (Figure 1.12).

Antenna isolation and radiation pattern correlation are key metrics to characterize a
multi-antenna system. Antenna isolation is defined as the amount of power transferred from
one antenna that can be seen at the input of another antenna. For MIMO systems, it is
advantageous to maintain high antenna isolation typically better than -20 dB (or 1%). Isola-
tion is typically achieved by physically separating antennas in the same system. However, it
may be difficult to achieve high isolation for embedded antennas that share the same ground
plane in a limited volume, such as a cellular phone.

Antenna pattern diversity is classified into three categories: spatial diversity, pattern
diversity, and polarization diversity (Figure 1.13). Spatial diversity represents the diversity
of antenna patterns that are placed some distance apart. In these systems, antennas placed
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Figure 1.12: 3D plot of the radiation pattern of an embedded antenna (top). Bottom plot
shows the surface plot of the radiation pattern with azimuth angle on the x-axis and elevation
angle on the y-axis.
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in separate positions will experience different peaks and nulls of the electromagnetic wave.
Pattern diversity corresponds to antennas with distinct radiation pattern gain distribution
across all aspect angles. A high degree of pattern diversity is desirable for MIMO systems.
Polarization diversity is a kind of diversity that uses antennas with different electric field
orientations. Polarization diversity may be achieved by placing antennas orthogonal to each
other in a design. Because the electric field distribution is proportional to the radiation
pattern gain, polarization diversity is a subset of pattern diversity.

Antenna envelope correlation coefficient (ECC) gives a measure of the similarity of radi-
ation patterns of two antennas. ECC has a range of 0 to 1. Antennas with an ECC of 0 have
radiation patterns that are perfectly de-correlated from one another, and antennas with an
ECC of 1 have identical radiation patterns. For a MIMO antenna system, an ECC less than
0.5 is usually desired. For a linearly polarized antenna, we decompose the radiation intensity
vector in terms of its vertical and horizontal components:

#»

F (θ, φ, f) =
# »

Fθ · ûθ +
#  »

Fφ · ûφ (1.47)

where ûθ and ûφ are unit vectors in the θ and φ directions, respectively.
From this, we can express the ECC ρ12 between antennas 1 and 2 in terms of their

radiation intensities:

ρ12(f) =
|
∫ ∫ # »

F1 ·
#  »

F ∗
2 dθ dφ|2

|
∫ ∫ # »

F1 dθ dφ|2 · |
∫ ∫ # »

F2 dθ dφ|2
. (1.48)

For systems with N antennas, we may express the ECC as a matrix P where the ECC
between antennas i and j is ρij:

P =


ρ11 ρ12 . . . ρ1N

ρ21 ρ22 . . . ρ2N
...

...
. . .

...
ρN1 ρN2 . . . ρNN

 (1.49)

When i = j, the diagonal components of P have an ECC of 1. P is also symmetric such
that ρij = ρji.

From a physical perspective, reducing the ECC between antenna patterns reduces the
probability that a diversity receiver may enter a deep fade. Reducing the ECC between
antennas also increases the number of distinct multipaths between transmitter and receiver.
This translates into a higher potential for capacity enhancements for a spatial multiplexing
system.

In section 1.4, we assumed the only cause for correlation between signals was due to lim-
ited multipath reflections between spatial channels in the environment. For embedded MIMO
systems, antenna isolation and correlation also impact the capacity and outage probability
of the MIMO channel. Consider a two antenna MRC diversity system with correlation ρ
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Figure 1.13: Types of antenna radiation pattern diversity: pattern diversity showing the
rotation of two antenna patterns (top), polarization diversity showing two cross-dipoles for
example (middle), spatial diversity showing two offset antenna placements (bottom).
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Figure 1.14: Outage probability for a two antenna MRC receive diversity system as a function
of ECC between the antennas. The outage probability does not change significantly for ECC
below 0.5.

where each element receives a signal that is individually Rayleigh distributed. We can write
the probability density function (pdf) of the SNR as [22]:

f(γ) =
1

2ρΓ

[
e−γ/(1+ρΓ) − e−γ/(1−ρΓ)

]
. (1.50)

The outage probability occurs when the SNR falls below γt:

Pout = P (γ < γt) =

∫ γt

0

f(γ)dγ (1.51)

which for the Rayleigh faded case reduces to:

Pout = 1− 1

2ρ

[
(1 + ρ)e−γ/(1+ρΓ) − (1− ρ)e−γ/(1−ρΓ)

]
. (1.52)

Figure 1.14 shows the outage probability across correlation coefficient. At a 1% outage
probability, there is a significant loss in diversity gain going from perfect correlation to perfect
de-correlation. The outage probability does not change significantly for ECC below 0.5.
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This analysis suggests that effective MIMO system designers must not only take into ac-
count the channel characteristics from the environment, but also the correlation and mutual-
coupling between antenna elements. This is especially true for embedded multi-antenna de-
signs, such as mobile handsets. For poorly isolated antenna systems, radiated power may be
lost between elements in both transmit and receive. Furthermore, it is desirable to design
the antennas in the system to have an ECC less than 0.5 to achieve diversity or spatial mul-
tiplexing gains. Such a low correlation may be realized by separating the antennas relative
to the wavelength of the communication system. For mobile terminals operating at longer
wavelengths, it may not be possible to separate antennas to achieve high isolation and low
ECC in a constrained volume.
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Chapter 2

Link-Adaptive Antenna Systems

In the previous chapter, we outlined a few well-known methods to enhance the SINR of
a communication system in order to improve capacity and reduce outage probability. An-
tenna diversity and spatial multiplexing exploit the spatial degree of freedom of the wireless
channel. However, these multi-antenna techniques do not scale well for practical systems
and limited form factors. Multi-antenna systems are only as good as the correlation and
isolation between antenna elements. In addition, the radiation patterns of the individual
antenna elements themselves may exhibit low-gain regions due to a limited volume and also
placement of the antennas near other circuitry within the system. Furthermore, increasing
the number of antennas in a MIMO system requires additional complex circuitry, which may
be expensive, take up more volume, and consume more power.

In this section, we discuss another method to achieve antenna diversity from a single
antenna structure. We present the system architecture for modal adaptive antennas, capable
of generating multiple radiating states from a single fed antenna element. In effect, this means
that one antenna can act as many antennas, and we can switch between the states of that
antenna in time to adapt to the complex propagation channel and provide a peak at the
transceivers in the communication system. We begin by discussing modal antenna design
techniques and common structures. We then explore the integration of modal antennas with
active RF circuitry, such as switches and tunable matching components. We conclude by
discussing the system architecture for modal link-adaptive antennas.

2.1 Modal Antenna Structures

Existing implementations of modal antennas primarily consist of a driven or fed antenna
element and a switched parasitic array on the ground plane around the driven element. These
types of antennas are known as electronically steerable parasitic array radiator (ESPAR)
antennas. The radiation states are generated by adjusting the coupling between driven
element and parasitic reflector elements, which alter the RF current distribution on the
antenna ground plane. As such, the size and distance between the fed and parasitic elements
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are the key design parameters. The parasitic elements may be connected to a variable LC
circuit to adjust the impedance between the parasitic element and ground. The fed and
driven elements may come in different forms: monopoles [49], cross-polarized dipoles [21], or
microstrip patches [3] [41], [54].

A variable reactance may be placed between the parasitic elements and the ground plane
to change the resonant frequency of the parasitic. Some implementations may use PIN diodes
[23] as a low cost means to switch between the parasitics. Other examples use tunable
capacitor networks or varactors to control the reactance of the parasitic structures [31].
MEMs switches have also been used for their low RF insertion loss and high isolation between
switch ports [40].

Switched parasitic arrays can achieve a low correlation and high degree of antenna diver-
sity from a single driven element. However, the problem with these types of ESPAR antennas
is that they require an array of parasitic elements and a large volume, making them unsuit-
able for embedded mobile applications. Furthermore, ESPAR antennas are often highly
directive, and depending on the application, may exceed radiated emissions limits. States
of the ESPAR antennas may have high peak gains and correspondingly deep null regions.
The low-gain regions of the antenna pose challenges for high reliability systems that must
always maintain a communication link. This is a problem because the switched parasitic
systems must change between radiation states in time. For example, selection of non-optimal
radiating states in a highly dynamic channel could cause a cellular phone to disconnect from
a cell tower if the signal experiences a deep null of the channel.

As discussed in the previous chapter, the primary challenges for designing embedded
MIMO antenna systems is to realize high efficiency structures with high isolation and low
correlation in constrained form factors. In this thesis, we explore the use of isolated loop
antenna structures and a single parasitic element to ensure the active antenna volume is
practical to fit in an embedded form factor. The antenna structure uses a capacitively loaded
inductive loop sitting above the ground plane to tightly confine the current distributions on
and around the radiating element (Figure 2.1). This is different from a planar inverted F
antenna (PIFA), which primarily uses the capacitive coupling between the ground plane to
radiate. Alternatively, the isolated loop structure uses the slot above the ground plane as the
primary radiation mechanism, thereby reducing the RF energy transferred to other nearby
components, such as shield cans or integrated circuits on the printed circuit board (PCB)
[45].

We consider a modal antenna structure that consists of a fed isolated loop antenna
element and another parasitic or reflector element placed on the ground plane at some offset
(Figure 2.2). In its most basic form, two radiating states of the antenna may be generated
by open-circuiting and short-circuiting the parasitic to the antenna ground plane. When the
parasitic is open-circuited, the antenna’s return loss exhibits a resonant frequency (f0) due
to the main fed element. In the open-circuit case, there is only a small amount of RF current
that is induced on the parasitic element from the main element. This induced current flows
from the parasitic element back to the ground plane of the antenna. When the parasitic
element is short-circuited to the ground plane, the return loss includes a dual resonance
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Figure 2.1: (a) 3-dimensional isolated loop antenna structure in which the primary radiation
mechanism is between the the two arms sitting above the ground plane. (b) Isolated loop
antenna structure with single resonant frequency in the horizontal plane. (c) Isolated loop
antenna structure with two resonant frequencies. The lower-frequency resonance is produced
from the outer, larger loop and the higher-frequency resonance is produced from the inner,
smaller loop.

(f1 and f2): one resonance from the main fed element and the other from the parasitic
element. Hence, the conductive portion of the RF current flows from the ground plane onto
the parasitic reflector. Changing between open and short circuit alters the direction of the
RF current distribution on the antenna elements and ground plane, thereby changing the
direction of the electromagnetic radiation from the structure. Figure 2.3 illustrates this
effect. A variable LC circuit may also be placed between the parasitic and the ground plane
to generate more than two radiating states. In this case, a variable reactance may be used to
alter the coupling between the main and parasitic elements changing the RF current density
vector and resonant frequency of the antenna structure.

We refer to the radiating states of the antenna as modes (not to be confused with trans-
verse electric (TE) or transverse magnetic (TM) modes of a waveguide). We design the
modes of the antenna system to have an ECC less than 0.5. We define the correlation
bandwidth as the separation between f0 and f2. We can tune the correlation bandwidth for
different frequency applications by adjusting the parasitic load reactance and by changing
the size and separation of the antenna and parasitic elements.

At the same time, each individual mode has a peak directivity that is similar to a passive
antenna. Furthermore, the modes exhibit nearly matched total efficiencies. One can visualize
the system as adapting how the antenna radiates to match the propagating waves in a
cluttered multipath environment, without adding or subtracting from the peak directivity
of the antenna. The advantage of this approach is that switching to non-optimal states does
not catastrophically impact the communication link, as it may with highly directive antenna
systems.
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Figure 2.2: Illustration of an isolated loop modal antenna structure. A single resonant fre-
quency f0 is generated from the driven element when the offset parasitic is open-circuited
on the ground plane. Two resonant frequencies f1 and f2 are generated when the para-
sitic element is shorted to the ground plane, thereby becoming part of the overall antenna
structure.



CHAPTER 2. LINK-ADAPTIVE ANTENNA SYSTEMS 32

Figure 2.3: Plot of vector surface current density for the modal antenna structure. In the top
plot, the parasitic element is open circuit on the ground plane and only an induced current
is generated on the parasitic element. In the bottom plot, the parasitic element is shorted
to the ground plane. Thus, current flows from the ground plane onto the parasitic, which
now acts as a part of the radiating structure.
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Figure 2.4: Measured efficiency and ECC of two-mode reconfigurable 2.4 GHz antenna with
200 MHz 50% ECC bandwidth. Modes maintain nearly matched efficiency averages across
the bandwidth.

2.2 Single Antenna Diversity Gain

Efficiency, ECC, and diversity gain are key metrics to characterize the effectiveness of
a modal antenna system. In a MIMO system, maintaining matched efficiencies between
antennas in the system means that each antenna contributes equally when averaged over
all possible signal directions. For an environment with rich scattering, this increases the
likelihood that the channel matrix condition number will be close to 1, and it will be possible
to exploit the capacity gains of the channel. Just as with systems with multiple antennas,
modal antenna systems must exhibit radiation states with near-matched total efficiency, so
that one mode of the system does not severely degrade the communication channel quality
when it is selected.

Furthermore, just as with MIMO systems, we can define ECC as a design metric for
link-adaptive antennas. For modal antennas, the ECC matrix now represents the correlation
between individual radiation states of the same antenna structure. It is not enough to design
matched efficiency antennas, the antennas must also be sufficiently de-correlated to achieve
diversity gain from a single antenna. MIMO antenna systems rely heavily on spatial diversity
to exploit capacity gains. For these kinds of multi-antenna systems, it is advantageous to
position the antennas far apart relative to the wavelength and place the antennas orthogonal
to each other, so it is less likely that one or more of the antennas experiences the same null
of the propagation channel. The challenge for modal antenna systems is that the multiple
radiating states are now generated from a single antenna structure so that spatial diversity
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cannot be relied upon to lower the ECC. Thus, modal antenna system designers must care-
fully plan the spacing between the driven and parasitic elements and carefully select the
parasitic reactance values to realize an ECC matrix with low correlation.

In addition, we can also define a modal antenna diversity gain factor d from a single
antenna structure. Consider a modal antenna system with M radiation modes. We define
the maximum gain composite antenna state Gmax(θ, φ, f) by selecting the max gain from all
modes over all spherical angles:

Gmax(θ, φ, f) = max
G

[G1(θ, φ, f), G2(θ, φ, f), ..., GM(θ, φ, f)] ∀φ ∈ [0, 2π],∀θ ∈ [0, π].

(2.1)
The maximum gain composite state cannot be realized in actual systems, since modal

antennas must switch between the individual states in time. However, the maximum gain
composite state can be thought of as the effective antenna state of a system that selects the
optimal radiation state to always maximize the signal of interest.

Similarly, the minimum gain composite state is defined as an idealized radiation state
in which the antenna always selects the mode with the minimum gain across all spherical
angles:

Gmin(θ, φ, f) = min
G

[G1(θ, φ, f), G2(θ, φ, f), ..., GM(θ, φ, f)] ∀φ ∈ [0, 2π],∀θ ∈ [0, π]. (2.2)

The minimum gain composite state may be used to quantify how effective a modal an-
tenna system is at minimizing interference or signals not of interest.

The diversity gain of a modal antenna system is defined as the power gain from using mul-
tiple radiation states to achieve a given system outage probability compared to an antenna
with a single radiation state. To simplify notation, we express the azimuth angle (φ) and
elevation angle (θ) in terms of a single variable representing the angle of departure/arrival
(Φ) of the signal. If we assume that Φ is a uniformly distributed random variable over
all possible antenna orientations and channel conditions, we can express the diversity gain
strictly in terms of the radiation states themselves. In other words, we treat the radiation
state as the probability density function of the incoming/outgoing signal. Hence, radiation
state i has a corresponding cumulative distribution of:

FΦ,i =

2π∫
0

π∫
0

GΦ,i sin θ dθ dφ. (2.3)

If the incoming signal requires an antenna gain of G0 for error-free detection, we can
express the outage probability as:

Pout = FΦ(g) = P (g ≤ G0). (2.4)

We can use the quantile function, or inverse cdf, to read off the gain at the outage
probability Pout of interest:
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Figure 2.5: CDF of the modal antenna with diversity gain factor d. This plot shows the
CDF of the measured radiation patterns of a modal antenna with 4 modes operating at 5500
MHz. The legend shows the gain at the 10% CDF cut for each of the antenna modes. At
the 10% CDF cut, the max gain composite state (green curve) has 3 dB higher gain than
the highest gain mode (blue curve) of the same antenna.

QΦ(Pout) = F−1
Φ (g). (2.5)

Thus, the single antenna diversity gain is the power gain difference between the composite
state of the modal antenna compared and the ith radiation state at the outage probability.
The single antenna diversity maximum gain is:

dmax,i = QΦ,max(Pout)−QΦ,i(Pout). (2.6)

Similarly, the minimum gain composite antenna state becomes:

dmin,i = QΦ,min(Pout)−QΦ,i(Pout). (2.7)

Figure 2.5 shows an example of a single antenna diversity gain calculation using four
radiation states and a 10% CDF cut.

Along with efficiency and the ECC matrix, the diversity gain is a key design parameter
for modal antenna systems. Both the radiation patterns and the diversity gain factors are
also a function of the frequency of the communication system. Hence, during the antenna
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design phase, the single antenna diversity gain factor allows us to quantify how effective the
modal antenna system will be based on the application.

We can also use the diversity gain factor to express the capacity improvements expected
for SISO and MIMO modal antenna systems (Figure 2.6). We can express the capacity of
the SISO channel h is:

C = log2

(
1 + |h|2SNR

)
bps/Hz. (2.8)

If the transmitter sends a fixed rate R bits/s/Hz for a target error probability of Pout:

Pout = P
[
log2

(
1 + |h|2SNR

)
< R

]
. (2.9)

In the usual channel capacity formulation, the transmitter and receiver antenna gains are
implicitly included in the channel h. Hence, for a SISO modal antenna system the antenna
gain boosts the channel amplitude by a diversity gain power factor d taken at the CDF cut
given by the outage probability Pout:

Pout = P
[
log2

(
1 + d|h|2SNR

)
< R

]
. (2.10)

This analysis extends to a MIMO modal antenna system in which one or more of the
transmit or receive antennas in the system are modal antennas. We consider the case of a
MIMO antenna system with NTx transmit antennas, NRx receive antennas, and Nmin modal
antennas on one side of the link. The capacity for the MIMO channel matrix (H) is given by
equation (1.43). The outage probability is given in terms of the channel matrix eigenvalues
(λk), the SNR at antenna k, and the number of antennas. If we assume independent fading
between the multipaths, the outage probability is the probability that the channel capacity
is less than the sum of the rates of the individual MIMO sub-channels:

Pout = P

[
Nmin∑
k=1

log2

(
1 +

SNRk

NTx

λ2
k

)
<

Nmin∑
k=1

Rk

]
. (2.11)

The individual eigenvectors of the channel matrix (λk) also include the amplitude from the
antenna pattern. If antenna k has a modal diversity gain factor of dk, the outage probability
becomes:

Pout = P

[
Nmin∑
k=1

log2

(
1 + dk

SNRk

NTx

λ2
k

)
<

Nmin∑
k=1

Rk

]
. (2.12)

Thus, link-adaptive antennas reduce the outage probability of SISO systems by providing
diversity from a single antenna structure. For spatial multiplexing systems, adding modal
antenna elements improves the link quality and boosts the capacity of the individual MIMO
sub-channels. In other words, modal antennas may be used to increase the condition number
and rank of the MIMO channel by adapting to SNR mismatches between antennas in the
system.
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Figure 2.6: (a) Diagram of a SISO system with a modal antenna at the transmitter and
passive antenna at the receiver. (b) SISO system with modal antenna at the receiver. (c)
MIMO system with multiple modal antennas at the transmitter. (d) MIMO system with
multiple modal antennas at the receiver.
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2.3 System Architecture

One of the primary goals of this thesis is to bridge experiment and theory and to be able
to present measured results of a modal antenna system implemented in a wireless device.
Link-adaptive antenna systems consist of three primary components:

1. An antenna structure with a fed element and one or more parasitic elements coupled
to the ground plane of the device.

2. A switch or varactor to change between the states of the antenna or to adjust the
reactance between the parasitic element and the ground plane.

3. An algorithm to dynamically switch between the states to select the optimal state
based on the multipath or interference environment. The algorithm may receive real-
time feedback from the transceiver or baseband to make the decision on the best
antenna mode.

Figure 2.7 illustrates this system architecture for a SISO system. This core architecture
may be extended to MIMO systems as well (Figure 2.8). In this case, one or more of the
antennas in the system may be made active. Depending if the MIMO system uses diversity,
beamforming, or spatial multiplexing, the algorithm may optimize other metrics than it
would with a SISO system. For example, the algorithm may switch between the different
states of the antenna to reduce the correlation or increase the isolation between different
antennas. This may be especially valuable for size constrained form-factors in which the
system wavelength is long relative to the separation between antennas. It is clear that if the
system consists of N antennas with M radiation modes per antenna, the number of state
combinations is MN . In subsequent sections, we will explore the effectiveness of this system
architecture in terms of actual cellular and indoor wireless field measurements.

2.4 Contributions of This Research

This dissertation explores the concept and experimental validation of modal or link-
adaptive antenna systems. We analyze modal antennas in the context of embedded systems,
such as cellular phones and WLAN access points, where the antenna volume may be con-
strained. The goal of this thesis is to present the practical benefits and limitations of modal
antenna systems from a communication systems perspective. This research contributes to
the state-of-the-art in the following ways:

• Presentation of modal antenna system architecture from antenna design to integration
with RF circuitry and algorithms for real-time selection of the radiation states.

• Comprehensive field measurements of link-adaptive antenna systems on live cellular
and WLAN networks. Analysis of field data in terms of mobile terminal statistics and
the wireless network as a whole.
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Figure 2.7: System architecture of a modal adaptive antenna system. The system contains
a modal antenna structure, a switch, and an algorithm that changes the state of the switch
and antenna based on real-time channel state feedback from the transceiver.

• Presentation of the modal antenna state prediction process in terms of measured chan-
nel fading and coherence time.

• Application of modal antennas with form factors small enough to fit in the size of a
cellular phone.

• Extension of modal antenna architectures to include MIMO systems: spatial multi-
plexing and beamforming.

• Treatment of link-adaptive antennas as a full system in terms of typically disparate
research areas, such as antenna design, signal processing, radio wave propagation, and
software design.
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Figure 2.8: SISO and MIMO systems with passive antennas (left). SISO and MIMO systems
with link-adaptive antennas (right). The example shows how the number of radiating states
and state combinations scale for a system with four radiating modes at each antenna.
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Chapter 3

The State Prediction Process

Next we discuss the state prediction process of the modal antenna system. Because
multiple radiation states are generated from the same antenna structure, a process is required
to switch between the individual states in order to choose the best mode based on the RF
environment. The prediction process uses one or more channel quality indicators (CQIs),
such as SINR or block-error-rate (BLER), from the radio or baseband to inform how well
the current antenna state is performing. The goal of the process is to pick the state of the
antenna that maximizes the CQI.

The two primary challenges for the modal antenna state prediction process are:

1. How to select the best antenna state to adapt to the fading environment, when only
one state may be selected at a time?

2. How frequently to sample the channel to select the best radiation state for slow- and
fast-fading channels?

We will explore the tradeoffs for the first item in sections 3.1 and 3.2, and we will present
empirical results for the second question in section 3.3.

3.1 The Applied Multi-Armed Bandit Problem

We frame the state prediction process in terms of the familiar reinforcement learning
multi-armed bandit problem [44]. In its simplest form, the multi-armed bandit problem
consists of a gambler who pulls the arms of a slot machine to receive an award. The reward
on each arm has an associated statistical distribution, and the gamblers goal is to maximize
the expected value of the reward. At first the gambler has no knowledge of the rewards
for each arm, and he must gather information on the distributions by testing the different
arms. After testing each arm, the gambler can then focus on the most rewarding levers. We
refer to the training process to acquire knowledge about the distributions as the exploration
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phase. Once the gambler has explored the arms, he may exploit the game by selecting the
arms that provide the highest reward.

Clearly there is a tradeoff between exploration and exploitation. It is well known that the
solution to the multi-armed bandit problem depends on the number of arms, the number of
turns, and the reward variance of each of the arms [28]. Several solutions to the problem have
been proposed, and it has been found that simpler, approximate solutions may outperform
more complex solutions in practice [63]. One such approximate solution is the ε-greedy
strategy [66]. In this approach, the gambler selects the best lever with proportion 1 − ε,
except when training. During exploration, the gambler uniformly selects one of the other
slot machines with a proportion ε. For example, the proportion ε may be chosen to train the
other slot machine arms 10% of the time and to select the best arm 90% of the time.

More exploration is required to track slot machine reward distributions with higher vari-
ance. Given this heuristic, another strategy is to adapt the resampling rate ε to track the
probability distributions of the slot machines. The probability matching Bayesian bandit
is an example of an ε-greedy strategy in which the number of pulls of a lever matches its
probability distribution. In other words, levers that are more likely to be optimal are pulled
more often.

The process of selecting the best state of the antenna is an example of a multi-armed
bandit problem. In this chapter, we will present an applied version of the multi-armed bandit
problem. Our purpose is not necessarily to find an optimal solution to the general problem,
but rather to present an algorithm that works well in practice for link-adaptive modal antenna
systems. For this application, the prediction process must train the different states with some
proportion to determine which state will provide the highest CQI. The distribution of the
wireless fading channel and angle of arrival of signals describes the probability that a given
state will be optimal. These distributions may vary with time, in which case the proportion
of training may be chosen to match the coherence time of the channel. Fast fading channels
require re-training more often. That is, a key parameter to the state prediction process is
how quickly the baseband processor can acquire a CQI value and present it to the algorithm.
We explore this limitation in subsequent sections.

3.2 The NLMS Filter

The state prediction process must be able to dynamically adapt to channel variations for
each of the modes of the antenna system. That is, the rate of change of the signal quality
may be just as important as the instantaneous value of the signal quality. One such example,
may be a cellular phone where the user is moving at a fast speed and the channel is changing
rapidly relative to the channel measurement sample time. Stochastic gradient descent filters,
such as normalized least means square (NLMS) filters, perform well for such problems [68].

The NLMS algorithm is not overly computationally intensive to implement in hardware or
software. As such, NLMS filters have found numerous applications in smart antenna systems
[69] [33], such as beamforming arrays [19], [58], radar [9], and for noise and interference
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Figure 3.1: Modal antenna state prediction process in which the CQI of each mode of the
modal antenna system is predicted using an NLMS filter.

cancellation [70] [26]. NLMS filters may also be applied to modal antennas; however, it
should be noted that the NLMS algorithm may not be optimal for a modal antenna system
across all fading channels. The development of other modal antenna prediction algorithms
and proof of optimality is an interesting area for further exploration that is beyond the scope
of this work. Instead, our intent is to provide the reader with an algorithm that works well
for antennas with multiple radiation states and across practical wireless fading channels.

In the context of modal antenna systems, the NLMS algorithm uses a linear CQI predictor
to estimate what the CQI of a mode will be based on past signal quality information for that
mode. The algorithm must switch between the antenna states at different time intervals. It
is important to note that the algorithm does not know the signal quality for a given mode
until it selects that mode.

Consider a modal antenna with M states. We assign an LMS filter to each mode m to
track its distribution of signal quality at each time interval (Figure 3.1).

Filter weights are applied to the previous CQI sample inputs such that the mean squared
error (MSE) of the output is minimized. The vector weights wm(n) are given by:

wm(n) = [w1(n), w2(n), ..., wL(n)]T (3.1)

where (.)T represents the transpose operator and L is the filter length. The CQI input values
(x(n)) are:
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xm(n) = [CQI(n− 1), CQI(n− 2), ..., CQI(n− L)]T (3.2)

The NLMS weight calculation that minimizes the MSE at time n+ 1 in the future is:

wm(n+ 1) = wm(n) + µ
xm(n)em(n)

xm(n)xHm(n)
(3.3)

in which µ is the step size, em(n) is the filter prediction error and (.)H is the Hermitian
transpose. The estimation error is given in terms of the current input dm(n):

em(n) = dm(n)− xm(n)wH
m(n). (3.4)

In other words, the errors are used as feedback to adjust the tap weights. The predicted
future value C̃QIm(n+ 1) for mode m is:

C̃QIm(n+ 1) = xm(n+ 1)wH
m(n+ 1). (3.5)

Since we will be using the gradient of the CQI signal to select the optimal radiation
mode, we can remove the DC portion from the input:

dm(n) =
1

L

L∑
n=1

d̃m(n). (3.6)

Figure 3.2 outlines the steps of the NLMS state prediction process.
The state prediction algorithm may only select one filter output or mode at any given

time, and thus, the algorithm must handle two different phases of operation.

• Learning phase: at time index n, the desired output dm(n) is known, and the algorithm
must predict the output ym(n+ 1) at the next time step.

• Blind phase: at time index n, the desired output dm(n) is not known and we need to
predict the output ym(n+ 1) at the next time step. This phase occurs for filters whose
mode was not selected by the algorithm.

Below is a summary for computing the NLMS filter output.

1. Determine which sample input d̃m(n) to use:

a) Learning phase: d̃m(n) = dm(n)

b) Blind phase: d̃m(n) = ym(n)

2. Calculate the CQI input by removing the DC offset from the input:

a) dm(n) = 1
L

∑L
n=1 d̃m(n)
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Figure 3.2: NLMS algorithm block diagram, illustrating error estimation, normalized tap-
weight vector calculation, and filtering to generate the predicted CQI.

b) xm(n) = d̃m(n)− dm(n)

3. Error estimation: em(n) = xm(n)− ym(n)

4. Tap-weight vector adaptation: wm(n+ 1) = wm(n) + µxm(n)em(n)
xm(n)xH

m(n)

5. Filtering: ỹm(n+ 1) = xm(n+ 1)wH
m(n+ 1)

6. Calculate predicted output at time (n+ 1): C̃QIm(n+ 1) = ym(n+ 1) + dm(n).

7. Repeat for all antenna modes m and select the mode at time step n based on some
ε-greedy strategy.

3.3 State Prediction Parameters

Next, we consider the problem of how to select from the possible modes using an ε-greedy
strategy. Given the NLMS formulation, we empirically determine values for the step size µ,
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Table 3.1: Percentage of time spent learning relative to the age limit for a system with four
NLMS filters.

Age Limit % of Time Spent Learning
4 75%
8 37.5%
12 25%
16 18.8%
32 9.4%
64 4.7%
128 2.3%
256 1.2%
512 0.6%

re-train limits, and filter lengths Lm based on knowledge about the variance of the fading
channels for each mode.

In order to account for the re-training intervals, we introduce an age limit variable, Am,
for each of the filters. At each time step n, if the mode of the associated filter was not
selected, we increment its age. If the filter was selected, we set its age to zero. Once the age
of a filter reaches the age limit, the algorithm must select that mode, even if it is not optimal
at the time. The age limit for each of the filters may be fixed, based on some ε-greedy
strategy and knowledge of the dynamics of the fading channel. For instance, in order to
achieve a exploration rate of e for an antenna with M antenna states, we would select the
fixed age limit A for each mode such that:

A =
M − 1

e
. (3.7)

Table 3.3 shows the percentage of time spent learning as a function of the age limit for
a system with four NLMS filters.

The step size µ determines how heavily the weights change based on the gradient estimate.
It is critical to select µ such that the NLMS filter is stable. The step size stability condition
at time n is [55]:

0 < E [µ(n)] <
2

λmax
(3.8)

where λmax is the greatest eigenvalue of the input signal autocorrelation matrix Rx:

Rx = E
[
x(n)xH(n)

]
. (3.9)

On the other hand, if µ is chosen to be too small, the NLMS filter will minimally account
for the gradient of the signal. This may be acceptable for signals that vary slowly relative
to the filter length, but will decrease the prediction accuracy in fast fading scenarios. The
optimal convergence speed is given by [1]:
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µopt =
2

λmin + λmax
. (3.10)

The filter length determines the number of samples that the NLMS filter uses to make the
weight calculation. A longer filter length uses more of the previous samples to calculate the
CQI output. If the samples from the fading channel are changing rapidly, the filter length
should be made short. If the samples from the channel are changing slowly, the gradient
of the signal will be small, and making the filter length short has minimal effect on the
prediction error.

We consider the filter error parameters suitable for a modal antenna algorithm based on
empirical channel measurements. The channel measurements were taken on an LTE cellular
network using a handset moving at three different speeds: 0 km/h, 6 km/h, and 40 km/h.
We recorded 5000 channel SINR samples every 10 ms for the study. The experimental setup
is described in Chapter 4. Figure 3.3 shows a snapshot of the SINR measurements for 1000
samples.

We evaluate the prediction performance in terms of the root-mean-squared-error (RMSE)
of the NLMS filter:

RMSE =

√√√√ 1

N

N∑
n=1

(y(n)− d(n))2. (3.11)

In the study, we use an NLMS filter with a filter length of 8. We find that this provides a
good compromise between computing the gradient given the past inputs without considering
too many of the older samples for faster varying channels. Figure 3.4 shows the results of
the study as a function of user speed.

The LMS filter becomes unstable for step sizes that overfit the channel. Smaller age
limits indicate more learning phases. If the measured channel samples have a large variance,
the LMS filter weights become unstable, leading to large increases in the RMSE. Larger
age limits indicate more blind phases, in which the filter must estimate the channel without
receiving a measured sample. Hence, larger age limits can tolerate larger mu values before
becoming unstable. As expected, for walking and driving channels, in which the gradient
of the signal varies significantly, the LMS algorithm reduces the RMSE of the predicted
signal compared to a simple moving average. On the other hand, when µ equals zero, the
gradient of the signal is not included in the NLMS predicted output, and this provides the
best performance for larger age limits and static channels.

Clearly the prediction performance decreases for higher speeds and this is a limitation
of the sample update rate. As the user moves through the environment, the incoming wave
may pass through different peaks and nulls of the channel. To first order, the number of
samples to accurately model the channel depends on the number of quarter-wavelengths the
user is moving at any given time. We can specify a nominal time for a selection algorithm
to sample the channel accurately as a function of the user speed vUE and wavelength λ:
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Figure 3.3: Snapshot of 1000 samples of SINR as measured using a cellular phone on a live
LTE network. Three channels were used for empirical evaluation of the NLMS filter age
limit and step size parameters. Channel measurement cases: (a) stationary v = 0 km/h, (b)
walking channel v = 6 km/h, (c) driving channel v = 40 km/h.
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Figure 3.4: Plot of LMS filter RMS error as a function of step size, µ, and filter age limit
for static (top), walking (middle), and driving (bottom) fading channels sampled at 10 ms
intervals.
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Figure 3.5: Sampling time for common cellular frequencies based on equation (3.12) for N
= 10 samples per quarter wavelength.

T =
λ/4

vUENλ/4

(3.12)

Figure 3.5 plots the required sample time to achieve ten samples per quarter wavelength as
a function of user speed for common cellular frequencies. Modern LTE baseband processors
compute the cellular tower pilot signal at subframe intervals of 1 ms [5], so it is reasonable
to expect that we can sample the channel accurately for walking and slow driving speeds.
However, to accurately sample at highway driving speeds, requires sub-millisecond update
intervals, which may not be feasible for some communication systems.
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Chapter 4

Applications for Cellular Networks

One of the primary goals of this thesis is to explore the practical effects of modal adaptive
antennas in an actual wireless communication system. In order to evaluate this, we design a
cellular field trial on a live 4G LTE network. The experimental design and measured capacity
results are the topic of this chapter. We retrofit a cellular handset with a modal adaptive
antenna system from the ground up, including the antenna design, the state prediction
algorithm, and the associated software to log key performance indicators (KPIs) across time
and location for both the handset and the network.

Field measurements are typically avoided in communication systems research due to the
sheer time required to collect the data and ensure repeatability. In this chapter, we not
only discuss the field performance of modal antennas, but we also focus on the design of the
field measurement itself. As with any statistical trial, the key is to collect data in several
different propagation environments over many different times of day. Moreover, the measured
channel models from this research may be used to better inform the statistical models used
by communication theorists.

4.1 LTE Physical Layer Parameters

The 3rd Generation Partnership Project (3GPP) LTE standard has enjoyed a significant
amount of success since its deployment in 2010 thanks to its rapid market adoption, efficient
use of spectrum in multi-user sites, and robustness to multipath fading [53] [11]. To account
for spectrum fragmentation among network operators, LTE allows for scalable bandwidth
deployments of 1.25, 2.5, 5.0, 10.0, and 20.0 MHz. LTE uses OFDMA as the primary air
interface mechanism to allow data to be scheduled to multiple users in frequency intervals
as small as 180 kHz and time slots of 0.5 ms. This minimum scheduling datum is known as
a resource block.

LTE also allows for adaptive modulation and coding (AMC) as users in different regions
of the cell will experience different channel conditions. AMC is implemented as a feedback
mechanism whereby the user equipment (UE) sends a requested modulation and coding
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Table 4.1: MCS and spectral efficiency mapping used in LTE AMC.

CQI SINR (dB) Modulation Code Rate Spectral Efficiency (bps/Hz)
1 -3.1 QPSK 0.08 0.15
2 -1.2 QPSK 0.12 0.23
3 1.5 QPSK 0.19 0.38
4 4.0 QPSK 0.30 0.60
5 6.0 QPSK 0.44 0.88
6 8.9 QPSK 0.59 1.18
7 12.7 16QAM 0.37 1.48
8 14.9 16QAM 0.48 1.91
9 17.5 16QAM 0.60 2.40
10 20.5 64QAM 0.46 2.73
11 22.5 64QAM 0.55 3.32
12 23.2 64QAM 0.65 3.90
13 24.9 64QAM 0.75 4.52
14 27.0 64QAM 0.85 5.12
15 29.1 64QAM 0.93 5.55

scheme (MCS) to the basestation or eNodeB (eNB) to send on the next transmission. The
LTE standard maps the MCS indices as a 4-bit CQI value. This CQI is not to be confused
with the modal antenna CQI, which we refer to as a generic channel quality parameter for
a state prediction process. Table 4.1 shows these CQI values and their associated spectral
efficiencies [24].

The SINR values in this table are based on simulations for a flat Rayleigh faded channel.
Each CQI step corresponds to an SINR increase of 1.5-3 dB. That is, if we can improve the
signal quality by adapting the antenna to the propagating wave, the associated diversity
gain can allow the modem to operate at a more spectrally efficiency modulation and coding
scheme. This translates into improved reliability and fewer network resources consumed by
the cellular handset.

Figure 4.1 plots the SINR and spectral efficiency for one CQI increase. We observe a larger
percentage increase in spectral efficiency for lower CQI values. In other words, improving
the link margin has a more significant effect for lower signal qualities, which occur for cases
when the UE is closer to the cell edge. This is because for QAM modulation techniques the
spectral efficiency scales as the logarithm of the number of constellation points. Higher order
QAM modulation schemes increase the absolute value of the spectral efficiency, but only in
high SINR regions near the cell tower where the link margin is already good.

At the physical layer, we will use the following KPIs for evaluation of the modal antenna
system: RSSI, RSRP, RSRQ, and SINR.

• RSRP: reference signal received power is defined as the average of the resource elements
that carry cell-specific pilot signals [16]. RSRP measures the signal power from a
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Figure 4.1: Plots of SINR (top), spectral efficiency (middle), and percentage increase in
spectral efficiency (bottom) for one step increase in CQI index. For all possible LTE channel
conditions, we would expect that a 2.3 dB increase in SINR would translate into a 30%
increase in spectral efficiency on average.
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specific cell sector.

• RSSI: receive signal strength indicator is the wideband power across all reference signal
symbols [16]. RSSI includes noise power, serving cell power, and interference power.

• RSRQ: reference signal received quality is the ratio of RSRP to RSSI over the number
of resource blocks for which RSSI is measured [16]. RSRQ = NRB × RSRP

RSSI
.

• SINR: signal to interference plus noise is defined as the ratio of the average received
signal carrier power to the sum of the noise power and interference power from other
sources or neighboring cells. SINR is measured by the baseband receiver after down-
conversion from RF. While SINR is not standardized by the 3GPP, our measurements
indicate that it provides the best correlation with CQI and spectral efficiency on the
measured handset.

Furthermore, we evaluate throughput and spectral efficiency as key indicators of network
performance. We compute the spectral efficiency using the measured throughput, error rate
ε, and number of resource blocks consumed by the handset over a time interval:

ηUE =
Throughput× (1− ε)

NRB × 180kHz
. (4.1)

In this thesis, when we use the term throughput, it is implied to mean goodput: the
throughput after block errors have been discarded.

4.2 Implementation of a Modal Antenna System in a

Handset

We select a 4G LTE handset in mass production to retrofit with a modal antenna system
for our experiments. The device has two cellular antennas with an LTE category 4 modem.
For feasibility of the retrofit, we only modify the main cellular antenna at the bottom of the
phone, and the diversity antenna is left unmodified (Figure 4.2). The main fed element of
the antenna and offset parasitic element sit on a plastic carrier above the main logic board.
We retrofit a single-pole four throw (SP4T) RF switch on the main logic board and connect
the common port to the parasitic element of the antenna. The control lines of the RF switch
are routed to the status LED of the phone so that they can be controlled by the applications
processor.

The antenna is designed to operate on LTE AWS band 4 (downlink 2110-2155 MHz
and uplink 1710-1755 MHz) and LTE band 7 (downlink 2620-2690 MHz and uplink 2500-
2570 MHz) with three radiation modes. We limit the multiple radiation modes to the
downlink band only because the chosen LTE networks for the field trials are frequency
division duplexed (FDD). The state prediction process uses channel state information receive
(CSIR) from the baseband of the phone, and the channel state information transmit (CSIT)
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Figure 4.2: Cellular phone retrofit with active reconfigurable antenna system with SP4T,
driven antenna element, and offset parasitic element. The main antenna is modified and
the diversity antenna is left passive. We wire the GPIOs from the activity LED in order to
control the four-port switch from the applications processor.

is not computed by the baseband for the FD-LTE uplink. Because the uplink and downlink
frequencies are separate, their wireless channels will fade differently. It is worth noting that
for time division duplex (TDD) LTE systems, the wireless uplink and downlink channels
will be reciprocal. Hence, the CSIR may be used for the state prediction process to adapt
the antenna to the uplink propagation channel as well. The effect of channel reciprocity on
transmit and receive is explored in the next chapter for indoor wireless LAN systems, and
it is left as an area for further study for cellular active antenna systems.

The single antenna diversity gain and ECC in the two test bands are shown in Figure
4.3 below. We are able to achieve a single antenna diversity gain between 1.5-2.5 dB with
ECC between 35-70% across both bands using this three mode retrofit antenna system.
Optimizing the volume for this antenna structure from the start of the design may have
improved the diversity gain over the retrofitted antenna. Nonetheless, we use these diversity
gains to evaluate the modal antenna in an actual cellular system.

The total efficiency of the retrofit antenna mode 0 and the baseline, unmodified main
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Figure 4.3: Plots on the left show the diversity gain at the 10% CDF cut and ECC for three
mode antenna system for downlink LTE Band 4. Plots on the right show the diversity gain
and ECC for the antenna system for downlink LTE Band 7.

antenna are between 30-35% across both bands. Throughout the field trial we compare the
three mode antenna system to the fundamental mode 0 of the antenna. Mode 0 refers to the
state of the antenna structure in which the parasitic element is open to the ground plane
and only the main fed element is driven. This provides an accurate baseline for A to B
(active versus passive) comparisons as we are comparing antenna systems that utilize the
same volume and placement within the phone.

In addition to the antenna system, we also implement the state prediction process in
software on the phone. We develop an Android kernel driver to query baseband diagnostic
information, such as SINR, BLER, throughput, and LTE resource blocks, to be used as CQI
inputs to our state prediction algorithm. We use an algorithm in which each mode of the
antenna is assigned an NLMS filter to track its CQI updates. The algorithm is written as a
user space application that gathers CQI via ioctl calls into the baseband diagnostic kernel
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driver.
Furthermore, we log the key performance indicators directly to the SD card on the phone.

This implementation is limited to 25 ms between baseband queries due to latency of the
baseband interface and process context switching overhead. The effect of the baseband CQI
latency is explored for the fast fading walking and driving test cases in section 4.4. We
generate cellular traffic on the network by initiating a large file transfer protocol (FTP)
download, while at the same time logging the KPIs locally on the phone. Figures 4.4 and
4.5 show the setup.

4.3 Field Test Scenarios

We repeat the modal antenna retrofit on twenty identical units of the handset. The
following field test scenarios are considered. To the best of the author’s knowledge, this
represents the first comprehensive field test of a modal link-adaptive antenna in a handset.

1. LTE Bands: Band 4, Band 7

2. Channel Conditions:

a) Near-cell: SINR > 20 dB

b) Mid-cell: 5 dB < SINR < 20 dB

c) Cell edge: SINR < 5 dB

3. Number of identical handset retrofitted with modal antenna: 20

4. Field Test Hours: 2000+ hours logged

5. Data Collection Period: 3 months

6. Test Conditions: Stationary, Slow rotation (10 deg/s), Walking (5 km/h), Driving
(30-70 km/h)

7. Test Locations: Suburban, Rural, Urban

The design of the field test covers the most common cellular use cases and channel
conditions. The goal is to collect enough data to be able to determine the impact of a single
antenna diversity gain of 2-3 dB on the capacity and reliability of an LTE network. We also
evaluate the effectiveness of the state prediction process across slow and fast fading channels.

The test cases are illustrated in Figure 4.6. We evaluate the performance of modal
antenna systems as a function of different channel speeds from static to medium speed
driving. Figure 4.7 shows the cell tower layout for the LTE Band 7 stationary and semi-
stationary test cases. Figure 4.8 shows an example route for the LTE Band 4 driving test
cases.
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Figure 4.4: Modal antenna field test implementation. The state prediction algorithm, log-
ging, and baseband diagnostic drivers are written for the Android operating system and run
locally on the phone. Large FTP file transfers are used to pass data traffic between the 4G
LTE eNodeB (eNB) and the cellular handset equipped with a modal antenna.
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Figure 4.5: Process to log LTE Physical Layer KPIs locally to the SD card of the phone.
After the test is complete, the log files are pulled off of the phone and post-processed using
a PC application. KPIs are analyzed across time, statistical CDF, and latitude/longitude of
the phone.

4.4 Measured Field Results

In this section, we summarize the key findings from the modal link-adaptive antenna
cellular field trials. We divide the results section into four areas: impact of UE speed on
the state prediction algorithm, the effect of single antenna diversity on spatial multiplexing,
adaptation to inter-cell interference, and aggregate network capacity results.

State Prediction Speed Limitations

We begin by discussing the measured limitations of the state prediction process for walk-
ing and driving channel conditions. The state prediction process switches between the radi-
ation modes in time. Therefore, the CQI inputs to the process must be sampled fast enough
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Figure 4.6: Cellular field test use cases (1) stationary, (2) walking, (3) slow rotating turntable
(4) driving. In all cases, multiple units are measured simultaneously to increase the sample
size of the test and to capture multiple fading channel conditions at the same time.
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Figure 4.7: Layout of different channel conditions on LTE Band 7 network for stationary
and turntable tests. We use 2 locations for each of the coverage cases: near-cell, mid-cell,
and cell edge. Note that one cell tower may broadcast multiple physical cell identities (PCIs)
across different antenna array sectors.

to track the channel state for each mode.
Figure 4.9 shows the measured SINR for walking (6 km/h) and driving speeds (40 km/h).

As can be seen from the zoomed in plots, the SINR may change as much as 2-4 dB between
individual SINR samples for both walking and driving use cases. The channel variance is
too large for the NLMS filter to accurately track with a sample time of 25 ms. To make
matters worse, if one of the radiation modes is not trained for a long time, its CQI estimate
will become outdated, resulting in a large filter error when the mode is eventually selected.

Recall that our implementation of the state prediction process in this particular handset is
limited by the data transfer rate from the baseband interface to the applications processor.
The SINR is sampled at a nominal rate of 25 ms. Performance of the state prediction
process at higher user speeds may be improved by implementing the algorithm directly at
the baseband physical layer in order to sample the channel at a faster rate (e.g. 1 ms, or
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Figure 4.8: Sample urban drive route for network using LTE AWS Band 4. The RSRP (LTE
cell pilot channel power) and SINR are logged across latitude and longitude to classify the
different channel conditions from near-cell to cell edge.

once per LTE subframe).
Despite these limitations, we report a median 0.4 dB increase in SINR and 6% increase

in spectral efficiency when switching between the three modes (hereby referred to as active)
as compared to mode 0 of the antenna across more than 400 hours of walking and driving
field tests. Even though the algorithm may not always select the optimal antenna mode in
these cases, we believe that positive antenna diversity is introduced by changing between
the modes, which reduces the likelihood that one of the antennas will be stuck in a null of
the multipath channel for a long time.

Improved Spatial Multiplexing Performance

Although we have only retrofitted the primary cellular antenna with a modal antenna
system, there is still an improvement in MIMO performance for certain channel conditions.
When the SINR is not matched between MIMO antennas, the baseband may revert to a
diversity scheme so as to favor improved reliability over improved data rate. Per equations
(1.43) and (1.44), spatial multiplexing is most useful when the eigenvalues of the channel
matrix are comparable (condition number close to 1).
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Figure 4.9: SINR samples for walking (6 km/h) and driving (40 km/h) use cases at sample
rate of 25 ms. A cell handover occurs at time = 34 s for the walking case.
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Figure 4.10: Top plot: SINR vs. time for the diversity antenna (ANT 1) and primary
antenna (ANT 0). For the primary antenna, we alternate between mode 0 and turning on
the state prediction process to select the best of the three possible antenna modes (active).
Bottom plot: Corresponding throughput per MIMO antenna stream.

Figure 4.10 shows one such example of this case. We alternate between mode 0 of the
primary antenna and active (or the three modes of the link-adaptive antenna system). In the
case that the fixed mode of the antenna experiences a fade, an SINR mismatch of 2-3 dB can
be observed between MIMO paths. We can improve the SINR on the primary antenna by
switching to another one of the antenna modes. The result is a comparable SINR on both
paths, which triggers the baseband to start using spatial multiplexing more often. Thus,
the downlink throughput is increased from 30 to 45 Mbps when the SINR between the two
receive paths is better matched.

Inter-Cell Interference Mitigation

One benefit of a modal antenna system is the ability to adapt the antenna to the propa-
gation channel between the handset and the serving cell tower. In addition, modal antenna
systems may also be used to adapt the antenna to minimize the power coming from interfer-
ing signals. For actual cellular deployments, users at the cell edge may receive signals from
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Table 4.2: Median SINR, RSRQ, RSRP, RSSI for the inter-cell interference mitigation ex-
periment.

Median Mode 0 Active
SINR -1.2 dB +1.2 dB
RSRQ -14.3 dB -13.2 dB
RSRP -101.5 dBm -101.2 dBm
RSSI -69.7 dBm -70.8 dBm

multiple towers, not just their serving cell. One of the neighboring cells may be serving users
in its network on the same time and frequency slots as an adjacent cell. This effect is known
as inter-cell interference (ICI). ICI reduces the SINR of users at the edge of adjacent cells.

LTE has introduced methods known as enhanced ICI coordination to reduce the impact
of inter-cell interference [12]. However, these algorithms typically sacrifice bandwidth or
power in cases that the neighboring eNBs use lower transmit powers on time and frequency
resources shared between cell edge users [36]. Interference coordination techniques trade off
between resource fairness and quality of service (QoS). More complex heterogeneous networks
and small-cell technologies further complicate ICI as low-power femtocells and picocells are
introduced in the same coverage areas as high-power macrocells [30].

We explore the effect of using a modal antenna to reduce ICI inherent to LTE network
deployments. In our modal handset implementation, we use SINR as the CQI input to the
state prediction process. Reducing the interference term in the denominator of SINR may
actually be more important than maximizing the serving cell signal for improving the data
rate in cell edge conditions. We design an experiment to measure the link margin for our
modal antenna handset, which receives power from two interfering cells (PCI 110 and PCI
209) and one serving cell (PCI 380) (Figure 4.11).

We log the SINR, RSRP, RSSI, RSRQ samples for 3 separate one hour download sessions.
Every 60 seconds of the session, we alternate between mode 0 of the modal adaptive antenna
and enabling the state prediction process (using all three radiating states of the antenna).
Table 4.4 shows the median results and Figure 4.12 plots the corresponding statistical dis-
tributions.

The results show that the state prediction algorithm increases the SINR and RSRQ by 2.4
dB and 1.1 dB, respectively. However, the serving cell pilot signal (RSRP) is only increased
by 0.3 dB and the median RSSI, or total power at the receiver, is actually reduced by 1.1 dB
in the active case. Thus, the improvement in SINR primarily comes from switching to an
antenna mode that reduces the power from neighboring cells, as opposed to just maximizing
the power from the serving cell.

Given this insight, we analyze the relationship between RSSI and SINR for all field
test conditions for stationary and semi-stationary test cases, which constitutes more than
1000 hours of field test data. Figure 4.13 plots the histograms for near-cell and mid-cell as
compared to cell edge cases. Near, mid, and cell edge cases are defined in section 4.3. We
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Figure 4.11: ICI test map. PCI 380 is the serving cell and PCI 110 and PCI 209 are
neighboring, interfering cells.

define the difference in SINR between the active state of the three mode antenna and mode
0 of the same structure:

∆SINR = SINRA − SINRM0 (4.2)

and the same for RSSI:

∆RSSI = RSSIA −RSSIM0. (4.3)

We observe an average ∆SINR of 1.5 dB for all cell locations. The ∆RSSI distribution
for near-cell and mid-cell is skewed to the right with a average of 0.51 dB. Close to the eNB,
the handset selects the modes of the antenna to maximize the power, which is primarily
coming from the serving cell. However, the RSSI distribution at the cell-edge is skewed to
the left with an average of -0.67 dB. At the cell edge, the modal antenna system actually
reduces the total power compared to a passive antenna with a single radiation state. This is
because at the cell edge the receiver also receives power from the interfering cells.
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Figure 4.12: SINR, RSRQ, RSRP, RSSI cumulative distribution functions for the inter-cell
interference test experiment. The SINR is higher and the RSSI is lower for the active antenna
compared to the antenna with the fixed radiation pattern because the active antenna reduces
the power coming from the interfering cells.
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Figure 4.13: Histogram of RSSI and SINR comparing active versus mode 0. For cell edge
cases, the RSSI or total receive power is lower for active state compared to mode 0. The
SINR is improved for both near-cell, mid-cell, and cell edge conditions.



CHAPTER 4. APPLICATIONS FOR CELLULAR NETWORKS 69

Figure 4.14: Measured spectral efficiency and throughput percentage improvements compar-
ing mode 0 of the modal adaptive antenna system to the three mode system for all field
channel conditions for stationary and slow rotating test cases.

Network Capacity Results

Figure 4.14 summarizes the throughput and spectral efficiency percentage improvement
for all stationary and slow rotating field test scenarios. The plots show the aggregated data
for both LTE Band 4 and LTE Band 7 networks. The spectral efficiency and throughput are
plotted as a percentage improvement for using the state prediction process with the three
mode antenna system compared to mode 0 of the same antenna system. The y-axis shows
the percentage of occurrences of that improvement. The cell edge histogram is skewed to the
right for cases in which mode 0 of the antenna is in a deep fade, for which the percentage
improvement could be greater than 50% by improving the link margin and increasing one
MCS step.

The spectral efficiency and throughput distributions are similar. This is due to the fact
that the data rate increase comes from improving the link budget and increasing the MCS,
and thus the efficiency of the transmission scheme. We report an average spectral efficiency
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improvement of 25.2% and an average throughput improvement of 25.4% when using a modal
adaptive antenna compared to an antenna with a fixed radiation pattern.

These measured results are in good agreement with the LTE AMC simulations for a
Rayleigh faded channel distribution. Per Table 4.1, an average SINR increase of 2.3 dB
results in an average increase in spectral efficiency of 30%. Recall that the modal antenna
used for these experiments had a diversity gain between 1.5 and 2.5 dB depending on the
frequency in LTE band 4 and 7.

In other words, if every cellular handset on the network were retrofitted with a modal an-
tenna, the network operator could maintain the same data rate, but use 25% less bandwidth
compared to the case if each handset had a passive antenna. Alternatively, the operator
could offer each of its users 25% higher data rates and use the same amount of bandwidth.
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Chapter 5

Applications for Indoor Wireless
Networks

In this section, we examine how improving the link budget by using a modal adaptive
antenna system translates into increased spectral efficiency for wireless local area networks
(WLANs). We will evaluate the performance of modal adaptive antenna systems using
simulated and measured results from indoor propagation environments. We explore the
performance impact of modal antenna systems for WLANs for both transmit and receive
and for both access points (APs) and clients. We focus on 802.11ac for our active experiments
because devices for retrofit measurements are readily available.

5.1 WLAN Link Parameters

Similar to cellular operators, WLAN service providers are looking to improve network
throughput and reliability for their indoor wireless networks. Applications such as high-
definition (HD) and ultra-high definition (UHD) video consume an ever-increasing amount of
bandwidth on WLAN networks. With the introduction of 802.11ac and future standards like
802.11ax, the WiFi industry is using various physical layer techniques, such as configurable
20/40/80/160 MHz bandwidths, 2/3/4/8 antenna MIMO, beamforming, multi-user MIMO,
and OFDMA to better utilize spectrum in the unlicensed 2.4 GHz and 5 GHz frequency
bands. Today, 2.4 GHz networks are overcrowded with legacy WLAN devices. As more
devices come onto the 5 GHz band, it too will become overcrowded, reducing the QoS for
clients on the network.

802.11ac and legacy IEEE 802.11 WLAN standards use adaptive modulation and coding
to best utilize their spectrum across all distances between access points and clients. The stan-
dard itself specifies minimum receive sensitivity values for deployed devices to successfully
decode each MCS index (Table 5.1). 802.11ac introduced 256QAM and 802.11ax will use
1024QAM to increase the peak data rates. However, these higher-order QAM modulations
come with stringent transmitter and receiver error vector magnitude (EVM) requirements
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Table 5.1: Table of MCS and sensitivities in 802.11ac [4]. The receive sensitivity (S) in dBm
represents the minimum sensitivity as required by the 802.11ac specification for a single
spatial stream. The corresponding spectral efficiency includes the overhead from the OFDM
guard interval and pilot subcarriers.

MCS Mod. CR S (dBm)
20MHz

S (dBm)
40MHz

S (dBm)
80MHz

S (dBm)
160MHz

η (bps/Hz)

0 BPSK 1/2 -82 -79 -76 -73 0.37
1 QPSK 1/2 -79 -76 -73 -70 0.73
2 QPSK 3/4 -77 -74 -71 -68 1.09
3 16QAM 1/2 -74 -71 -68 -65 1.46
4 16QAM 3/4 -70 -67 -64 -61 2.19
5 64QAM 2/3 -66 -63 -60 -57 2.93
6 64QAM 3/4 -65 -62 -59 -56 3.29
7 64QAM 5/6 -64 -61 -58 -55 3.66
8 256QAM 3/4 -59 -56 -53 -50 4.39
9 256QAM 5/6 -57 -54 -51 -48 4.88

to facilitate decoding the constellation. The percentage increase in spectral efficiency from
introducing 256QAM for MCS values 8 and 9 is only 15-20% (Figure 5.1), and in practice,
higher order modulation is only really useful close to the access point where the throughput
and link budget is already good.

802.11ac also incorporates transmit beamforming at the access point to constructively
combine the signals of an antenna array. As discussed in previous sections, beamforming
improves the link budget to the system, but comes with a higher peak gain of the antenna
array, which is limited by the FCC. Because the same copy of the signal is sent with amplitude
and phase offsets, beamforming uses multiple antennas to provide a power gain to the system,
instead of capacity enhancements as in spatial multiplexing. As long as the access point has
a surplus of antennas compared to the clients, which is usually the case for WLANs, the
access point may use the extra antennas to beamform one or more of its data streams.

Newer WLAN standards, such as 802.11ac and 802.11ax also increase the amount of band-
width one access point can occupy. Increasing the bandwidth increases the peak throughput,
but also adds to more network congestion as one AP may consume up to 4 frequency chan-
nels. Furthermore, doubling the bandwidth also reduces the receive sensitivity by 3 dB,
which means that clients must be closer to the AP to maintain a given MCS. Figure 5.1
plots the average RSSI to achieve an increase in MCS by one step for a single spatial stream.
The biggest percentage increase in spectral efficiency comes at the lowest MCS values when
the link margin is weakest. Clients in these locations benefit the most from improved antenna
system gain. Since the weakest clients consume the largest amount of network resources,
the other clients on the network will also see an improved QoS as the access point has more
time and bandwidth to spend on them too.
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Figure 5.1: RSSI increase for one MCS increase (top), spectral efficiency increase for one
MCS increase (middle), and spectral efficiency percentage increase for one MCS increase
(bottom) for 802.11ac. An average RSSI increase of 3 dB corresponds to an increase in
spectral efficiency of 0.5 bps/Hz and a spectral efficiency percentage increase of 35%.
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Figure 5.2: 3D building model of the test house and depiction of multipath reflections from
the transmitter to the receiver.

5.2 Indoor Propagation Simulations

We use the indoor propagation simulator Volcano Labs from Siradel [10] to explore the
effect of improved link margin by using modal adaptive antennas. Volcano Labs uses geo-
metrical optics and the uniform theory of diffraction to simulate the indoor propagation of
RF waves. The simulation tool computes the amplitudes, delays, and phases of the chan-
nel impulse response considering the path losses between the transmitter and the receiver
(Figure 5.2).
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We import the 3D building model of an actual 3,200 square foot home, including di-
electrics for walls and furniture (Table 5.2 and Figure 5.3). Volcano Labs software also in-
cludes 3D radiation patterns at the transmitter and receiver when calculating the ray-based
propagation through the channel. That is, the 3D radiation patterns are convolved with
the angular power distribution of the multipath propagation environment. The simulation
parameters are summarized below:

• Frequency: 5180 MHz.

• Point to area: access point located in the office transmitting to client locations through-
out the house.

• Pixel x, y step size: 5cm x 5cm.

• Access point azimuthal rotation: 0 degrees to 330 degrees in steps of 30 degrees.

• Access point height: 1m.

• Access point antenna positions (Figure 5.9):

– ANT1 (x,y): (0cm, 0cm)

– ANT2 (x,y): (4cm, 0cm)

– ANT3 (x,y): (8cm, 0cm)

– ANT4 (x,y): (13cm, 0cm)

• Access point transmit power: 20 dBm.

• Each of the four antennas at the access point is equipped with a four-mode link-adaptive
antenna system.

• Client locations use the radiation pattern from mode 0 of antenna 1.

• Client height: 1m.

The receive signal strength (RSS) calculation also takes into account beamforming at the
access point. For each pixel, we coherently combine the signals from each of the four access
point antennas. The complex channel impulse response with M taps from antenna n is:

Rxn(τ) =
M∑
m=1

ame
jφmδ(τ − τm). (5.1)

At each received pixel, we get the amplitude (am), phase (φm), and delay (δm) of the
power delay profile for the channel at each of the four antennas:



CHAPTER 5. APPLICATIONS FOR INDOOR WIRELESS NETWORKS 76

Figure 5.3: First floor layout of the test hose including simulation materials.
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Table 5.2: Real and imaginary relative permittivities for 5 GHz indoor propagation simula-
tions [35] [61] [64].

Layer Material Re{εR} Im{εR)}
Floor Concrete 8 0.5

Garage Door Metal -1 0
Furniture Wood 2.06 0.46
Windows Glass 9.63 0.47

Stairs Wood 2.06 0.46
External Walls Concrete 8 0.5
Internal Walls Plasterboard 2.4 0.03

Doors Wood 2.06 0.46

Rx(τ) =
4∑

n=1

Rxn(τ) (5.2)

To coherently combine the complex path signals, we set the phase of each of the paths
to zero as if the access point had pre-coded the signal to phase match each of the spatial
streams. Thus, the RSS at each pixel becomes:

RSS =

∣∣∣∣∣
4∑

n=1

Rxn(τ)|φm=0

∣∣∣∣∣
2

. (5.3)

We equip the access point with a four-mode antenna system at each of its four antennas.
That is, the access point has 256 possible antenna mode combinations. At each pixel, we
compare the RSS for each of the 256 possible antenna mode combinations at the access
point against the fixed modes: mode 0, mode 1, mode 2, and mode 3. Figure 5.4 shows the
CDF of the results for both floors of the test house. The active curve represents selecting the
antenna mode combination that provides the maximum RSS at each of the pixels. With these
measured antenna patterns, we observe that adapting the antenna modes to the propagation
channel provides a 2-2.5 dB median increase in Rx power for each of the simulated client
locations in the test house. This agrees with the measured single antenna diversity gain
average (at the 50% CDF cut) of 2.3 dB for these four antennas at 5180 MHz.

We extend the analysis by considering how RSS translates into MCS and throughput
using Table 5.1 with sensitivity values for a bandwidth of 160 MHz. Thus, we map the
pixel RSS into a throughput and MCS value comparing the best case active antennas (the
maximum RSS of the 256 mode combinations for each pixel) to the fixed mode 0 radiation
state for all antennas. Figures 5.5, 5.6, and 5.7 highlight the RSS, MCS, and throughput
results for the second floor of the home. We observe that the biggest increase in RSS occurs
at the corners of the rooms in locations far away from the access point. At these locations,
the MCS can increase anywhere from 1 to 3 steps and the throughput by 50+% as a result.
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Figure 5.4: CDF of RSS for the indoor propagation simulations. Active indicates the distri-
bution of maximum RSS at each pixel from the 256 possible antenna mode combinations.

Figure 5.5: RSS difference (RSSActive −RSSM0) map for second floor.
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Figure 5.6: MCS difference (MCSActive −MCSM0) map for second floor.

Figure 5.7: Throughput percentage difference (comparing active throughput vs. mode 0
throughput) map for second floor.
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Figure 5.8: Percentage of home covered by a given throughput from the indoor propagation
simulations.

From these coverage maps, we can also plot the percentage of the home covered by a given
throughput for a 4 antenna access point beamforming to a client with a single antenna using
160 MHz bandwidth (Figure 5.8). We also show the improvement in coverage by adding
reconfigurable antennas at both the access point and client (both ends of the link). In this
case, the link margin is increased at both the transmitter and receiver. This throughput
distribution shows that MCS 8 and 9 (>700 Mbps) are only used for approximately 10% of
all coverage cases in the home and that the physical layer throughput is less than 200 Mbps
for about 50% of the use cases. For the passive case (mode 0 for all antennas), about 20%
of the home is covered in dead zones where the throughput goes to 0 Mbps. With active on
one end of the link and both ends of the link, the percentage of dead zones is reduced to
11% and 6%, respectively.

5.3 Measured Results for Link-Adaptive MIMO

Antenna Systems

In addition to the simulation data, we also retrofit a 4 antenna router with active antennas
for experimental throughput measurements. We compare the reconfigurable antennas to
passive printed dipoles in the 5 GHz band. We extract the per-antenna RSSI from the Linux
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Figure 5.9: Access point antenna positions for the indoor WLAN throughput measurements.
The top image shows four passive printed dipole antennas, which are the baseline for the
study. The bottom image shows four modal antennas. Each of the four modal antennas
has four radiation states. Thus, the four antenna active system has 256 radiation mode
combinations.

operating system on the router to be used as the CQI input to four separate state prediction
processes. We use the same training and NLMS learning parameters as in the previous
chapter.

Because we do not have access to the physical layer firmware or per-antenna SINR from
the WLAN baseband processor, our prediction process is used to optimize the RSSI of each
of the antennas individually. A more optimal approach would be to incorporate the state
of the antennas in conjunction with the beamforming and spatial multiplexing and diversity
algorithms running on the baseband.

In a MIMO system, adapting each of the individual antenna elements benefits beamform-
ing and spatial multiplexing. Consider the case in which one of the antenna elements in the
array experiences a null of the multipath channel. In this case, selecting another antenna
radiation state that is in a peak of the channel increases the overall signal quality of the
array.

As discussed in the previous chapter, improving the link budget of each of the MIMO
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Figure 5.10: Eight locations of the 802.11ac client in the test house used for the study.

antennas also allows the baseband to use spatial multiplexing more often by better matching
the MIMO channel eigenvalues. Each of the link-adaptive antennas is less likely to experience
a deep fade, which may cause the baseband to revert back to diversity techniques for improved
reliability.

We conduct a study comparing the access point with modal adaptive antennas and the
baseline access point with printed dipole antennas. We place the access point on a stop-
motion turntable and measure the uplink (from client to AP) and downlink (from AP to
client) throughput at 30 degree intervals, and we record the average throughput at each of
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8 client locations. We use the application iperf with a TCP window size of 1 MB and 4
simultaneous TCP/IP pairs to generate the data traffic for the measurements. We measure
the active access point and passive access point one after another for each location so as
to minimize the time between measurements. Figure 5.10 shows the client locations in the
house. Figure 5.11 shows the access point and client positions. The client used for the
study is an off the shelf 802.11ac handset with two 5 GHz WiFi antennas. The study was
conducted on channel 36 (center frequency of 5180 MHz) with a bandwidth of 80 MHz.

WiFi access points and clients transmit and receive on the same frequency. Thus, we
assume that the RSSI provides a reciprocal measure of the wireless channel, so that modes
selected for receive are also selected for transmit. The channel reciprocity may not necessarily
hold true as the components in the RF front end are different for the transmit and receive
paths. However, because we only consider the relative difference between antenna states for
the state prediction process, channel reciprocity is a fine assumption.

The throughput results for each of the eight locations are shown in Figure 5.12. Note
that the uplink throughput is lower than the downlink throughput because the mobile client
transmits at a lower power, due to the fact that handsets have more stringent SAR re-
quirements and are equipped with PAs that transmit at lower output powers. For each
of the locations, the active antenna system provides a higher uplink and downlink average
throughput over the turntable angles. As expected, we see that lower throughputs have a
larger percentage improvement. This is a result of the AMC and spectral efficiency mapping
for 802.11ac (Figure 5.1). Furthermore, the results at each location depend on how the
passive dipole antennas interact with the propagation waves in a cluttered indoor multipath
environment. The active antenna system provides a downlink and uplink throughput per-
centage improvement of 23% and 35%, respectively, when compared against passive dipole
antennas.

Similar to cellular fading scenarios, the improvement in link quality in indoor WLAN
environments translates into an improved MCS, and hence an improved throughput and
spectral efficiency for the modal antenna system compared to passive antennas. The largest
capacity improvements occur at the edges of the home in regions of high multipath fading,
especially on the second floor. These farthest clients consume the largest amount of the
network time and bandwidth resources, and the ability to adapt the radiation state of the
antenna to the multipath channel especially improves the spectral efficiency for these far
clients.
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Figure 5.11: Access point turntable setup and client test locations.
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Figure 5.12: Measured uplink and downlink throughput results comparing the modal antenna
system with passive printed dipole antennas.
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Chapter 6

Conclusions

Mobile service providers have experienced explosive growth in the amount of data con-
sumed on their networks. As handsets and other wireless devices are becoming equipped
with more data-centric applications, operators are running out of spectrum to serve their
users. We have presented link-adaptive antennas as a method to improve the capacity of
these wireless networks. By dynamically switching radiating states from a single antenna
feed, modal antennas are capable of adapting to reflections, scattering, and interference in
multipath propagation environments. By improving the individual elements of multi-antenna
systems, we have shown that modal antenna systems can enhance existing techniques, such
as diversity and spatial multiplexing. We have evaluated link-adaptive antennas as practical
systems, from the antenna architecture to the state prediction algorithms to actual field
measurements. It has been shown that modal antenna systems can enhance the link margin
of existing wireless systems by 2 to 3 dB on average, which translates into an average spectral
efficiency enhancement of more than 30%, depending on the application.

Future work will explore synchronizing the antenna state prediction process with the spa-
tial multiplexing and beamforming algorithms running on the baseband processor. Moreover,
a physical layer implementation of the algorithm will allow for faster channel sample times
and better performance in fast-fading scenarios. The field measurements and experimental
correlation between single antenna diversity gain and measured SINR and capacity may also
be used to further evaluate the performance of link-adaptive antennas from a communication
and information theoretic perspective. Overall, the results presented in this work highlight
the potential for implementing link-adaptive antenna systems in handsets and other mobile
devices as a method to improve the capacity of existing and future wireless communication
networks.
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