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Abstract

Flexible Integrated Architectures for Frequency Division Duplex Communication

by

Lucas Albert Calderin

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ali M. Niknejad, Chair

The explosion in demand for wireless capacity has been a strong driver for cellular network
modification. Previous solutions to this problem have involved an increase in available
channel spectrum to each user and an increase in bands used for cellular communication.
This practice has led to an extremely crowded low-frequency spectrum, where the significant
problems now are not processing high bandwidths in a mobile device, but instead managing
the interference caused by high-traffic scenarios.

One of the most challenging instantiations of this interference mitigation problem is Fre-
quency Division Duplex (FDD) communication in the Long Term Evolution (LTE) standard,
where a cellular device both transmits and receives information simultaneously, but in sep-
arate frequency bands. Globally, there are 40 LTE FDD bands, and in the worst cases, the
center-to-center spacing of transmit (TX) and receive (RX) bands is only twice the band-
width. With 120dB of dynamic range between the TX and RX signals, without significant
isolation, the RX is heavily desensitized or even damaged by the high power TX signal.
This problem is currently solved with fixed external duplexers, which provide high TX/RX
isolation, but at the cost of frequency tunability. Due to the large number of TX/RX fre-
quency band pairings present in the LTE standard globally, using fixed filters for isolation
is infeasible if a phone is to operate well internationally.

In this thesis, a fully-integrated, highly frequency-flexible method for TX self-interference
cancellation is proposed, where a mixed-signal canceller is employed at the input of the RX.
This technique is shown to allow the receiver to tolerate high TX power levels over a large
variety of channel and transceiver nonidealities. The deterministic TX-band interference
signal is shown to be mitigated within this system, along with the non-deterministic sources
of interference from TX phase noise and canceller thermal noise. Finally, further reduction
in TX interference in the digital backend using digital modelling of the PA, canceller, and
duplex network is shown.
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Chapter 1

Introduction

Over the last five years, global data usage on mobile devices has grown at a truly incredible
rate, an annual 47% increase [1]. The principal driver of this growth is mobile-based video
streaming and sharing, which accounts for 60% of total mobile traffic, projected in Fig. 1.1
to make up 80% by 2021. Social media giants Facebook, Snapchat, and YouTube boast
incredible statistics for video use: Facebook users collectively view 8 billion videos each day,
while Snapchat users are projected to view 18 billion videos per day by the end of 2017 [2,
3]. Each minute, nearly 40 days of Snapchat video is uploaded per minute, while YouTube
sees 12 days uploaded per minute [3, 4].

Figure 1.1: Projected monthly global traffic for mobile data [1].

Fig. 1.2 illustrates this meteoric rise of video recording due to the prevalence of smart-
phones. Taken eight years apart, these two pictures are from the inagural speeches of Popes
Benedit and Francis, with the road leading to Francis’ speech sharply illuminated with a
sea of screens, continuously recording video. While this 2013 audience was content with
saving video to their phones for later uploading, 2016 marked the rise of Facebook’s Live
feature, now accounting for 20% of all Facebook videos, empowering users to instantly stream
significant events [5]. These events, which would put incredible strain on mobile network
infrastructure, are rare enough, but smaller-scale events happen everyday, when there is a
sharp increase in video demand at night relative to average [1].
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(a) Pope Benedict’s inagural speech, 2005 [6].

(b) Pope Francis’ inagural speech, 2013 [7].

Figure 1.2: Comparison of technology use 8 years apart.

Along with current smartphone users consuming more data than ever before, the number
of mobile devices is far outstripping population growth. In 2016 alone, nearly half a billion
smartphones were added to mobile networks [1], and by 2021, it is estimated that there will
be 50% more mobile devices than humans on the planet [1].

Forcasting this tremendous increase in data usage, the 3rd Generation Partnership Project
(3GPP) created the specifications for Long-Term Evolution (LTE) in mobile communication,



CHAPTER 1. INTRODUCTION 3

where a long series of “Releases”, each approximately 1 year apart, augmented the existing
mobile communication standard with more features enabling higher datarates and denser
deployments. While the first 4G LTE release was published in 2006, the final 4G release,
Release 14 will not have its features frozen until June 2017 [8]. This upcoming release rep-
resents the final instantiation of the 4G standard, but it will be many years until the 5G
standard will be ubiquitous; it is estimated that by 2021, only 0.2% of mobile devices will
be 5G capable, with 56% of devices communicating through 4G [1]. It is therefore accurate
to state that 4G technology will take up the majority of high-definition live video streaming
and data consumption in the next five years.

In LTE, in order to serve many users within the same sector, multiplexing systems are
implemented where users are assigned a “resource block” in time and frequency, shown in
Fig. 1.3, where they can download or upload data. Each mobile carrier has specific frequency
bands which they allocate to their users at different times in the form of these resource
blocks. Additionally, different regions of the world have different frequencies where they
allow mobile communication, summarized in Fig. 1.4. Needless to say, the LTE spectrum is
highly splintered, meaning that a phone meant to be operated internationally must support
a wide range of frequencies in order to achieve good performance in each region.

Slot

Subframe

Frame

Resource Block

12 Subcarriers

Slot
(7 symbols)

0ms 10ms

LTE FDD Frame
1.4 MHz, Normal CP

Figure 1.3: LTE frame with resource blocks highlighted.

One of the most challenging barriers to this goal of global LTE operation is the use of Fre-
quency Division Duplexing (FDD), where transmission and reception happen simultaneously,
but in separate frequencies. This is contrasted with Time Division Duplexing (TDD), where
the same frequency is used, but at different times. An illustration of these two duplexing
scenarios is shown in Fig. 1.5. For FDD, strong filtering is required due to the power of the
transmitter (TX), the sensitivity of the receiver (RX), and the relative spacing between these
two bands, which is only twice the bandwidth in the worst case. Nearly 120dB of dynamic
range exists between a high powered TX signal and the sensitivity floor of the RX, as shown
in Fig. 1.6. At least 30dB of isolation is required between the TX and RX bands to prevent
compression, with additional isolation of the TX in the RX band to prevent desensitization
due to PA noise and out of band interference. This isolation is normally performed using
Surface Acoustic Wave (SAW) or Bulk Acoustic Wave (BAW) duplexers, offering very high
isolation between TX and RX ports, as shown in Table 1.1.
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Figure 1.4: LTE global frequency allocations.

Figure 1.5: FDD vs. TDD.

TX Band Isolation 50dB
RX Band Isolation 45dB
TX Insertion Loss 2.5dB
RX Insertion Loss 2.5dB

Area 1.7mm2

Table 1.1: LTE duplexer specifications [9].

SAW and BAW devices work in very similar ways, where they effectively use piezoelec-
tric materials to excite vibrational substrate waves (either within or on the surface of the
substrate) shown in Fig. 1.7, which have a much smaller wavelength than in air due to the
reduced propagation speed. This allows high-order transmission line networks to be built in
a modest space which achieve very sharp filter cutoffs. Their main drawbacks are their size,
manufacturing cost, and frequency inflexibility. Because the filters rely on precise separation
between piezoelectric elements to operate, modifying their operating frequency while main-
taining good quality factor has not yet been achieved. These filters are created for specific
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LNA P-1dB

30dB

90dB

Effective
Dynamic
Range

FTX FTX+FDuplex

Figure 1.6: Dynamic range between TX power and RX sensitivity.

FDD bands, of which there are over 30 globally, making it extremely challenging to create a
phone operating well in all regions.

Figure 1.7: SAW and BAW mechanisms [10].

To make matters worse for fixed filters, carrier aggregation (CA), combining of multiple
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communication bands to provide higher instantaneous bandwidth, is an integral component
of the 4G standard, illustrated in Fig. 1.8. In these scenarios, filters are required for not only
the individual bands, but any CA combinations supported. Currently, 3x CA (a combina-
tion of 3 frequency bands) is becoming widespread, significantly increasing the interconnect
requirements for smartphone boards. CA is traditionally enabled through a large number
of switched filter stages, with or without multiple antennas, and several shared transceivers
[11, 12]. The number of interactions between the bands grows rapidly, and the RX must be
shielded from both the large TX output power in its band, as well as the TX interference
which falls in the RX band. For a 3x CA scenario, 6 filters are needed, and these filters
must be verified over 18 different band pairings. For an Nx carrier aggregation scenario,
2N2 isolation conditions must be met. Korean telecommunications company SK Telecom
have recently shown in trials 5x CA [13] and announced that they are planning on support-
ing 6x CA by 2018 [14], which requires 12 filters and 72 different band pairings, severely
constraining filter design. Research has been done [15] which shows that it is possible to
create integrated, highly tunable filtering approaches for downlink CA in the presence of
moderate blockers, but strong TX/RX isolation would still be required to include uplink.
Building a system with a large number of fixed filters, where a small fraction will be enabled
at any given time, is wasteful and creates a complex interconnect network, adding significant
insertion loss and sensitivity reduction to the overall system.

Up to 20 MHz LTE radio channel 2

Up to 20 MHz LTE radio channel 1

Up to 20 MHz LTE radio channel 3

Up to 20 MHz LTE radio channel 4

Up to 20 MHz LTE radio channel 5

Aggregated 
data pipe

Aggregated 
data pipe

Up to 100 
MHz of 

bandwidth

CA also possible 
in the uplink

Up to 5x CA for downlink

Figure 1.8: Carrier aggregation: combining multiple bands for higher datarates.

Beyond the numerous issues handling LTE FDD in a global manner, there is the com-
mon scenario of multiple wireless communication standards (Wi-Fi, GPS, Bluetooth, GSM,
CDMA, LTE, etc.) operating simultaneously within the ISM band. Shown in Fig. 1.9 is the
Amazon Fire smartphone, with its main RF circuit board featuring many transceiver chips
which operate multiple wireless standards heavily overlapping with one another in frequency.
Voice Over LTE (VoLTE) is becoming more common, but cellular users otherwise use CDMA
or GSM for voice. Imagine a scenario where someone with wireless earbuds is calling a friend
they are meeting at a restaurant they have never heard of. They could be using Bluetooth
for their earbuds, GSM for voice, GPS for location services, and LTE for maps data, all
simultaneously. Because of the tightly packed chips within their phone’s frame, this is an
extremely challenging environment from an interference management perspective. According
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to the UMTS specification for wireless voice [16], the maximum transmit power for a handset
is +33dBm, which must not interfere or damage the LTE receiver. This is essentially an
FDD scenario, but with a leakage channel between chips or between sections of the same
chip.

Figure 1.9: Amazon Fire phone multi-standard transceivers.

It is because of these numerous challenges that alternatives to fixed filter interference
management are very attractive. Presented here are different methods for integrated, wide-
band or frequency-flexibile interference mitigation.

1.0.1 Prior Art

At a high level, previous works can be grouped into two separate sections: general interference
cancellation and self-interference cancellation.

1.0.2 General Interference Cancellation

Here, no knowledge of the interfering signal is assumed, beyond the fact that it is not located
in the RX band. A classic example of this type of interference is a blocker, an aggressor
with worst-case amplitude and frequency spacing defined by the standard. Because the on-
chip TX signal acts like a blocker, these techniques could also be used for self-interference
cancellation. Multiple methods exist for general interference cancellatio such as N-path
filtering and feedback techniques.

N-Path Filtering

First written about in the early 1950s [17], but not made practical (due to low quality
switches) until very recently [18], passive mixers translate baseband impedances to the switch
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Figure 1.10: Active series LR N-Path for programmable notch.

LO frequency. This allows the construction of frequency-reconfigurable high-Q filters. For
example, in Fig. 1.10, an active series LR impedance is upconverted to create a notch around
the frequency of an incoming blocker. The main advantage to this filter configuration is the
ability to create resonant filter effects without the need for bulky inductors or ultra-thick
metal processes [19, 20, 21, 22, 23, 24]. Reconfigurability also allows a single transceiver to
operate in many different bands without the need for extra hardware.

While these advantages seemingly make it an attractive option for self-interference can-
cellation, a number of disadvantages prevent it from being a viable candidate on its own.
First and foremost, if the baseband is created using passive elements, there exists an inherent
tradeoff between RX insertion loss and TX cancellation for small duplex spacings, which are
prevalant in the LTE standard [25]. This is because for RL and RC networks, poles and
zeros must have alternating real parts, preventing more than 20dB/decade rise or fall in
impedance. LRC networks can have small regions where the impedance changes faster, but
these regions are too small to be practically used [26]. Recently, [15] showcased a system
using active elements which exhibits an impedance proportional to |s|2 using cross-coupled
Gm cells and a capacitor. This allows higher order impedances to be created, but the use of
active devices limits system linearity.
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Feedback Techniques

In a feedback network self-interference cancellation scheme, a network with high loop gain
in the interference band is placed early on in the receiver chain to minimize the interference
signal. The action of a feedback network is to reduce the error signal to a level determined
by the total gain in the loop. By creating networks such that the error signal is the TX
interference, a large loop gain will reduce this interference such that it does not compress
later stages. An example of such a network is shown in Fig. 1.11. The main drawback of this
technique is its sensitivity to gain and phase variations in the loop transfer function, which
can destabilize the loop. This problem is exacerbated by the use of filters to reject the RX
signal from the feedback path; the phase shift added by multiple poles or a high-Q resonance
can easily destabilize the feedback path. Many works use a frequency-translational filtering
technique [27, 28, 29, 30, 31, 32], where the baseband filter can be constructed such that it
does not affect stability significantly, and the two mixers in the loop effectively upconvert
the baseband filter to be centered around the LO frequency.

LNA 

Blocker Replica

To Mixers

1/ττs 

TX-LO

Integrator Blocker Error

Figure 1.11: Feedback technique applied to TX [28].

1.0.3 Self-Interference Cancellation

In cases where the interference source is co-located with the receiver, Frequency Division
Duplex or Full Duplex communication are prime examples, other techniques can be used
which offer better performance or flexibility than general interference cancellation.

Hybrids

Hybrids are passive networks capable of isolating TX and RX through causing the TX signal
to appear as a common mode for the RX port. Constructed with coupled inductor networks,
the common mode signal on one side of the transformer will not leak to the other side,
neglecting inter-winding capacitance. These structures have wide instantaneous rejection
bandwidth and can isolate high power blocker signals. A balancing impedance, shown in
Fig. 1.12, is required for hybrids to operate properly, where the voltage swing present on
these tunable impedance nodes normally sets the linearity of the full system, allowing for
high power TX rejection [33, 34, 35, 36, 37, 38]. One major drawback exists for hybrids,
where there is a direct tradeoff between insertion losses on the TX and RX paths, where
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Figure 1.12: Hybrid with balancing impedance [34].

ILTX = 6dB− ILRX [39]. Practical instantiations of this technique normally measure 4dB
for both the TX and RX paths a significant penalty for the transceiver.

Active Cancellation

Offsetting the insertion loss penalty of hybrids, a replica of the TX signal can be generated
with high accuracy, either by coupling a portion of the interferer’s signal directly or by using
the interferer’s baseband data.

LNAPA Channel

RX

+

-

+

ACTIVE CANCELLATION

(a) Active cancellation with channel replica.

LNAPA Channel

RX

+

-

+

ACTIVE CANCELLATION

DAC

(b) Active cancellation with DAC.

Figure 1.13: Active cancellation methods.

Those which couple the TX signal directly [40, 41, 42] use a bank of analog filters to
generate a replica of the leakage channel, and then subtract it directly at the input of the
RX, as shown in Fig. 1.13a. These have the advantage that any nonlinearity present in
the transmitter is inherently preserved through the leakage channel. One disadvantage is
that the power coupled into the replica network directly adds to insertion loss on the PA. A
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major disadvantage is the linearity requirements for the replica leakage channel components,
which directly sets the maximum cancelable TX power. Furthermore, because the channel is
replicated using analog components, there is a limited bandwidth over which the filtration can
be adjusted to match the leakage channel, making it challenging to achieve high cancellation
over a wide bandwidth.

Finally, mixed signal techniques which reproduce the interference signal by using base-
band data and a DAC, the category under which this research falls, have been used in the
ethernet domain [43] to cancel interference from multiple simultaneous network streams.
This technique is illustrated in Fig. 1.13b and has the advantage that no power is removed
from the transmit path. Additionally, arbitrary filtering can be applied in the digital domain,
widening the bandwidth over which active cancellation is effective.
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Chapter 2

Theoretical Framework

The goal of this research is to either obviate the need for off-chip duplexers, or significantly
reduce their requirements. Therefore, the canceller architecture should have the potential
to meet or exceed the sepecifications laid out in Table 1.1. Additionally, a single antenna
interface is highly desired to minimize the effective footprint of this architecture. Finally,
frequency-flexible operation is needed. These requirements drive the novel choice of archi-
tecture presented in this research.

2.1 Conceptual Overview

Starting with the requirements for a single antenna interface, as well as low TX insertion
loss, a key element of the architecture may be motivated. From the perspective of the
TX, the duplexer would ideally look like a direct connection to the antenna, with no other
components in series or parallel. An observation can be made that if ZIn,RX = 0, the receiver
could be placed in series with the TX. Similarly, if ZIn,RX = ∞, then the receiver could be
placed in parallel with the TX. Both configurations are shown in Fig. 2.1.

Next, consider only the series connection between this transmitter and receiver pair. If
a current source is placed in parallel with the receiver, it is possible to modify the effective
RX input impedance, due to the fact that the source shunts current away from the RX
input. If this current source shunts the same current waveform which flows through the
antenna, then ZIn,RX = 0, regardless of the actual input impedance of the receiver, shown
in Fig. 2.2a. Taking this one step further, because the current source causes the RX to look
like a short, rather than controlling the current source based off the current flowing through
the antenna, the source can be controlled by another PA connected directly to an antenna,
like in Fig. 2.2b. In this way, the current source causes the PA to see a short, but any signal
incoming on the antenna sees the full impedance of the RX, a key observation of this work.
It is important to note that in the real architecture, only one PA is used; the additional PA
used here is simply to aid explanation.

Putting these together, conceptually the duplexing network consists of a series stack of
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ZIn,RX = 0
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ZIn,RX = ∞
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Figure 2.1: Naive TX and RX single antenna interface.

PA

ZIn,LNA = 50ZIn,RX = 0

LNA

ITX

ITX

(a) Controlled current source to
modify ZIn,RX .

ZIn,RX = 0

LNAITX

ITX

(TX only)

PAPA

(b) Controlling source from an isolated PA.

Figure 2.2: Impedance modification through current source.

the antenna, the TX, and the RX. There is a replica current source in parallel with the RX
which circulates only TX current, shown in Fig. 2.3. Focusing on the TX signals specifically
in Fig. 2.4a, the current source’s modification of the input impedance of the RX zeros the
differential voltage across the RX, creating a virtual ground at the bottom of the TX balun.
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Because the replica DAC sinks only TX current, RX loss is unaffected beyond any parasitics
at the DAC output nodes and the output impedance of the TX, as shown in Fig. 2.4b. With
todays switching PAs, the output impedance of a transmitter can be made on the order of
a few ohms, allowing for sub-1dB loss for the receive path.

Provided that the DAC sampling rate and fullscale are high enough that the DAC can
track the current excursions of the TX waveform, the residual error signal will be bounded
to ±LSBDAC , regardless of the TX power. Therefore, the mean power of the TX residual
will be equal to PTX − 6NBits,DAC , shown in Fig. 2.4c.

ITX + IRX

ITX

IRX

LNAITX

PA

IRX

Figure 2.3: Top level conceptual diagram of cancellation architecture.

Compared with an analog cancellation system, this mixed-signal cancellation architecture
is far more tolerant of channel and TX nonidealities. Because the DAC is fed by a digital
baseband, an arbitrary number of filter taps may be applied, with no limit to their full
scale, enabling the channel to be approximated over a wide bandwidth. Similarly, because
the taps can be arbitrarly spaced, long echoes may be easily accounted for. Nonlinear
predistortion of the baseband data can account for nonidealities present within the TX or
DAC. Finally, assuming the sampling rate and instantaneous bandwidth of the DAC are high
enough, multiple self-interference sources at different frequencies can be handled by making
an equivalent baseband signal from multiple data sequences multiplied by ej2π∆fTS . These
advantages are summarized in Fig. 2.5. For the rest of this chapter, further detail on the
advantages and considerations of this architecture are given.
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Figure 2.4: Breakdown of conceptual diagram.
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Figure 2.5: Advantages of mixed signal cancellation.
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2.2 System Advantages to a Current DAC

At a high level, the objective of the cancellation source is to minimize the signal which is
incident on the RX input. There are two signal domains available for cancellation, voltage
and current, and the choice of domain necessitates a specific architecture for the system.
These two cancellation domains are shown in Fig. 2.6. It is important to note that in both
cases, the current through and voltage across the RX input is identically 0, but this does
not mean that the voltage swing seen by the TX is equal to 0. In the current domain,
Fig. 2.6a, the cancellation source is directly in parallel with the RX, so zero swing across
the RX translates to zero swing seen by the TX, meaning the RX is seen as a short. In
the voltage domain, Fig. 2.6b, the cancellation source is in series with the RX, meaning
that the TX sees no current flow into the RX, and therefore the RX is seen as an open. In
current domain cancellation, the low RX impedance (seen by the TX) necessitates a series
connection between the TX, RX/DAC, and antenna, in order to incur little TX insertion
loss. Voltage domain cancellation requires a parallel connection between the three elements.

ITX 0A

ITX RRX

+

-
0V

+

-
0V

ZIN=0

(a) Current.

VTX/2

VTX/2

0A0A

0A
RRX

+

-
0V

+

-
VTX

+

+

ZIN=∞

(b) Voltage.

Figure 2.6: Cancellation signal domains.

There are a number of reasons for why current domain cancellation is more practical than
voltage domain. First, while it is simple to create an effective floating differential current
source, it is much less practical to create a floating voltage source which is balanced across
the RX input port. While the RX is assumed to have common mode rejection, the high
power of the TX signal may still desensitize the receiver in common mode due to imbalanced
cancellation. Secondly, it is far more difficult to create large voltages on chip than large
currents. Voltage mode CMOS power amplifiers commonly require stacks of transistors to
reach powers beyond +20dBm without damaging the devices[44, 45] due to the high voltages
incident on the transistors. Even if a 2:1 transformer is used for the RX to halve the voltage
requirement of the replica, >3V peak-to-peak swing is needed for a +20dBm signal. In the
case of current domain cancellation, the fact that there is ideally no voltage swing across the
RX can be exploited such that the current DAC array can be simply scaled to cancel higher
TX powers. To first order, the replica sees a short at its output, regardless of current. The
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electrical dual of this scenario, zero current but high voltage, cannot be exploited as simply
due to transistor breakdown.

LNAPA CHANNEL
+

-

+

VOLTAGE
REPLICA

VPA

V=0

(a) Voltage cancellation.

LNAPA CHANNEL
+

-

+

CURRENT
REPLICA

I=0
0V

IPA

(b) Current cancellation.

Figure 2.7: Generation of replica in voltage and current domains.

2.3 DAC Power Consumption

In the conceptual image of the system from Fig. 2.3, the current source experiences zero
differential voltage swing. If it were possible to create an ideal floating current source and use
this as the canceller, the cancellation system would consume no additional power. Because
there is not a way of creating such an ideal floating current source, the DAC is instead
designed as a hard-switched differential pair powered from the RX center tap. The center
tap voltage is set by the static headroom requirement for high output impedance on the
DAC. It should be noted that the replica DAC cancels the current of the TX, rather than
the power. This allows the DAC power consumption to be much smaller than the TX as
power levels rise.

At a high level, the DAC modulates its DC tail current, drawn from the RX center tap,
around FTX to cancel the TX current incident on the RX input. For a TX power of PTX , an
antenna impedance of RAnt, and an RX balun turns ratio of NTurns, the sinusoidal current
amplitude flowing through a short at the RX input port is equal to:

ITX,RX =

√
2PTX
RAnt

1

NTurns

(2.1)

The DAC replicates this current using a waveform with a fundamental amplitude of
2AConvIDAC , where IDAC is the tail current and AConv is DAC conversion gain. The factor
of 2 is due to the fact that conversion gain is referenced to complex exponential magnitude.
Therefore,

PDAC = VDD,DAC

√
PTX

2RAnt

1

NTurnsAConv
(2.2)
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where VDD,DAC is the center tap supply. An important observation is that the power con-
sumption of the DAC is proportional to

√
PTX due to the fact that the DAC is pulling its

replica current from a constant supply.
This power consumption can be normalized by the power consumption of the TX using

ηTX , the PA efficiency, to produce an effective cancellation efficiency metric.

ηCancellation =
AConvNTurns

√
PTXRAnt√

2ηTXVDD,DAC
(2.3)
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Figure 2.8: Power consumption of canceller versus TX.

Plotted in Fig. 2.8 is the power consumption for the DAC versus the TX for a range
of TX output power levels. This concrete example is representative of the design where
VDD,DAC = 1V, NTurns = 2, ηTX = 50%. The DAC current waveform is a 50% duty-cycle
square wave of amplitue IDAC

2
, meaning AConv = 1

π
. Around the 100mW power level, or

+20dBm, the replica DAC uses 25% of the TX power.

2.4 Noise Sources

2.4.1 Noise Overview

Any elements exhibiting power gain or loss exhibit non-deterministic fluctuations in their
voltage/current which is referred to as noise. One important metric for a receiver system is
the noise figure (NF), which takes into account both the gain of the system and the noise
output from the system. Noise figure is defined as
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F =
SNRIn

SNROut
(2.4)

= 1 +
v2
In,n

v2
Source,n

(2.5)

where SNRIn,Out are the signal-to-noise ratios at the input of the receiver and output of

the receiver, respectively. For a general RX, it is assumed that the transmitted signal has
extremely high SNR, such that the only noise at the input is due to the antenna noise.
Interestingly, the noise due to the antenna does not come from the antenna itself (ideally,
the antenna is a purely reactive element, aside from radiative properties), but in fact comes
from the antenna picking up thermal radiation from the room in which it resides, with an
average power density equal to kTW/Hz, this power density can be rewritten in terms of
a voltage variance density v2

Source,n, whereas the noise of the circuitry within the RX is
referred to the input of the RX as v2

In,n.
It is very important that the duplexing system minimally increase the RX noise figure, as

noise figure directly impacts receive distance for a given TX power. The noise in this system
can be lumped into 4 categories: RX thermal noise, PA thermal noise, DAC thermal noise,
and TX/DAC uncorrelated phase noise. The RX and PA thermal noise are independent
of the TX power and form the base sensitivity of the network, while the DAC thermal
noise and TX/DAC phase noise inject more noise as the TX power grows. This increase
in desensitization, along with compression due to the TX third harmonic, is what sets the
practical limit on TX output power. It will be shown that PA thermal noise is negligible, so
the majority of the design work should be focused on minimizing the DAC thermal noise and
the TX/DAC uncorrelated phase noise. All significant noise sources are shown in Fig. 2.9.

A final source of noise which is worth commenting on is RX LO phase noise. Through
reciprocal mixing, interference outside of the RX band is mixed by the phase noise of the RX
LO, spreading its energy to the RX baseband. Because this cancellation technique subtracts
the TX interference before it is downconverted by the RX, reciprocal mixing of this small
residual produces negligible desensitization.

2.4.2 TX Thermal Noise

The architecture for the TX must have low output impedance in order to not add considerable
insertion loss due to the series combining network. In this particular system, the PA is a
switching power amplifier, and because the transistors are hard-switched, there are only two
sources of noise output from the PA: phase noise of the input signal and switch thermal
noise. Given the use of a switching power amplifier as the TX, the PA can be thought of
as a passive linear time-varying network, where power modulation is simply due to a code-
dependent voltage divider off of the PA power supply. Using thermodynamic arguments [46],
it can be shown that a passive network with output impedance Z outputs the same level
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Figure 2.9: Significant transceiver noise contributions.

of thermal noise as a resistor of resistance Re (Z). The noise figure is shown in Eq. (2.6),
where v2

RX,n is the input-referred voltage noise of the RX, and v2
Ant,n is the antenna noise

referred to the input of the RX. Requiring the RX insertion loss due to the TX to be small
necessitates that the real part of the TX output impedance, RTX � RAnt, meaning the noise
figure penalty is similarly small. Shown in Fig. 2.10, a simulation using transformer and PA
parameters from the first version of the chip, the noise figure due to the TX alone is small,
impacting the total noise figure by <1dB.

F = 1 +
RTX

RAnt

+
v2
RX,n

v2
Ant,n

(2.6)

It is worth noting that the effects of TX noise added to the system and the loss due to the
TX output impedance are one and the same, and should not be considered as independent
degradations. Using the Friis cascade noise figure expression Eq. (2.10) to determine overall
noise figure:

v2
Ant,TX,n = 4kT (RAnt +RTX) (2.7)

GA,TX =
RAnt

RAnt +RTX

(2.8)

FTX = 1 +
RTX

RAnt

(2.9)

FTotal = 1 + (FTX − 1) +

(
1 +

v2
RX,n

v2
Ant,TX,n

)
− 1

GA,TX

(2.10)
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Figure 2.10: Noise figure due to TX only.

the total noise figure is exactly the same as taking into account only the effect of the noise
voltage of the TX, as shown in Eq. (2.6).

2.4.3 TX Phase Noise

Phase noise is defined as fluctuations in the zero-crossing points of an LO. Just as any noise
profile can be deconstructed into real and imaginary parts about some center point, an
arbitrary noise profile can also be separated into phase and amplitude noise. For purposes
here, the most important aspect of phase noise is the fact that unlike additive noise, the
SNR due to phase noise is constant with signal power, since a mixer can be thought of
as multiplying a noisy LO with a desired signal, so as the signal power increases, so does
the interference from the multiplication. Phase noise from the TX is a very strong RX
desensitization mechanism for the canceller system because the effective RX band noise due
to TX phase noise increases dB for dB of TX output power. To give a concrete example, a
phase noise level of -150dBc/Hz for the TX LO when transmitting at +20dBm power gives
-140dBm/Hz at the RX input, corresponding to a 34dB noise figure. In this cancellation
system, however, phase noise on the TX can be cancelled in the same way as the main TX
signal by the cancellation DAC if the DAC and TX LOs have identical phase noise profiles
[47]. An in-depth analysis of the conditions and limitations for this phase noise cancellation
effect is given in [48], but at a high level, the design decisions are as follows.

First, the bandwidth of the phase noise cancellation is set by the bandwidth over which
the leakage network has relatively similar amplitude and phase shift as the main tone experi-
ences, illustrated in Fig. 2.11. In this cancellation architecture, the leakage channel between
TX and RX is tightly controlled because both are closely spaced to one another. Further-
more, reflections from the environment negligibly affect the phase noise cancellation, since
any reflection off the environment will have a significant attenuation associated with it. A
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useful property of this cancellation regime is that any impedances in parallel with the RX
input, for example an N-path filter used to attenuate out of band blockers, does not affect
the phase noise or signal transfer function because the DAC creates a virtual short.
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Close-in
Cancellation

Channel

fleak(jw)

Figure 2.11: Feedforward cancellation of TX/DAC shared phase noise.

Secondly, the number of unshared buffers between TX and DAC must be minimized
to produce a DAC LO highly correlated with the TX LO. This necessitates the use of a
Cartesian PA and cancellation DAC because a polar architecture would require separate
phase interpolators, leading to significant uncorrelated phase noise. In Fig. 2.12, the phase
noise of a representative phase interpolator is shown, which would lead to a 30dB noise figure
for +20dBm TX output power.

Figure 2.12: Phase interpolator phase noise.

2.4.4 DAC Thermal Noise

The DAC output is directly connected to the differential input of the RX, and its effect on
the RX noise figure can be derived by analyzing Fig. 2.13. Here, the TX is assumed to be
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zero output impedance, and therefore contributes zero thermal noise power. Due to the high
output impedance of the DAC, its noise is represented as a current source. Additional noise
sources included are the input-referred current noise of the RX and the current noise due to
the antenna. Transferring all noise sources to the RX side, the total noise figure in terms of
DAC noise and FRX , the receiver noise figure, may be computed as:

F = 1 +N2
ī2n,DAC + ī2n,RX

ī2n,Ant
(2.11)

= FRX +N2
ī2n,DAC
ī2n,Ant

(2.12)

RANT RRXiANT

2
iDAC

2
iRX

2

1:NTURNS

Figure 2.13: DAC noise network.

It is clear from this equation that the DAC current noise adds directly to the RX noise
figure. Therefore, it is important to accurately model this noise current. A general model
for the DAC output noise current as a function of the TX leakage signal can be created
by considering the DAC as a noisy tail device connected to a noiseless mixer driven by a
square wave. The vast majority of RF current DACs conform to this model due to their
construction as a tail transistor with hard driven switches.

A DAC unit cell’s noise is the thermal noise of the tail device, mixed by the noiseless
mixer. This mixer has a conversion gain of AConv, and the tail thermal noise, in terms of
the tail transconductance gm, noise factor γ, and overdrive voltage vOv, can be written as:

ī2n,Tail
∆f

= 4kTγgm (2.13)

= 4kTγ
2ITail,Unit
vOv

(2.14)

ī2n,Unit
∆f

= 4kTγ
2ITail,Unit
vOv

A2
Conv (2.15)

Each unit cell possesses a separate tail device, therefore all DAC noise sources are un-
correlated with one another, leading them to add together in variance. If the assumption
that the DAC is created with all thermometer cells, then overall analysis can be simplified
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considerably. The cases of polar and Cartesian DACs (with and without I/Q cell sharing)
will be shown separately. Starting with the polar DAC, the phase of the output is controlled
by the phase of the LO. The output amplitude of a unit cell is independent of the desired
phase, and therefore AConv 6= f (φLeak), where φLeak is the phase of the TX leakage at the

input of the RX. As stated earlier, ITX =
√

2 PTX

RAnt

1
NTurns

, and ITail,Total = ITX

2AConv
, where the

factor of 2 is due to the fact that ITX is the sinusoidal amplitude of the TX tone. The unit
cells are all the same phase, so they add in current: ITail,Total = nenabledITail,Unit, where n is
the number of unit cells enabled. The total output noise can then be found as a function of
PTX :

ī2n,Total
∆f

= 8kTγ
nenabledITail,Unit

vOv
A2
Conv (2.16)

= 8kTγ

√
2 PTX

RAnt

NTurns2AConvvOv
A2
Conv (2.17)

= 4kTγ

√
2 PTX

RAnt

NTurnsvOv
AConv (2.18)

Using Eq. (2.12), the noise figure due to the thermal noise of the DAC only is equal to

F = 1 + γ
√

2PTXRAnt
NTurnsAConv

vOv
(2.19)

Before continuing to the more involved case of the Cartesian DAC, it is worth noting
an important trade off between noise and power consumption in the replica DAC which is
identical for all architectures shown here. For a fixed process, antenna impedance, and TX
power level, there are 3 design variables which affect noise figure: NTurns, AConv, and vOv.
DAC current consumption is inversely proportional to NTurns and AConv, while the DAC
supply voltage is roughly proportional to vOv for a fixed output impedance requirement.

In the case of a Cartesian DAC with I/Q cell-sharing, where each unit cell can output
either I, Q, or both phases through modulation of the unit cell LO, shown in Fig. 2.14, the
situation is complicated by the fact that in a unit cell, AConv = f (φTX). This is because
a code of (1, 1) will create a 50% duty-cycle square wave, whereas (1, 0) will create a 25%
square wave. These two square waves modulate the same tail current, meaning that unlike the
Cartesian case without cell sharing, the noise from I and noise from Q cannot be considered
separately, and their segmentation matters. Define nenabled,I and nenabled,Q as the number
of unit cells with I and Q phases enabled, respectively. Without loss of generality, take
|nenabled,I | ≤ |nenabled,Q|. In an all-thermometer DAC, nenabled,I cells will have 50% duty-cycle
waveforms, while nenabled,Q − nenabled,I cells will have 25%. AConv for the 50% case is

√
2

higher than the 25% case. Adding the noise of all these cells together:



CHAPTER 2. THEORETICAL FRAMEWORK 25

(1,1)

(1,0)

(1,-1)(1,-1)

(-1,1)

(-1,0) (0,0)

(0,-1)

(0,1)

Figure 2.14: Unit cell output states.

ī2n,Total
∆f

= 8kTγ
nenabled,IITail,Unit

vOv

(√
2AConv,25

)2

(2.20)

+ 8kTγ
(nenabled,Q − nenabled,I) ITail,Unit

vOv
A2
Conv,25 (2.21)

= 8kTγ
A2
Conv,25ITail,Unit

vOv
(nenabled,I + (nenabled,Q − nenabled,I)) (2.22)

= 8kTγ
A2
Conv,25ITail,Unit

vOv
(nenabled,I + nenabled,Q) (2.23)

= 8kTγ
AConv,25

vOv
AConv,25ITail,Unit (|I|+ |Q|) (2.24)

Using similar logic to the polar case,

ITail,Unit |I + jQ| 2AConv,25 =
1

NTurns

√
2
PTX
RAnt

(2.25)

Combining Eq. (2.25) with Eq. (2.24) the total DAC noise can be written in terms of
the TX signal power and phase:

ī2n,Total
∆f

= 4kTγ
AConv,25

vOv

1

NTurns

√
2
PTX
RAnt

(|cosφTX |+ |sinφTX |) (2.26)
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Noise from higher order harmonics will add further noise, but because the conversion
gain of a square wave drops of as 1

NHarmonic
, higher frequency noise contributes <1dB to the

total noise figure relative to the fundamental. However, noise which is downconverted from
2FTX will still have the same conversion gain as upconverted baseband noise. An impedance
resonating at 2FTX is used to degenerate the source of the tail, rejecting the 2FTX noise. A
simulation of NF with a noiseless TX/RX, taking into account all harmonics but 2FTX , is
shown in Fig. 2.15.

Figure 2.15: DAC foise figure versus TX power.

Segmentation of the current DAC has a strong influence on the thermal noise contour.
In fact, if one considers a binary-only segmentation of the DAC, the noise figure can be
decreased, though at the cost of a large amount of power. Both the increased power and
decreased noise figure are intrinsic to the design of the current DAC binary unit cells. Binary
unit cells have the same tail current as the thermometer cells, but differing fractions of this
tail current are brought to the differential RX input versus shunted to the center tap. This
partitions the current as well as the current noise, such that in an all-binary implementation,
the current variance for code (2, 2) is 4x the current variance for code (1, 1) This is contrasted
with thermometer cells, which are all identical and add in variance, where the current vari-
ance for code (2, 2) is 2x the current variance for code (1, 1). This effect is illustrated in
Fig. 2.16.

The theoretical noise figures due to fundamental only for all-binary and all-thermometer
segmentation are shown in Fig. 2.17. At high codes, the noise figure can be reduced by
nearly 2dB for an all-binary implementation. The step increases in noise figure for the
binary contour are due to the fact that for 2n − 1, many cells add in variance, but for 2n,
there is a single cell outputting a noisy current.
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Figure 2.16: Binary and thermometer output current and associated noise.
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Figure 2.17: Thermal noise contours vs. TX power contours.

Segmenting the entire array as binary does have a significant power penalty, in that each
of the B cells draw approximately half the required tail current from the supply, while a
thermometer-only array draws exactly the required current from the supply, leading to a
B/2 increase in power draw for the binary-only segmentation.
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2.4.5 Noise Summary

Putting each of these sources of noise figure degradation together, a more complete picture
of the effect of this duplexing network on the RX can be shown. Again, there are 4 sources of
noise figure degradation in this system: RX transformer loss, DAC thermal noise, TX phase
noise, and loss due to the series TX/RX connection. Rather than being fundamentally
limited, these degradation mechanisms are highly implementation dependent. For example,
the process option of ultra-thick metals can significantly reduce RX transformer loss, and
more advanced process nodes can lower the output impedance of a switching PA due to
the lowered Ron of the switching devices. The replica DAC power budget constrains both
the headroom available for the DAC (thereby placing an upper-bound on the tail device
vOv) and the minimum allowable RX turns ratio. Finally, improved co-location of the TX
and DAC, reducing the length of the independent TX and DAC buffer chains will reduce
the uncorrelated phase noise between the TX and DAC, significantly reducing noise figure
degradation in high TX power regimes.

Illustrating the heavy dependence on implementation choice, Fig. 2.18 presents three
scenarios, where the first is an implementation with moderate RX noise figure, TX phase
noise, and DAC overdrive, the second has improvements to nominal RX noise figure, and the
third is an aggressive design for minimizing practical noise figure, where uncorrelated phase
noise is improved, as well as TX output impedance, DAC overdrive, and RX winding loss.
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Figure 2.18: Noise figure with nonidealities added.
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2.5 TX Insertion Loss From RX

The series connection between TX and RX reduces transmitter efficiency because resistive
elements in the series balun dissipate power normally incident on the antenna. The cancella-
tion current source creates a virtual short at the RX input port, but due to finite transformer
Q, this short is not directly transferred to the antenna side. The winding resistances of both
the RX side and the antenna side loops set the real part of the antenna-side RX impedance
RRX . The antenna-side winding resistance appears directly in series with the TX, while the
RX-side resistance is transformed to the antenna side through inductive coupling.

Inductive coupling is a physical property of any two current-carrying loops. A magnetic
field is generated by current flowing through Loop 1, and the total field captured by Loop
2 is called the magnetic flux. When this magnetic flux changes (e.g. the current in Loop 1
changes), this change in magnetic flux induces an electromotive force (EMF) on the charges
in Loop 2, which serve to counteract the flux change. The amount of EMF generated,
normalized by the amplitude and frequency of the current through Loop 1 is called the
mutual inductance M12. Interestingly M12 = M21 = M , regardless of the shape, size, or
separation of the two loops. This definition of mutual inductance can be applied to the
same loop, where it is called self inductance L. A network consisting of two loops with self-
inductances L1 and L2 and a mutual inductance M can be described using the Z-Parameter
matrix Eq. (2.27. [

V1

V2

]
=

[
jωL1 jωM
jωM jωL2

] [
I1

I2

]
(2.27)

If mutual indutance is compared with the self-inductances, it is seen that |M | ≤
√
L1L2

always. Intuitively, this is clear because mutual inductance serves to cancel the change in
magnetic flux, so the best that the mutual inductance can do is cancel out the magnetic
flux exactly, where M =

√
L1L2. M can therefore be rewritten in terms of self-inductance

as k
√
L1L2 = kL1

√
n, where n is the turns ratio of the inductors and |k| ≤ 1 is known as

the coupling coefficient. The sign of k is determined by the direction of the windings of L1

and L2. |k| = 1 is the case of an ideal transformer, where the same amount of magnetic
flux captured by the first loop is captured by the second loop. With this formulation, the Z
parameter network can be reinterpreted as the circuit shown in Fig. 2.19.

Valid to first order, the transformer losses are represented as two series resistors, one at
each transformer port, which defines Q for each winding as Q = ωL

R
. The network for a

finite Q transformer network with one side shorted (representative of the RX balun network,
from the perspective of the TX signal) is shown in Fig. 2.20. The impedance seen on the
non-shorted port, ZRX is equal to:

ZRX =
RpRs − ω2LpLs (1− k2) + jω (RsLp +RpLs)

Rs + jωLs
(2.28)

A well-designed on-chip transformer may have a coupling factor |k| ≈ 0.9, simplifying
the real part of ZRX :
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Figure 2.19: Circuit with mutually coupled inductors.
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Figure 2.20: RX transformer with input port shorted.

Re (ZRX) ≈ Rp +
1

n2

Rs

1 +Q2
s

(2.29)

To quantify the TX efficiency loss due to the series ZRX , the TX transformer efficiency
GP is derived for an optimized network, then this is compared to GP for the same network
with the addition of ZRX . The model Fig. 2.21 and the optimization formulae from [49] are
used to optimize GP for a given assumed coupling coefficient and winding Q.

The design equations for this model are as follows:
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Figure 2.21: Simplified transformer model [49].

Cp =
1

2
Ceq

(
1±

√
1− 4

(ωRLCeq)
2

)
(2.30)

Ceq =
1

ω2Ls
(2.31)

Ls = n2Lp (2.32)

Lp =
1

ω

α

1 + α2

RL

n2
(2.33)

α =
1√

1
Q2

s
+ Qp

Qs
k2

(2.34)

Along the same lines as [49], the expression for Gp can be simplified as follows:

Gp =
PAnt

PAnt + PDissipated
(2.35)

=
Req

(Req +Rs +RRX) + n2Rp

∣∣∣Zs+ksLp

ksLp

∣∣∣2 (2.36)

with,

Zs = s (1− k)Lp +
1

n2
Rs + ZRX +

RAnt

1 + sRAntCp
(2.37)

Fig. 2.22 compares Gp with and without ZRX for 1:2 TX and RX baluns with primary
inductances of 550pH and 2nH, respectively. Both have quality factors of approximately 8 at
1.5GHz. As can be seen, there is a large frequency range over which the losses are less than
1dB. It should be noted that this Fig. 2.22 represents a somewhat pessimistic view of the
efficiency losses due to the series RX balun because this assumes that there are no off-chip
routing losses, which offset the relative difference in efficiency.
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Figure 2.22: TX transformer performance degradation with RX inclusion.

2.6 TX Efficiency Degradation Mechanisms

Because this work creates a novel interface between the TX and RX, any effecive reduction
in TX efficiency must also be considered. Here, two main sources of degradation to the
effective TX efficiency exist: RX winding loss and the power consumption of the canceller
power and digital predistortion (DPD).

In the previous section, TX insertion loss due to the RX balun nonidealities was detailed.
The second form of efficiency degradation is due to the increased system power consumption
due to the power draw of the canceller as well as that of the DPD and filtering schemes which
are used to improve cancellation of the TX signal at the RX input. A conservative estimate of
requirements for the digital filter is 8 taps for 200MS/s with 10 bit coefficients. According to
[50], the power consumption for this filter is 10mW in a 65nm process. Digital predistortion is
achieved through a lookup table, estimated to cost 15mW in power. There is additional power
consumed to run the adaptation algorithms to change these filters and lookup tables as the
network or other nonidealities change, but because the dynamics of the channel are far slower
than the datarate, the power consumption of these digital algorithms can be amoritzed over a
very large operation time, making their average power consumption negligible. Additionally,
the power consumption of the DAC is a dominant source of power consumption. As stated
before, the current required from the DAC supply is proportional to

√
PTX , though power

at backoff for modulated data depends also on the type of backoff available for the DAC. In
Fig. 3.17a, degradation of the TX efficiency due to these mechanisms, for a modulated data
signal with 6dB PAPR, is plotted with class-A and class-B DAC backoff.

Combining the effects of TX efficiency degradation and RX noise figure degradation, a
fair comparison can be made with the hybrid technique. RX noise figure degradation can
be cleanly converted to RX insertion loss, and TX efficiency degradation to effective TX
insertion loss. In practical hybrids, TX and RX insertion losses are typically both 4dB.
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TX loss parameters.

TX Average Backoff (dB) 6
TX Average PAE 25%

Digital Filter Power (mW) 10
Canceller DPD Power (mW) 15
IL From RX Winding (dB) -0.35
DAC Supply Voltage (V) 1

RX NF Parameters.

RX NF (dB) 2.5
RX XFMR IL (dB) 1
RX XFMR NTurns 2

RTX (ω) 7
DAC Vov (mV) 800

Uncorrelated Phase Noise (dBc/Hz) -190
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(b) Total degradation comparison with hybrid.

In Fig. 3.17b, the combined effective TX and RX insertion losses for the aggressive design
point specified in Fig. 2.18 are combined and compared with an 8dB combined loss from the
hybrid. As shown, from approximately +5dBm to above +20dBm, the replica DAC gives
better performance than the hybrid. Additionally, the tunability of the replica canceller over
a wide range of antenna VSWR makes this a more attractive solution than the hybrid even
for power levels where the effective combined insertion loss is close to or exceeds that of the
hybrid.

2.7 DAC Linearity

While it may first appear that the cancellation DAC must be highly linear in order to provide
large TX cancellation, it is actually found that as long as the DAC has a sufficient number
of bits, its required effective number of bits (ENOB) is far lower.

Three metrics for nonlinearity within an RF DAC are quadrature angle mismatch, and
I/Q summation angle and magnitude mismatch. Quadrature angle mismatch is simply the
angle between codes (1, 0) and (0, 1) compared with 90◦, shown in Fig. 2.23a. I/Q magnitude
and angle mismatch, shown in Fig. 2.23b, affect how well I and Q add together. Because of
the I/Q cell-sharing technique implemented in the cancellation DAC, where a single active
unit cell can output a 9QAM signal shown in Fig. 2.14, duty cycle distortion between the
25% and 50% signals in a unit cell can lead to (1, 1) not equaling (1, 0) + (0, 1). It is worth
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Figure 2.23: Definitions of DAC static mismatch.

noting that both of these nonlinearities are present only at the unit-cell level in the first
version of the system because of the minimal swing across the output node of the DAC
during cancellation.

To understand the effect that these nonlinear mechanisms have on the overall constella-
tion, first consider quadrature angle mismatch. This is due to nonidealities within generation
of I and Q phases of the LO. In this cancellation system, there is no amplitude mismatch be-
tween I and Q due to the symmetric way in which the 25% clock phases are generated. I/Q
summation mismatch has both amplitude and phase components, and measures the error
between (C, 0) + (0, C) and (C,C). I/Q summation mismatch is an important nonlinearity
to characterize because it creates “holes” in the DAC constellation, shown in Fig. 2.24b.
In other words, it unevenly distributes the spacing between DAC constellation points in a
discontinuous way, compared with a “softer” nonlinearity like compression.

Spacing discontinuities arise from the fact that individual cells add very linearly, but unit
cells possess I/Q summation nonlinearity. Consider the simple case of a 2-bit binary DAC
with I/Q summation magnitude nonlinearity, shown in Fig. 2.24a. Note that the red dots
are points which are unaffected by this unit cell nonlinearity. The points along the edge
are intuitive because they are from unit cells with either only I enabled or only Q enabled,
so I/Q summation nonlinearity is not a factor. The two in the middle of the constellation
come from the fact that the I and Q components of the code have non-overlapping binary
representations (AND (CI , CQ) = 0). Therefore, the linear summation of unit cells prevents
these points from being affected by summation nonlinearity as well. Because some cells are
affected by this nonlinearity, whereas others are not, and because ones which are affected are
directly next to ones which are not affected, holes in the constellation develop. Additionally,
as the number of binary bits increases, the size of the gaps remains constant, while the ideal
LSB spacing decreases, leading to a limit in rejection in those regions.

Thermometer arrays do not have this same issue and distort the constellation in a some-
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(a) 2 bit binary DAC.
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(b) 5 bit binary DAC.

Figure 2.24: 2 and 5 bit binary constellations with 10% I/Q summation magnitude nonlin-
earity.

what continuous way. Consider the same 2 bit DAC, but with thermometer-only segmenta-
tion in Fig. 2.25a. Here, the only points which are unaffected by I/Q summation nonlinearity
are those at the edges, due to the fact that unit cells with both I and Q enabled are up
to min (CI , CQ), irrespective of binary representation. Therefore, it can be thought of as a
continuum of nonlinearity expression, leading to no holes. The constellations with 5 bits in
Figs. 2.24b and 2.25b showcase this difference.
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(a) 2 bit thermometer DAC.
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(b) 5 bit thermometer DAC.

Figure 2.25: 2 and 5 bit thermometer constellations with 10% I/Q summation magnitude
nonlinearity.

To quantify the effect that these constellation impairments have on the cancellation
system when nonlinear predistortion is used, a series of simulations of rejection versus DAC
bits and DAC nonlinearities were carried out, shown in Fig. 2.26. Here, DAC constellations
were generated using the impairments from Fig. 2.23. Then, for each baseband equivalent TX
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Figure 2.26: Rejection vs. DAC bits for I/Q summation nonlinearity.

leakage symbol in a sequence, the closest DAC constellation point was found and subtracted
from the TX sequence. The residual was then compared with the full power of the TX
leakage signal to determine rejection. Given this nonlinear predistortion, large distortions in
the DAC constellation still produced high TX signal rejection.

An additional tradeoff exists between binary and thermometer segmentation, where DNL
is worse and constellation holes are larger. As an example, Fig. 2.27 shows the results of a
simulation where the number of bits was held constant, but the segmentation of binary vs.
thermometer was modified while sweeping the magnitude of I/Q summation error. As the
number of binary bits increases, the rejection falls for a fixed summation nonlinearity.

Comparing this error sequence to the error sequence using linear FIR adaptation, where
the DAC signal is convolved an adapted set of filter taps, it is seen that the power of the
error with predistortion is significantly below that of using a linear FIR. It can be seen that a
30% IQ magnitude mismatch and 30◦ I/Q and quadrature angle mismatch can be tolerated
while still achieving >53dB TX cancelation (taking into account the fact that these errors
could add together). The higher constellation density afforded by increased physical bits
lowers the sensitivity of system cancellation to DAC impairments.

Accordingly, there is a tradeoff between cancellation and replica DAC power consump-
tion. There are two main ways of achieving higher cancellation, assuming the unit cells
are not perfectly linear: reduce the cancellation sensitivity to impairment for a fixed unit
cell linearity, or increase the unit cell linearity. Increasing the number of physical bits also
incurs penalties once the DAC driver power consumption is routing dominated, a reasonable
assumption for >8 bit arrays. Due to other analog impairments such as supply variation
and unit cell mismatch, it is reasonable to target a higher number of bits with lowered unit
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Figure 2.27: Rejection vs. DAC segmentation for I/Q summation nonlinearity.

cell requirements for this system.

2.7.1 IQ Nonlinearity - Linear Adaptation

Confirming the relaxation of requirements that nonlinear predistortion offers, this section
is dedicated to estimating the rejection vs. I/Q nonlinearity if only linear filtering is used.
A general form of the equivalent complex baseband output for the DAC is ONonlinear =
I + jQ + AP (I,Q), where A is a complex-valued factor representing the I/Q summation
nonlinearity and P (I,Q) is a function used to count the portion of cells where I = Q.
Because of how the TX and DAC are constructed, it is accurate to represent the summation
nonlinearity with this constant. This function may depend on the total number of bits,
segmentation, or other factors. For example, in the case of thermometer-only segmentation:

P (I,Q) = min (I,Q) (2.38)

and for binary-only segmentation:

P (I,Q) = AND (I,Q) (2.39)

where AND is defined in a bitwise manner.
Assuming no channel impairments and a fully linear TX, DAC I/Q summation nonlinear-

ity leads to a residual signal of R = ONonlinear − (I + jQ) = AP (I,Q) without adaptation.
Therefore, the mean error power is:
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E
(
|R|2

)
= |A|2 E

(
|P (I,Q)|2

)
(2.40)

If instead, a single tap filter is used, the residual is now Radapt = CONonlinear − (I + jQ).
While this assumes no quantization of CONonlinear, this accurately models a case where the
number of bits are sufficient to make I/Q summation nonlinearity the dominant rejection-
limiting mechanism. It can be shown that the minimum residual using this linear adaptation
is equal to:

E
(
R2
min

)
= E

(
R2
nom

)(
1− |E (P (I,Q)D)|2

E
(
|D|2

)
E
(
P (I,Q)2)

)
(2.41)

Here, D = I+jQ. Additionally it can be shown that, regardless of DAC segmentation, the
difference between Eq. (2.40) and Eq. (2.41) is approximately 6dB. Displayed in Fig. 2.26 as
the dotted lines, a very strict bound on I/Q summation nonlinearity for good cancellation is
present in the case of linear adaptation, requiring very careful design of the DAC if nonlinear
predistortion is not allowed.

2.8 I/Q Nonlinearity Due to Buffer Chain

>2x 25%
waveform

25% Waveform

50% Waveform

25% Waveform

50% Waveform

Switch point

Figure 2.28: Buffer I/Q summation nonlinearity due to nonzero settling time.

One source of I/Q summation nonlinearity for the DAC and TX is the limited bandwidth
of the LO buffer chain. Consider the use of a Cartesian, I/Q cell-sharing topology. This
topology is sensitive to LO duty-cycle mismatch, where the energy and phase of a 25%
LO, representing codes where I = 0 or Q = 0, differs from a 50% LO, representing codes
where I = Q. Assuming the DAC added no duty-cycle distortion of its own, the limited
bandwidth of the LO buffers leading to the DAC fundamentally causes mismatch. Consider
an ideal buffer with switch point VDD/2 and time constant τ . A 50% waveform has nearly
half the LO period to settle to VDD before the falling edge comes, while a 25% LO only has a
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quarter period between rising and falling edges, leading to different settling behavior, shown
in Fig. 2.28.

This issue is exacerbated by the number of buffers throughout the chain. Simulating a
variable-length buffer chain where all buffers have the same τ , representing a constant fanout
across stages, it is shown in Fig. 2.29 that achieving 50dB of cancellation using a linear FIR
approach requires 6GHz of bandwidth for a chain of 4 buffers with an LO frequency of 2GHz.
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Figure 2.29: Rejection vs. buffer BW over buffer sizes (no predistortion).

As shown in the previous section, digital predistortion’s significantly relaxed I/Q linearity
requirements are 25% magnitude and 30◦ angle static mismatch. Shown in Fig. 2.30, 3GHz
of bandwidth is required for 4 buffers at an LO frequency of 2GHz. In the case of linear
adaptation without predistortion, a 3dB corner of 6GHz is required for 50dB cancellation.
In 65nm technology, a fanout of 4 buffer chain has 15ps of 10-90% risetime, equating to
a bandwidth of approximately 30GHz. Therefore, I/Q summation nonlinearity due to the
buffer chain is not an issue.
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Figure 2.30: IQ nonlinearity vs. buffer BW over buffer sizes (digital predistortion).

2.9 Residual Sampling Methods
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Figure 2.31: Sampling modes and their effect on the DAC filter.

The TX and DAC are both sampled systems, meaning that even if there were infinite
bits of precision on the DAC and zero I/Q nonlinearity, the residual would not be zero over
all time. Additionally, the RX is a sampled system as well, so considerations about the
way in which the receiver samples the residual should be made to determine if there exists
a best policy. In general, there are two policies for TX/DAC vs. RX sampling: RX clock
synchronous with TX/DAC, and RX clock asynchronous with TX/DAC. Filtering methods
are associated with these sampling types in order to minimize the error under some metric.
At a high level, synchronous sampling allows the error to ideally be set to zero at every
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sampling instance of the RX, but the imposes strict requirements on the anti-aliasing filter
used in the RX baseband. Filtering with asynchronous sampling is best thought of in the
frequency domain, where the interference in the TX band may be nulled completely, rather
than ensuring zero sampled residual. Illustrating the difference between these sampling
modes is Fig. 2.31

2.9.1 Synchronous Sampling

If the RX ADC is synchronized with the clock of the TX and DAC, then a very intuitive
answer can be found for how to minimize the sampled error. If the DAC outputs the same
current as the TX at the RX sampling instance, then the residual will be zero, shown in
Fig. 2.31. The case of an anti-aliasing filter on the baseband chain is considered, along with
a derivation of requirements for DAC digital filter stability.

In discrete time, with Htot = HchanHbb, this relation holds:

Htot,p (z)− F (z)Hbb,p (z) = 0 (2.42)

F (z) =
Htot,p (z)

Hbb,p (z)
(2.43)

=
Htot,u (z)

Hbb,u (z)
(2.44)

Here, H·,u and H·,p are unit step and pulse responses, respectively. The last line follows
from the line above because a pulse repsonse is identical to a delayed unit step response
subtracted from a normal unit step response, and this factor is applied to both numerator
and denominator.

A filter F (z) can always be found to satisfy these conditions, but it may be the case
that this filter is not stable. Htot,u (z) is stable on its own because it is a sampled version
of Htot,u (s), which is stable, so has poles with Re (s0) < 0, which corresponds to |z0| < 1.
Therefore, it is the zeros of Hbb,u (z) which will determine the stability of F (z). This is
convenient because this shows that the synchronous sampling filter stability is independent
from the channel transfer function. Here, different anti-aliasing filter transfer functions,
Butterworth and Chebyshev Type 1 of varying filter orders, are shown and evaluated based
on their stability.

Because F (z) is a discrete-time filter which must mimic the time-domain response of the
channel, the unit step responses ofHtot andHbb must be transformed to the Z-domain through
impulse invariance. This is a technique for deriving discrete-time filters from continuous-time
by sampling the response. In the frequency domain, partial fraction expansion is performed
and the individual responses are transformed accordingly. A single pole at s = s0 becomes a
pole at z = es0 . Because the pole locations are moved in this partial fraction expansion, the
zeros of the Z-domain transfer function are not related to the S-domain in a straightforward
manner and must be attacked on a case-by-case basis.
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For proper anti-aliasing and blocker rejection for the received signal, it is assumed that
the baseband filter should have >40dB of rejection at a channel spacing away . For the
cases of Butterworth and Chebyshev Type I filters, this presents a problem, as the discrete-
time versions of these filters possess zeros which are outside of the unit circle for any filter
order higher than second, as shown in Fig. 2.32. This means that F (z) will be unstable
due to having poles outside of the unit circle. As the sampling frequency is increased for a
given bandwidth, the zeros stay inside the unit circle or outside, without ever crossing the
boundary, meaning stability of F (z) is not a function of the filter oversampling ratio. For
all oversampling ratios, any filter order higher than second will produce an unstable F (z).
A second-order filter is inadequate for 40dB of rejection, so it is not practical to attempt to
zero the residual synchronously with the sampling clock. Therefore, asynchronous filtering
options should be explored.
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Figure 2.32: Maximum zero magnitude for baseband Butterworth and Chebyshev Type I
filters.

2.9.2 Asynchronous Sampling

While synchronous sampling may seem to provide the best bound on residual, where the
each sample is no greater in magnitude than the DAC LSB, asynchronous sampling can also
provide similar levels of rejection in the TX spectrum. Two methods are shown here, the
first is a causal system, while the second is a non-causal filter taking advantage of knowing
the TX data beforehand.

Asynchronous Sampling - Limited Taps, Causal

First, the case of limited filter taps with the requirement of causality. The error will also be
minimized across the full spectrum. A few definitions need to be put in place first to start
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analysis. Define the TX current signal at the RX input as OTX , the DAC current signal as
ODAC and the mean squared error as Perr.

OTX (t) =
∞∑

m=−∞

d[m]hp (t−mT ) (2.45)

ODAC (t) =
∞∑

q=−∞

L−1∑
k=0

ckd[q − k]p (t− qT ) (2.46)

Perr = E

(
1

T

∫ T

0

(OTX (t)−ODAC (t))2 dt

)
(2.47)

Here, hp (t) is the pulse response of the TX leakage channel, p (t) is the pulse response
of the DAC signal (a pulse of width T , the symbol period, d is the TX data, and ck are
the DAC FIR taps. The expectation of Perr,TX = O2

TX is fixed, but the expectations of
Perr,DAC = O2

DAC and Perr,TX,DAC = ODACOTX can be minimized by the correct choice of ck.
These expectations, Perr,DAC and Perr,TX,DAC , can be simplified into discrete time versions:

Perr,DAC =
L−1∑
k=0

L−1∑
l=0

ckclR[k − l] (2.48)

Perr,TX,DAC =
L−1∑
k=0

∞∑
m=0

ckR[m− k]Am (2.49)

where R[n] is the autocorrelation function of the TX data and where:

Am =
1

T

∫ (m+1)T

mT

hp (t) dt (2.50)

which is the TX pulse response integrated over a symbol period.
Setting the partial derivatives of these quantities to zero creates this system of equations:

L−1∑
k=0

ck,optR[l − k] =
∞∑
m=0

AmR[l −m] (2.51)

Since there are L taps, Eq. (2.51) represents a system of L equations which have ck,opt
as their solutions. Compared with an LMS adaptation loop simulation, where an arbitrary
leakage channel is used, the converged values match those calculated to a high degree of
precision, as shown in Fig. 2.33.
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Figure 2.33: Comparison of adaptation and calculation of DAC taps.

Asynchronous Sampling - Unlimited Taps, Causal

By observing Eq. (2.51), it is apparent that if L → ∞, then the two sides of the equation
would be the same, meaning:

ck = Ak (2.52)

which is shown to converge in Fig. 2.34.

Figure 2.34: Convergence to An as NTaps increases.
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Unlike in the limited tap case, the unlimited tap case does not require knowledge of the
autocorrelation function of the TX data, meaning that the TX data could be any bandwidth
from 0 to 1

T
and the residual would be minimized with this set of taps.

Furthermore, if all constraints are removed from the DAC data, where it can be non-
causal and completely independent from the TX data, it is found that the exact same relation
holds, that for minimization of the TX residual:

dDAC (n) =
∞∑
m=0

dTX [n−m]Am (2.53)

It is important to note that while there was no enforcement of causality applied to this
derivation, the answer is still causal. This is due to the fact that the leakage channel itself
is causal.

Asynchronous Sampling - Unlimited Taps, Non-Causal

FTX FTX+FSFTX-FS

Equivalent TX
Leakage

FTX
FTX+FSFTX-FS

0

TX

RX

(a) TX leakage spectrum.

FTX

Equivalent DAC
Signal

0

DAC

RX

(b) DAC spectrum to match TX in-band.

Figure 2.35: TX and DAC spectrum after sampling.

Unlike the previous derivations outlined, in this case it is easiest to see the result in the
frequency domain. Consider the process of going from TX data to TX leakage at the RX
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input. Oversampled TX data is sent to the PA, which is effectively a zero-order hold and
a modulation by FTX . Then, the channel response, HLeak (jω), is applied to this signal.
In the frequency domain, this translates to copies of the TX spectrum at multiples of FS,
multiplied by a sinc, then multiplied by the leakage transfer function. These copies spaced
FS apart are then aliased down to DC during sampling by the RX. This baseband signal,
YTX (jω) is proportional to the TX data spectrum DTX (jω), and can be written as:

YTX (jω) ∝ DTX (jω)
k=∞∑
k=−∞

sinc

(
ω

FS
+ 2πk

)
HLeak (jω + jωTX + 2πkFS) (2.54)

+ sinc

(
ω

FS
+ 2πk

)
HLeak (jω − jωTX + 2πkFS) (2.55)

The DAC is the same, except that there is no leakage transfer function due to the high
bandwidth of the cancellation node. Therefore, if the DAC data is simply created from a
bandlimited version of the TX and leakage transfer function spectrum, then within that
bandwidth, the DAC will perfectly cancel the TX, shown in Fig. 2.35. In this figure, sinc
filtering on the TX/DAC, as well as aliasing of the high frequency components of the DAC
signal, are ignored because these do not affect the validity of this intuition. Assuming a TX
signal of length L, the DAC samples are an inverse DFT of the TX spectrum.

2.9.3 Asynchronous Sampling Rejection

In the case of asynchronous sampling, there are two different ways the error can be quantified.
The first is across the full bandwidth, the second is across only the TX bandwidth. The first
gives a sense of how low the overall power is, useful for determining whether the RX may be
compressed before sampling, while the second gives information about the interference the
TX creates.

Both are very dependent on the type of channel which is present, as well as the oversam-
pling ratio on the data. Quantization errors will not be introduced, and instead a study will
be done of the effects of the channel and oversampling ratio.

The simplest case for in-band residual is the non-causal filter technique, where the zero-
order held output of the DAC exactly matches the in-band TX leakage, assuming infinite
DAC resolution. Here, quantization noise is the only limiting factor for the residual, so for
the purposes of this section, its rejection is infinite.

In the casual case, as derived in Eq. (2.52), the ideal filter to minimize the total mean-
squared error is composed of windowed integrations of the leakage channel’s pulse response.
In this section, a thorough analysis of this filter will be performed with regard to its error
signal characteristics.

The transfer function from TX data to TX leakage can be described in three steps.
First, the TX data is oversampled via some process. Next, the data is zero-order held to
the oversampled symbol period. Finally, the leakage channel is applied to the zero-order
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held signal. Defining D (jω) as a delta-train version of the TX oversampled data spectrum,
D (jΩ), the TX output can be expressed as:

YTX = H (jω)D (jω) sinc

(
ωT

2

)
e−j

ωT
2 (2.56)

To generate the DAC data, the oversampled TX data is filtered with Eq. (2.50), then
zero-order held. Creating Am can be split into two steps: sampling an integrated pulse
repsonse of the leakage channel and subtracting neighboring samples to create a windowed
integration. In the frequency domain, the first step can be expressed as:

H1 (jΩ) = H

(
j

Ω

T

)
e−j

Ω
2 sinc

(
Ω

2

)
1

j Ω
T

(2.57)

where |H (jω)| is assumed to be negligible past 1
T

, a reasonable assumption when the over-
sampling ratio on the TX data is high. The second step creates a filter expressed as:

H2 (jΩ) = H1 (jΩ) ej
Ω
2 2j sin

(
Ω

2

)
(2.58)

= H

(
j

Ω

T

)(
sinc

(
Ω

2

))2

(2.59)

When zero-order held and referred to the output of the DAC:

YDAC (jω) = H (jω)D (jω)

(
sinc

(
ωT

2

))2

sinc

(
ωT

2

)
(2.60)

Finally, subtracting the two and normalizing by YTX , approximating sinc (x) ≈ 1− x2

6
:

YTX − YDAC
YTX

∝ H (jω)D (jω)

(
ωT

2

)2

(2.61)

which is valid for ωT � 1, true over the TX bandwidth for large oversampling ratios. The
normalized residual is proportional to T 2, meaning that the average residual power within
the TX bandwidth decreases at 12dB/octave of oversampling. Fig. 2.36 shows that across
oversampling ratios, the TX band residual lowers at 12dB/octave.

As for the residual across all frequencies, another simplifying approximation of the resid-
ual can be made. In the time domain, the TX leakage is roughly a function with no dis-
continuities, while the DAC output is a zero-order held signal. The DAC waveform can be
said to approximate the TX leakage with steps. The residual between these two functions
can be approximated by a series of right triangles. The area of each residual triangle is
inversely proportional to the square of the oversampling ratio (as the samples get closer, the
DAC follows the TX waveform more and more closely). Therefore, the total residual power
lowers by 6dB/octave, as shown in Fig. 2.37. Note that because both causal and non-causal
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Figure 2.36: Narrowband channel residual.

methods seek to match the TX leakage to a high degree, there is no difference between the
two for their total residual output power.

Figure 2.37: Narrowband channel residual.
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2.10 Digital Backend Cancellation

While analog cancellation of 50dB is enough to prevent RX compression for signals>+20dBm,
it alone cannot be used for replacing filters in FDD. This is primarily due to the quantization
noise added by the TX and cancellation DAC. Assuming a DAC with negligible DNL, quan-
tization noise power density in dBm/Hz is defined as PTX − 10 log (Fsample)− 6 (NBits + 1).
Assuming a noise floor of −164dBm/Hz (10dB NF), and given 1GSps for TX and DAC,
the total system precision is required to be 15 bits in order to increase the noise floor by
0.5dB. This system bit count can be segmented into partially analog cancellation and par-
tially digital cancellation. The digital baseband sampled by the receiver ADC may be further
processed using an adapted model of the TX/DAC, as well as an estimate of the leakage
channel. The digital estimate of the leakage is then subtracted from the digitized baseband
data to further improve the RX SINR in the presence of simultaneous transmission. This
full process is illustrated in Fig. 2.38.

PA

DAC
LUT DAC

RX

Digital
Model

TX Data
DAC Cancellation

Data

RX and Residual
Samples

RX Samples

Figure 2.38: Digital backend cancellation.

The models used and their digital cancellation performance are detailed in Section 3.6.
The models in that section remain unchanged through antenna VSWR, chip temperature,
process variation, and other nonidealities, but their coefficients are subject to change from
these factors. The change in adapted coefficients due to time variation is slow enough that it
is feasible to conclude that an online calibration sequence could be developed to track these
variations in real-time, but in this work, all adaptation and processing is performed offline.
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Chapter 3

A CMOS Transceiver with Integrated
FDD Support Up to +12.6dBm TX
Leakage

3.1 Chip Implementation

While some recent works [51] include the full transceiver on chip, the vast majority of other
cancellation works [41, 40, 20, 42] use some external elements in their measurements. These
elements come in the form of either external antenna interfaces with isolation, external PAs,
or both. For TX/RX isolation testing, it is essential to integrate as much of the system on
chip as possible in order to exercise all leakage paths created by close proximity. Beyond
antenna reflections, there exist substrate leakage paths, power supply noise, stray TX/RX
transformer coupling, as well as other interference paths which are not captured in a design
with external elements. Furthermore, signal generators or off-the-shelf PAs do not possess
the nonidealities of transmitters made on chip, due to their lack of constraints in power,
size, or technology. Secondly, regarding power, using a signal generator or off-chip PA as the
TX makes it impossible to truly quantify the effective TX efficiency loss due to losses in the
network or power consumption of the cancellation network. Finally, limited linearity of on-
chip transmitters pose additional cancellation difficulties when compared with a single-tone
output from a spectrum analyzer, or a high PSAT PA.

With these considerations in mind, a test chip was created with the goal of integrating
as much of the system as possible, while still maintaining flexibility for testing. Integrated
on chip were the PA, RX (LNA, mixer, and baseband amplification), cancellation DAC,
TX/RX matching networks, deserializers and retiming for 10Gb/s TX/DAC links, 25% LO
generation and distribution, I/Q cell-sharing unit cell signal generation, as well as bias
current DACs. There are three RF interface pins on the chip: the TX antenna port, RX
antenna port, and the middle node between the two series matching network baluns. This
middle pin provides the ability to isolate the TX and RX networks from one another in order
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Figure 3.1: Die photo of first chip.

to test them separately. In normal cancellation operation, the middle node is opened on the
PCB and the RX antenna port is grounded, while the TX antenna port is connected to the
antenna load.
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Figure 3.2: Chip top level.

3.1.1 Transmitter

As explained in Chapter 2, a low, code-independent PA output impedance lowers insertion
loss/noise in the series configuration and prevents mixing of the RX signal with the TX when
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outputting modulated data. A power amplifier with these characteristics, along with high
signal linearity, is the switched-capacitor power amplifier (SCPA), first proposed by [52]. A
variation of this architecture, a Cartesian SCPA with I/Q cell-sharing, was implemented on
chip.

The basic operation of this power amplifier is depicted in Fig. 3.3. This is a voltage-
mode RF DAC with unit cells consisting of an inverter and series capacitor. Enabled unit
cells are driven with a square wave, while disabled unit cells are driven with a static 0 or
VDD signal. If the output impedance of the inverters are first assumed to be zero, then this
network looks like a capacitive divider where the denominator is a constant because all cells
are driven either to DC or to a square wave. The output resistance of the inverters acts like
a series resistance, which scales in the same way as the capacitors. Driven by a square wave
with fundamental voltage amplitude VDD, the output voltage is written:

VOut = VDD
YOn
YTotal

(3.1)

= VDD
n

N
(3.2)

where n is the number of unit cells connected to the square wave input and N is the total
number of unit cells. This first-order expression is both linear and wideband, even though
the unit cell output impedance varies with frequency. Furthermore, the output impedance
is independent of n and is equal to Y −1

Total. The capacitive imaginary part of the output
impedance is cancelled by connecting this PA to a series inductance, provided by the balun
matching network, shown in Fig. 3.3.
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Figure 3.3: Operation of switched-capacitor power amplifier [45].

Sizing and matching network optimization for this architecture can be found in [48]. The
Cartesian SCPA was implemented using an I/Q cell-sharing technique, where each enabled
unit cell can output a 9QAM signal using pulse width modulation, where the I = 0 and Q = 0
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waveforms are 25% duty cycle and the |I| = |Q| waveforms are 50%, shown in Fig. 2.14. For
the same peak output power, this method uses the same area as a polar PA and

√
2 less area

than a conventional Cartesian PA having separate I and Q unit cells. Consider the peak
power case of the I/Q cell-sharing architecture, where all unit cells are enabled and output
with 50% duty cycle. This is indistinguishable from the polar PA at maximum power with
the same area, since both output 50% duty cycle waveforms in this scenario. For I = 0 or
Q = 0 cases, the maximum output power is half that of the polar case. The achieveable
constellation region is a diamond inscribing the polar archiecture’s circle, illustrated in black
in Fig. 3.4.

If I/Q cell-sharing is not used, and instead I and Q sub-PAs are created and summed
in parallel, then this configuration causes the sub-PAs to load one another, reducing their
individual maximum output voltage to VDD/2 and individual maximum power to PTX/4.
I = 0 and Q = 0 signals add in power due to the orthogonality of I and Q, so when
both sub-PAs output their maxmum code, the total output power is equal to half of the
polar’s maximum. Therefore, the output power of the parallel Cartesian SCPA is strictly
less than the maxmum in the polar case, plotted in green in Fig. 3.4. Furthermore, the
parallel configuration requires twice the area of the polar or I/Q cell-sharing case for the
same number of bits. In the case where a significant portion of the PA area is due to data
routing, the area of the PA is roughly proportional to the number of cells. If separate I and
Q sub-PAs are required, then cells in total are needed, which doubles the area of the parallel
PA.

Polar

Cell-Sharing

Parallel

I

Q

Figure 3.4: Available constellation regions for PA architectures.

Explained in detail in [48], the theoretical efficiency of the I/Q cell-sharing SCPA is
compared with that of the polar implementation in Fig. 3.5. When simulated using a repre-
sentative OFDM transmit signal with 6dB PAPR, the average efficiency lags the polar case
by single-digit percentage points.
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Figure 3.5: Theoretical drain efficiency of polar versus Cartesian SCPA [48].

The PA core was integrated along with the matching network balun, LO distribution,
data deserializers, and retiming circuitry, shown in the top level schematic of Fig. 3.6.
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Figure 3.6: TX top level.

3.1.2 TX Efficiency Degradation

Introduced in Section 2.6, the series stack of antenna, TX, and RX creates TX insertion
loss due to losses in the RX balun winding. In simulation, taking into account all on-chip
passives in the TX/RX interface for the chip, the power gain of the TX has been plotted
with and without the RX and cancellation DAC in Fig. 3.16. Both TX and RX baluns have
a 1:2 turns ratio and a quality factor of 8 at 1.5GHz. Across the full operating frequency
range, the power loss due to the RX winding is approximately 0.35dB.
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Figure 3.7: Simulated TX insertion loss due to RX transformer.

3.1.3 Receiver

The chief motivation driving the design of the on-chip receiver was flexibility of the system
testing setup. The nominal gain, approximately 15dB, was chosen to elevate the thermal
noise floor well above that of the measurement instruments, most notably the spectrum an-
alyzer, such that reliable measurements of RX noise figure and canceller noise figure degra-
dation could be made. The gain was also desired to be tunable over a wide range such
that moderate leakage signals could be amplified linearly with and without cancellation.
In normal operation, the baseband bandwidth should be made on the order of the channel
bandwidth so as to filter blockers as well as the frequency offset TX leakage. In order to view
the uncancelled TX signal accurately, it is useful to have a higher bandwidth mode up to the
highest testing duplex spacing. Furthermore, it was desired to not perform downconversion
at all, and instead view the RX signal directly at RF in an extreme bandwidth mode. This
could be used, for example, to measure the effect of reciprocal mixing on the leakage signal,
via comparison of the TX leakage noise skirts between the RF and baseband outputs. A
moderate noise figure of 4.5dB was targetted in order to be dominated by canceller noise for
high TX power.

The architecture of the receiver consisted of a complementary CG-CS LNTA, passive
mixers, a baseband TIA, and 50Ω pad drivers. The LNTA had a fixed Gm, while the
impedance value and bandwidth of the TIA was configurable using resistor and capacitor
DACs. Detail for the creation and optimization of this receiver design is provided in [48].
The top level of the receiver is shown in Fig. 3.8.
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3.2 DAC Design
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Figure 3.9: Top level of DAC.

In this section, the design of the cancellation DAC is motivated and explained. From
the high level calculations in Section 2, to achieve >50dB TX cancellation in the presence of
even significant nonlinearities in the DAC, 10 bits in total are desired. With a half-binary,
half-thermometer segmentation, 36 total cells are used in this configuration, creating a 6x6
square. To reduce DNL in the presence of linear gradients, a 2 dimensional common centroid
configuration is used. To minimize INL in the presence of dishing gradients [53], the ordering
of thermometer cells were placed in a spiral pattern shown in Fig. 3.12b.

The DAC consists of a tail device connected to a set of 4 hard-switched transistors which
perform the I/Q cell sharing modulation. The main source of DAC mismatch is the tail
device. A 1% offset in tail current corresponds directly to a 1% change in output current.
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Figure 3.10: Mismatch propagation for switches and tail device.

The switches, on the other hand, do not require nearly as much matching due to the fast
risetime of the square wave signal. Consider a mismatched DAC unit cell driven by a square
wave of frequency F and edge transition time Te, shown in Fig. 3.10. To equate mismatches
for the tail device and the switch devices, the offset voltage Vos for some fractional mismatch
in current can be found as: (

∆I

I

)
Tail

= 2
Vos
vOv

(3.3)

while for an input-referred voltage offset Vos in a hard-switched differential pair with an LO
slope defined in Fig. 3.10a, the current output mismatch is:(

∆I

I

)
Switch

= 2π
Vos
VDD

TeF (3.4)

Substituting Eq. (3.3) into Eq. (3.4) and rearranging gives:(
∆I

I

)
Switch

= π
vOv
VDD

TeF

(
∆I

I

)
Tail

(3.5)

which, for a 2GHz 1.2V LO with a fanout of 4 inverter chain and a vOv of 200mV, the same
Vos which produces 1% current mismatch in the tail produces only 0.015% current mismatch
in the switches. Therefore, the effect of switch mismatch can be ignored completely.

To reduce noise from the switching transistors, the tail drain impedance must remain
high at the TX LO frequency, necessitating a low routing capacitance from the tail devices
to the switching quad. This requires that the DAC be constructed as an array of full unit
cells, rather than a tail device array and a switching array. Such a design is seen in [53, 54,
55], while separate current and switching blocks are seen in [56, 57].
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Figure 3.11: DAC output current waveforms with and without reset.

Because the replica current source is an RF DAC, I/Q nonlinearity is an important
consideration, as shown in Section 2. In the DAC, this can appear due to various sources.
Tail device drain swing is one significant source of nonlinearity, where a 25% signal creates a
dip in the drain voltage due to timing mismatches between the LOMID turning on and the
LOP turning off, while there is no corresponding dip for a 50% waveform which as only one
transition, shown in Fig. 3.11a. The difference in voltage at the beginning of the transition
leads to either a surge or reduction in current at the start, impairing I/Q nonlinearity. To
combat this, the duty-cycle of the input DATA & LO waveforms is reduced, and an extra
Reset switch is introduced to the switching array. This Reset switch activates at the end of
each 25% phase, forcing the same drain voltage swing regardless of the complex code sent
to the unit cell, illustrated in Fig. 3.11b.

Another form of nonlinearity, deterministic DNL, requires attention to the binary unit
cells to mitigate. If binary cells are naively constructed from the thermometer cells by
reducing the size of the output switches, capacitive load mismatch for the unit cell drivers
can severely impact DNL, due to differences in driver bandwidth. By making the binary
switches the same total size as the thermometer cells, but shunting fractions of the total
output current to the center tap, as shown in Fig. 3.12a, all unit cell drivers and switches
have the same bandwidth.
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Figure 3.12: DAC high level structure.

3.3 DAC Thermal Noise Cancellation

In receivers, thermal noise reduction is routinely performed, creating multiple paths where
the noise of a device interferes destructively while the signal interferes constructively [58, 59,
60]. While this is a common trait of state-of-the-art receivers and analog devices requiring
very high sensitivity, thermal noise mitigation methods are not employed for transmitters or
DACs due to the large signal levels they produce. In DACs especially, the quantization noise
floor is far higher than the thermal noise floor. Take, for example, a transmitter capable of
outputting +20dBm on a 50Ω load. In order for a noise figure of 10dB to negatively affect
the SQNR of a Nyquist DAC by 3dB, 18 bits would be required. Even if an oversampling
ratio of 100 were used, 15 bits would still be required. This is far above the requirements
for the TX, but a 20dB noise figure due to a cancellation DAC would heavily impact overall
system performance because this noise adds directly to the RX noise figure. Note that in the
LTE standard, a 15dB noise figure limit is used for FDD [25]. Mentioned in Section 2.10 and
expanded upon in Section 3.6, digital cancellation of the DAC and TX quantization noise
can be employed to increase the effective bits in the system, but this does not remove non-
deterministic sources of noise, such as DAC thermal noise, necessitating a noise cancellation
mechanism. In VCOs requiring high spectral purity, feedback techniques have been proposed
to reduce tail noise [61, 62], and similar techniques are used in the cancellation DAC.

In Section 2.4.4, a model for the DAC’s noise contribution was introduced, and in Sec-
tion 3.2 was motivated by the DAC’s architecture. This model consists of a noisy baseband
current source which is upconverted to FTX through a noiseless mixer. This upconverted
current is present at the RX input port, directly adding to the overall RX NF. In Chapter
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Figure 3.13: DAC with noise feedback highlighted.

2, Eq. (2.12) shows that there are three ways of reducing the current noise output by the
DAC: increase tail vOv, reduce RX transformer turns ratio, and lower mixer Aconv. All three
of these methods increase DAC power consumption, the first through increasing the DAC
supply to compensate for higher headroom requirements, and the last two through increasing
the tail current required for the same TX output power at the antenna.

For another method to achieve noise reduction, a feedback technique can be used which
does not increase the power consumption of the DAC. This technique takes advantage of the
fact there are nodes where tail noise can be sensed indepdenently from the RX or TX signals.
This is very important because it allows the noise to be reduced through the feedback loop
gain, without reducing the output signal of the DAC. There are two such isolating nodes: the
RX balun center tap and the source of the unit cell tail device. Focusing first on the center
tap, consider that the Mid switches on the replica DAC enable class-A backoff operation,
where disabled unit cells shunt their current directly to the center tap. Ideally, the only
fluctuation in the center tap current waveform would come from noise in the tail current
devices, regardless of DAC data. If the balun is well-balanced, the RX signal will have no
common mode component at the RX input port, keeping the center tap isolated from the
RX signal. Corruption from the RX signal and chip switching noise, as well as supply noise
from the LDO are irrelevant because the center tap will be used for a baseband feedback
technique, on the order of tens of MHz, far from frequencies where these corruption signals
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are present. Second, the source of the tail devices also has this same property, where the same
value of current flows into the DAC ground independent of DAC data. For this design, the
baseband portion of tail noise is sensed at the center tap, while the 2FTX +FDuplex portion is
sensed at the tail source. The DAC has a dedicated supply to minimize the switching noise
present on the center tap node and has a dedicated ground to minimize interference around
2FTX .

In both cases, the current noise is converted to a voltage through a resonant impedance
and is fed back using the DAC aggregate Gm. Because of the high bias current of the DAC,
this Gm is very large (300mS), creating a large loop gain for moderate source and center tap
impedances. While this DAC Gm is constant, the effective noise reduction is code-dependent
because of noise injected into the loop from inactive cells. This effect is most prominent at
low codes is not an issue because at lower DAC codes, the RX is the dominant source of
desensitization.

In the following section, the thermal noise reduction vs. code will be analyzed, and
a testing setup will be introduced for validating both the upconversion mechanism and
verifying the center tap resonance frequency.

Fig. 3.14a shows a simplified schematic of the DAC and baseband noise feedback mech-
anism. The switching quad is represented as a single cascode transistor because there is
always a path from the tail to the center tap, independent of data and LO phase. The only
distinction between unit cells in this case is which cells are active (the tail outputs to the
differential RX input), or inactive (tail shunted to center tap). All active cells are lumped
into a single tail transistor of transconductance Gm,A, and all inactive cells are lumped into a
tail with Gm,I . In this simplification, it is clear that the active and inactive devices are sim-
ply diode connected to the center tap node. IA is the total active tail current signal, i2A and
i2I are the active and inactive tail device noise sources, respectively. A futher simplification
can be made, shown in Fig. 3.14b, where the diode-connected inactive transistor is replaced
with a resistor and the inactive current noise is kept in the same position. Intuitively, since
both the center tap impedance and the disabled cells are connected to small signal ground,
and it doesn’t matter what current flows through them, they can be put in parallel. This
reduction in the effective center tap impedance implies that, even ignoring the current noise
injected by the inactive devices, the current noise rejection is code-dependent.

Z = ZCT ||
1

Gm,I

(3.6)

=
ZCT

1 +Gm,IZCT
(3.7)

For the active current noise:

iA = inA
1 +Gm,IZCT
1 +GmZCT

(3.8)
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Figure 3.14: Current DAC noise propagation models.

For inactive current noise:

iA = − Gm,AZCT
1 +GmZCT

in,I (3.9)

Combining Eq. (3.8) and Eq. (3.9) and simplifying:

i2A = i2n,A
|1 +Gm,IZCT |2 +Gm,AGm,I |ZCT |2

|1 +GmZCT |2
(3.10)

The feedback noise current normalized by non-feedback current as a function of replica
DAC code is plotted in Fig. 3.15, assuming a fully thermometer DAC and GmZCT = 2. In
this plot, the output noise is normalized by the noise without any feedback, assuming that
all cells are active. Shown here, the maximum noise variance with feedback is less than one
third of the maximum without, and after approximately half the cells are active, the output
noise reduces with increasing code because the attenuation rises with n2, while the noise
power rises with n.
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Figure 3.15: Feedback rejection and normalized output noise.

3.4 TX Efficiency Degradation Mechanisms

Because this work creates a novel interface between the TX and RX, any effecive reduction
in TX efficiency must also be considered. Here, two main sources of degradation to the
effective TX efficiency exist: RX winding loss and the power consumption of the canceller
power and digital predistortion (DPD). The first source of degradation comes from resistive
losses within the RX which cause a short on the balun RX input side to be inadequately
translated to the antenna side. While the current flowing into the RX input side is almost
entirely circulated by the DAC, creating minimal voltage excursions at the RX, the voltage
swing on the antenna side is not as sharply reduced. In simulation, taking into account
all on-chip passives in the TX/RX interface for the chip, the power gain of the TX has
been plotted with and without the RX and cancellation DAC in Fig. 3.16. Across the full
operating frequency range, the power loss due to the RX winding is approximately 0.35dB.

The second form of efficiency degradation is due to the increased system power consump-
tion due to the power draw of the canceller as well as that of the DPD and filtering schemes
which are used to improve cancellation of the TX signal at the RX input. A conservative
estimate of requirements for the digital filter is 8 taps for 200MS/s with 10 bit coefficients.
According to [50], the power consumption for this filter is 10mW in a 65nm process. Digital
predistortion is achieved through a lookup table, estimated to cost 15mW in power.

There is additional power consumed to run the adaptation algorithms to change these
filters and lookup tables as the network or other nonidealities change, but because the dy-
namics of the channel are far slower than the datarate, the power consumption of these digital
algorithms can be amoritzed over a very large operation time, making their average power
consumption negligible. Additionally, the power consumption of the DAC is a dominant
source of power consumption. As stated before, the current required from the DAC supply
is proportional to

√
PTX , though power at backoff for modulated data depends also on the



CHAPTER 3. A CMOS TRANSCEIVER WITH INTEGRATED FDD SUPPORT UP
TO +12.6DBM TX LEAKAGE 64

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
Frequency (GHz)

-2.8

-2.6

-2.4

-2.2

-2

-1.8

-1.6

-1.4

-1.2

-1

G
P

 (d
B

)

TX GP With and Without RX/Canceller

GP Without RX/Canceller

GP With RX/Canceller

Figure 3.16: Simulated TX insertion loss due to RX transformer.

TX loss parameters.

TX Average Backoff (dB) 6
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Figure 3.17: Total insertion loss and desensitization for architecture.

type of backoff available for the DAC. In Fig. 3.17a, degradation of the TX efficiency due to
these mechanisms, for a modulated data signal with 6dB PAPR, is plotted with class-A and
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class-B DAC backoff.
Combining the effects of TX efficiency degradation and RX noise figure degradation, a

fair comparison can be made with the hybrid technique. RX noise figure degradation can
be cleanly converted to RX insertion loss, and TX efficiency degradation to effective TX
insertion loss. In practical hybrids, TX and RX insertion losses are typically both 4dB.
In Fig. 3.17b, the combined effective TX and RX insertion losses for the aggressive design
point specified in Fig. 2.18 are combined and compared with an 8dB combined loss from the
hybrid. As shown, from approximately +5dBm to above +20dBm, the replica DAC gives
better performance than the hybrid. Additionally, the tunability of the replica canceller over
a wide range of antenna VSWR makes this a more attractive solution than the hybrid even
for power levels where the effective combined insertion loss is close to or exceeds that of the
hybrid.

3.5 Measurement Results

The system was taped out in the TSMC 65nm process, shown in Fig. 3.18b and tested using
the PCB in Fig. 3.18a. At a high level, the measurements for this chip consisted of char-
acterizing the TX, RX, and cancellation DAC in isolation, then together as a system. The
most important system level measurements were level of rejection, the RX 1dB compression
point due to the TX with both single tone and modulated data, cancellation in the presen-
tation of nonidealities such as VSWR, and the cancellation system noise figure. Additional
measurements were made of TX phase noise propagation and feedforward cancellation in the
system.

3.5.1 Isolated Measurements

In isolation, the TX performance is summarized in Fig. 3.19. It achieved a maximum transmit
power of +19dBm at 1.2GHz and has an extremely linear output vs. code response due to
the switched-capacitor architecture. The simulated output impedance is 5Ω.

The receiver performance is shown in Fig. 3.20a and Fig. 3.20b. Gain and bandwidth
were tunable from 6-18dB and 15-140MHz respectively. The matching network in the first
version had a 3dB bandwidth from 1.2-2GHz and a nominal loss of 2.9dB. The noise figure
of the RX alone was found to be 4.7dB, whereas the full system noise figure was 7.6 due
to matching network loss. It should be noted that the RX itself produces a very wideband
response, but the passives in the antenna interface determine the system bandwidth.

The DAC’s location directly in front of the LNA made testing it in isolation very difficult.
The large voltage swing generated by the DAC differential current is significantly different
from normal operation, where the TX current would cancel this voltage swing, making it
impossible to measure the DAC constellation accurately for codes higher than the first few
bits. Additionally, measuring the phase of the complex baseband is difficult because of phase
drift in the measurement instruments, even when a 10MHz reference is shared.
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Figure 3.18: System test setup.
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Figure 3.19: TX measurements.

Much of the slow-drift phase noise can be mitigated by using direct conversion of the
DAC signal, but in some cases measurements at an offset may be required. Two architec-
ture advantages present in the DAC were used to reconstruct the DAC constellation in the
presence of phase drift. In the case where a subset of the total codes was used, unit cells
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Figure 3.20: RX measurements.

are shown to add highly linearly in Section 3.6. The second architecture advantage is that
the distribution of the I and Q LOs is such that there is very little mismatch between unit
cells, and that there is little mismatch due to the output routing. This is due to the common
centroid configuration of the unit cells. Therefore, it can be assumed that the phase of a
unit cell outputting I only has the same phase regardless of the amplitude of the output.

Putting these together, there is a method for extrapolating phase measurements from
purely amplitude measurements, even in the presence of I/Q nonlinearity and DNL. The
objective is to find both the amplitude and phase of an I only signal, a Q only sig-
nal, and those two signals added together. The I and Q signals should be selected such
that their binary representations do not overlap (AND (CI , CQ) = 0. Measurements of
(CI , 0) , (0, CQ) , (CI , CQ) are then made. The amplitude measurements can be expressed as
a dot product via |I +Q|2 = 〈I +Q, I +Q〉, where I and Q are vectors. Thus, θ, the angle
between I and Q can be found:

θ = arccos
|I +Q|2 − |I|2 − |Q|2

2 |I| |Q|
(3.11)

The same technique can be used to find the angle between I only and I = Q. This is
possible to perform fully with binary cells and can then be bootstrapped for thermometer
cells, such that all constellation points can be accurately measured using only amplitude.

A measurement of the DAC constellation using the extrapolation method detailed above
is shown in Fig. 3.21. While only a small subset of the total codes have been exercised, the
I/Q nonlinearity should be independent of output amplitude because it is largely an LO gen-
eration effect. It can be seen that there is I/Q nonlinearity, both in Q LO mismatch relative
to I, as well as I/Q summation nonlinearity. Q mismatch in this measurement is 3.3, while
I/Q summation magnitude smismatch is 0.5% and I/Q summation phase mismatch is 4.3.
From the discussion of digital predistortion and its relaxation of DAC linearity requirements,
this DAC performance is well within the range to achieve good signal cancellation.
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Figure 3.21: DAC quadrant I constellation up to 4 bits.

3.5.2 System Measurements

Connecting the TX and RX baluns together on chip, the full system can be measured. A
single tone power sweep of the TX is performed while adapting the DAC code for cancellation
and the residual is plotted relative to output referred TX power as the blue curve in Fig. 3.23a.
Across TX output power, the residual remains constant, confirming that the LSB of the DAC
sets the TX residual at the RX input. This means that the TX isolation is proportional to
the TX output power, unlike conventional active cancellation or filtering approaches, which
offer a fixed cancellation across TX output power. Moreover, the high cancellation power of
this architecture is shown by the ability to cancel a +12.6dBm single-tone signal by >50dB,
and order of magnitude greater power handling than prior active cancellation approaches.

Furthermore, cancellation measurements were performed using 20MHz modulated data,
where the residual is plotted in black on Fig. 3.23a. Here, measurements were conducted
in a two stage fashion. First, the corresponding DAC code for each TX symbol in the
sequence is found using the same adaptation procedure as the single-tone case. Next, using
this DAC sequence as a starting point, the sequence is adapted point by point to minimize
the integrated energy in the 20MHz TX band. This second stage effectively accounts for
the taps of the leakage channel as well as any dynamic nonlinearities present on the TX
and DAC. The maximum modulated data signal handled before 1dB compression of the RX
was a +12.6dBm peak, 6dB PAPR sequence. It should be noted that while the average
modulated data residual is approximately the same as the average single tone residual, this
is simply a coincidence, as the residual is a function of both the number of exercised bits, as
well as the oversampling ratio of the data. In measurement, the oversampling ratio on the
DAC and TX data is increased from 3.125x to 6.25x to 12.5x, and each time a 3dB decrease
is seen in the residual power in the 20MHz band, apparent in Fig. 3.22. Utilizing 9 bits
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of DAC dynamic range and 12.5x data oversampling, a maximum cancellation of 64dB was
measured. This matches up very well with the expected cancellation of

6
dB

bit
× 9bits + 10 log10 12.5 = 65dB (3.12)
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Figure 3.22: TX rejection vs. DAC oversampling ratio.
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Figure 3.23: Initial TX cancellation measurements.

In the measurement shown in Fig. 3.23b, a sequence consisting of 10 tones across a 20MHz
bandwidth was sent through the TX and adapted with the DAC. Cancellation of all 10 tones
to similar residual power levels was achieved, showing that signal cancellation takes place
equally across the TX bandwidth. The format of 10 tones vs. a general wideband signal was
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simply due to limitations in the testing setup, where the FPGA memory was set to only 128
symbols at 250MS/s.

To determine the bandwidth over which cancellation is effective, a sweep of the TX/RX
LO at a fixed output power of 0dBm was performed, where at each frequency point, the DAC
code was re-adapted. Results are shown in Fig. 3.24. The residual power remained constant
over the TX frequency sweep from 1-1.8GHz, due to the high bandwidth of the virtual
ground current subtraction node. The limited bandwidth of the RX matching network does
not affect the bandwidth of cancellation; instead it simply changes the amplitude/phase shift
of the TX current. This difference can be compensated for by re-adaptation.
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Figure 3.24: Residual vs. TX frequency.

A major advantage of the cancellation DAC over purely analog cancellation architectures
is the ability to handle large ranges of leakage channels while maintaining high rejection
levels. This strength is emphasized by the measurement of cancellation over antenna VSWR.
In this measurement, with setup shown in Fig. 3.25a, an antenna tuner, in the form of a
sliding short in parallel with a 50Ω calibration standard, was used to vary the antenna
impedance up to 5:1 VSWR. For all points along the sweep range, >50dB of cancellation
was achieved after re-adapting, shown in Fig. 3.25b.

Another important metric for the self-interference cancelling transceivers is the RX NF
degradation due to the thermal and phase noise of the DAC and TX. Single tone cancellation
of the TX signal is performed in a power sweep up to +10.6dBm and the associated RX NF
degradation is plotted against this sweep in Fig. 3.26. Because of the 1dB compression at
+12.6dBm, the TX power was backed off for a more fair comparison of noise degradation.
This measurement can be fit to constant, thermal, and phase noise curves in order to infer
the more detailed noise performance. The detailed noise performance summary is that of
panel a) of Fig. 2.18. This measured curve suggests an uncorrelated phase noise profile of
-180dBc/Hz at 40MHz offset.

Further measurements were performed to showcase feedforward cancellation of the trans-
mitter phase noise. Phase noise of varying bandwidth was injected into the TX LO input
by using an external noise source with filter. Power combining this noise signal with the LO
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(a) Test setup for VSWR sweep.
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Figure 3.25: VSWR test setup and results.

Figure 3.26: NF degradation vs. TX power.

and feeding it into the limiting buffer chain creates an LO with phase noise only because the
amplitude is unchanged at the output of the limiter [63]. This injected noise is a much higher
power than the intrinsic noise of the system, allowing accurate verification of phase noise
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cancellation, diagrammed in Fig. 3.27. First, white noise was filtered to 100MHz bandwidth
with a sharp rolloff, preventing any noise at higher harmonics from folding back down. The
result, shown in red in Fig. 3.28, follows the same contour of the cancellation of single tone
spurs added to the LO. For a duplex spacing of 40MHz, the closest of the LTE FDD bands,
20dB of phase noise cancellation is observed. Next, the TX and RX were isolated from one
another and a meter long cable was connected between the two, emulating a channel with
large group delay. The results, shown in Fig. 3.29, display significant reduction in phase
noise cancellation bandwidth due to the large frequency-dependent phase shift of the cable.
Additionally, it can be seen that past 40MHz, the “cancelled” phase noise is larger than the
phase noise without cancellation, due to the fact that the correlated phase noise between the
TX and DAC can add constructively, rather than destructively with enough phase shift.

Figure 3.27: Test setup for phase noise cancellation measurement.

If wideband noise is injected into the TX LO, shown in black in Fig. 3.28, cancellation
falls off and levels out to a lower value due to noise at higher harmonics of the LO folding
down with a different phase shift. The mechanism causing this phase noise cancellation
limitation is detailed in [48], but this effect can be condensed into a measurement showing
that tones injected to the 2x LO input have different phase relationships than 90◦ between I
and Q outputs. In Fig. 3.30, a tone is injected into the LO at an offset from some harmonic
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Figure 3.28: Phase noise cancellation measurement with single-tone, narroband, and wide-
band injection.
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Figure 3.29: Phase noise cancellation with 1m cable.

of the LO, then the output of the PA is measured with an I only symbol and a Q only
symbol, and the relative phase of the spurs, as well as their conversion gain, is checked.
Shown in Fig. 3.31, spurs around 2FTX , 6FTX fold with the correct +90 phase shift, while
spurs at 4FTX folds with a −90◦ shift. The conversion gain of the 4FTX spur is -20dB, which
when constructively rather than destructively combined with the DAC, can lead to the 15dB
cancellation floor seen in Fig. 3.28. Note that the higher levels of cancellation close to the
TX frequency is due to the Lorentzian phase noise spectrum of the source LO, where close-in
phase noise dominates over the far-out white phase noise, obscuring cancellation limits due
to folding at small frequency offsets.
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Figure 3.30: Test setup for phase noise folding measurement.

Figure 3.31: Measurement results for LO spur injection relative phase and amplitude.

Compared with prior art at the time of publication in Table 3.1, this work significantly
outperforms all but one prior art for maximum power handling capability. Compared with
[51], which can handle up to +14dBm TX power before compressing, this work achieves
25dB higher cancellation of single-tone and modulated data, and has far lower noise figure
at low TX power levels. It is also worth noting that while some works either are incapable
of performing modulated data cancellation [41] or achieve significantly lower cancellation for
modulated data [40], this work can actually achieve higher average cancellation for modulated
data vs. single-tone due to the quantization noise limited regime that the canceller operates
in.

3.5.3 DAC Thermal Noise Cancellation

To measure DAC thermal noise cancellation, the power of thermal noise was required to
overcome phase noise. To reduce the power of the phase noise, a full-duplex scheme was
implemented, where the TX/DAC and RX clocks were shared through a splitter. The DAC,
TX, and RX LOs are all generated from the source LO in the same manner, meaning that
the source noise propagation is identical, with the only difference being delay between the
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Figure 3.32: Source phase noise cancelled through sharing LO between TX/RX.

separate paths. Mixing this LO with the TX/DAC residual, the phase noise at low offset is
cancelled, illustrated in Fig. 3.32. Accordingly, only phase noise from unshared buffers on
the different LO paths will contribute, which is a much lower level than that of the source
noise, allowing thermal noise to dominate. Next, not only must thermal noise dominate,
but the DAC code must be high enough such that a large portion of the noise current at
the center tap is due to active unit cells. To ensure this, the current in DAC unit cells
was lowered considerably, such that at moderate TX powers high DAC codes are used for
cancellation.
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(b) Thermal noise cancellation spectrum.

Figure 3.33: DAC thermal noise cancellation measurements.

In measurement, shown in Fig. 3.33, up to 3dB DAC thermal noise reduction was found,
with a 1dB bandwidth of 2MHz. Due to the requirements of low-offset measurements, the
bandwidth is smaller than it would be for the same Q at 40MHz offset, where the bandwidth
would be 15MHz.
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This
Work

Columbia,
ISSCC
2014 [41]

Columbia,
ISSCC
2015 [40]

Twente,
ISSCC
2015
[42]

Columbia,
ISSCC
2016 [20]

Cornell,
RFIC
2016
[51]

Technology 65nm 65nm 65nm 65nm 65nm 65nm
Frequency
(GHz)

1.0-1.8 0.3-1.7 0.8-1.4 0.15-3.5 0.6-0.8 0.3-1.6

Max TX power
leakage (dBm)

+12.6 +2 +8 +1.5 -6 +141

Cancellation at
max TX power
(dB)

>50 >30 33 >27 42 >25

Cancellation,
20MHz BW
(dB)

>60 - 20 27 422 >25

RX NF (dB) 7.6 4.2 7.53 6.3 5.0 8.0
NF degradation
at +2dBm TX,
40MHz offset

1.1 0.84 0.94 4.0 5.9 4.0

Fully integrated
TX/RX

Yes No No Yes No Yes

Single antenna,
no external iso-
lation

Yes No No No Yes Yes

Canceller power
(mW)

60 13-72 44-182 Not re-
ported

89 *

1 With RX-band TX degeneration
2 12MHz modulation bandwidth
3 With LC duplexer loss included
4 TX power not reported

Table 3.1: Comparison with prior art.

3.6 Digital Cancellation Measurements

Having measured the analog performance of the chip, it was also necessary to test the poten-
tial for using digital cancellation to further reduce the TX interference level, as motivated in
Section 2.10. In this section, the modeling process for the DAC and TX alone is introduced,
and a series of refinements to the leakage network are presented, ending with results of dig-
ital cancellation for removing the TX and DAC quantization residual when they operate
simultaneously to provide analog cancellation.
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Figure 3.34: DAC model.
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Figure 3.35: Baseband channel and effective baseband pulse response.

In the beginning of the modeling process, a very simple two-stage digital model was
used, diagrammed in Fig. 3.34, where the first block is a lookup table accounting for static
nonlinearity in the TX/DAC, and the second block is a complex equivalent baseband transfer
function, representing the leakage channel. First, the channel response measurement will
be discussed, as it is the less complex of the two. The DAC/TX output pulses of either
current/voltage, which are later sampled by the RX ADC. Therefore, sampling the pulse
response of the leakage channel for both is sufficient to provide all the channel information
required in this simple model. It is initially seen that the pulse response has a long tail,
which in fact is due to the baseband processing network, most notably the AC coupling
capacitor at the baseband outputs, diagrammed in Fig. 3.35a, rather than the RF leakage
channel itself, as shown by the comparison in Fig. 3.35b. This simulation assumes a 35MHz
baseband amplifier bandwidth, as well as a 10µs time constant high-pass filter due to the AC
coupling capacitor. This very long tail significantly constellation measurements for 64ns held
data, as shown in Fig. 3.37a, where the sampled values of an RX data packet are graphed.

Due to the highpass behavior of the RX baseband, it is not possible to measure each con-
stellation point statically, so a method to calibrate out the channel effect on a packet of data
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Figure 3.36: Constellation refinement procedure.
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Figure 3.37: Comparison of measured constellations before after channel de-convolution.

is needed. Later, the AC coupling cap is removed to improve the channel, but a packet-based
constellation measurement system is still preferred because it allows the constellation points
to be measured with little measurement time overhead. The constellation measurement and
calibration proceedure is detailed in Fig. 3.36, and consists of transmitting a data packet
containing every point in the desired constellation, then using the measured pulse response
of the channel to subtract the ISI from the measured constellation sequence. After multiple
iterations, the pulse response is de-convolved from the measured sequence, leading to a re-
fined constellation in Fig. 3.37b, which has symmetric characteristics and clearly shows some
amount of DNL, which are both indicative of a correct calibration procedure.

For generating a static nonlinearity lookup table equal in size to the full range of the
DAC/TX, measuring each constellation point individually is a long process; measuring every
constellation point in the DAC would require 17ms for a 4ns symbol period. Instead of this
laborious process, the DAC and TX may be significantly subsampled because their unit
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Figure 3.38: Comparison of full measured constellation with a reconstruction using 2% of
the total measured points.

cells add together with high linearity. As stated earlier in Section 2.7, the major sources
of static nonlinearity come from within the DAC unit cells, while their current summation
at the RX input can be thought of as highly linear. The same argument can be made for
the switched-capacitor PA in this architecture. By measuring the different unit cell output
states for the top two quadrants (i.e. 1, j,−1, 1 + j,−1 + j for each cell), the rest of the
constellation can be recovered with high precision, shown in Fig. 3.38. Here, a portion of
the PA constellation is reconstructed with >40dB precision, corresponding to 3 bits below
the LSB. Similar reconstruction accuracy was found for the replica DAC. For the 10 bit
DAC, only 180 points would need to be measured, less than 0.1% of the total number
of constellation points. Since this would take less than 1µs with a 4ns symbol period,
more points or processing could be added to improve the accuracy of this reconstruction by
adapting a model for summation nonlinearity.

Next, a set of oversampled QPSK symbols were sent through the DAC and this sequence
was compared with a simulated sequence using the calibrated static constellation, as well as
the pulse response data. Using a reduced constellation region (|I| , |Q| ≤ 16), this refined
constellation and pulse response can give 47dB matching of a DAC sequence, corresponding
to 4 bits below the DAC LSB Fig. 3.39.

PA Modelling

This simple mode works well for all codes of the DAC, due to its current-mode operation, but
is only appropriate for the PA low power and begins to degrade as a higher average power is
used, due to a nonlinearity inherent to the PA construction.This additional source of nonlin-
earity within the PA can be seen by considering its voltage-mode architecture. A switched
capacitor power amplifier, chosen for its low and code-independent output impedance, can be
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Figure 3.39: Matching of 15MHz data.

modeled as a tunable capacitive voltage divider connected to the PA supply. When connected
to a supply with some ripple, V DD (t), the ripple directly modulates the output waveform

OPA (t) = V DD(t)
V DDnominal

OPA,ideal (t). An illustration of this effect is shown in Fig. 3.40.

VDD(t)

OPA,Ideal(t)

OPA(t)

Figure 3.40: TX passes supply ripple to output.

This modulation effect means that for a 10% ripple amplitude on the supply, there will
be a 10% inaccuracy in the PA output compared to no ripple. If the ripple were constant in
amplitude with code, then there should be no difference in digital cancellation accuracy for
high codes vs. low codes, since rejection is a relative measurement. In the case of the 10%
ripple, the digital cancellation would be limited to 20dB for all codes.

In the case of a PA with an isolated supply, the ripple amplitude is a strong function of
the PA output power due to series resistance in the supply network. In the presence of a
series resistance on the supply, the voltage ripple is a linear function of the current draw. In
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the case of a switched-capacitor PA, the current draw is proportional to
√
PTX , or |CTX |,

where CTX = ITX + jQTX . This leads to a memoryless nonlinearity:

OPA (C) =
C

|CMAX |
(V DD −Rα |C|)

=
C

|CMAX |
V DD − Rα

|CMAX |
C |C|
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Figure 3.41: Simulated constellation with memoryless PA supply nonlinearity.

An exaggerated example of this memoryless nonlinearity is shown in Fig. 3.41. The
voltage supply ripple is a function of the baseband PA code and also directly modulates
the output waveform, so this effect is independent of the frequency of the PA. Realistically,
there is significant memory on the power supply node. The presence of memory in the supply
impedance does not prevent a purely baseband analysis of this nonlinearity, but it can no
longer be simply modeled by a constellation distortion. To observe the effect of memory
on the supply node, a 64µs is step applied in Fig. 3.42, where it is clear that there is a
multiplicative effect of the supply ripple on the unit step waveform, and that the supply
ripple has a large time constant, approximately 10µs, affecting hundreds of symbols before
settling. This very long time constant is due to the large decoupling capacitors on the PA
supply. While removing them would make the supply ripple shorter, making this nonlinearity
closer to memoryless, it would add significant supply noise to the output of the PA, adding
wideband interference to the RX band. Therefore, this memory effect should be modelled
rather than removed.

To complicate the supply ripple further, for different unit step sizes in Fig. 3.43a, not only
does the magnitude of the supply ripple increase with code, but the Q of the ripple changes
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Figure 3.42: TX unit step compared with supply ripple.
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(a) Initial supply network.
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(b) Low Q supply network.

Figure 3.43: Effect of lowering PA supply network Q.

as well. This is due to the nonlinear output impedance of the LDO used in the supply
network, which is difficult to model for digital cancellation. To simplify the supply network,
a resistor is added to the supply, reducing the significance of the LDO output impedance,
leading to a much more linear set of curves shown in Fig. 3.43b. While long unit steps are
extremely rare in data-carrying transmissions, the unit step response looks similar to the
supply response for when a burst of data is sent through the PA, as shown in Fig. 3.44. This
is because the average current of the PA is an effective unit step response when modulated
data begins transmitting, and the time constant of the supply network is long enough that
spurious changes in code due to TX PAPR do not affect the supply voltage significantly.
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Figure 3.44: TX supply, arbitrary sequence with deadtime.
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Figure 3.45: PA model including supply modulation.

The PA baseband model is modified in Fig. 3.45. To estimate the supply ripple affecting
the PA, there are two approaches. First, a model can be made of the off-chip power supply
network (at the level of precision required, there is no benefit to considering the on-chip
passive network, which has far higher bandwidth), which could include both passive devices
and nonlinear models of active devices, such as the LDO supplying the PA. This model,
coupled with a model of the current draw of the PA given code, would provide an estimate
of the power supply ripple as a function of the data sequence.

Another approach is to simply measure the power supply ripple. This can be done
off-chip by probing the PA power supply pin, or a dedicated low-bandwidth power supply
measurement device could be implemented on-chip. Measuring the power supply ripple
allows for far lower model complexity, a strong advantage. One disadvantage is the fact that
the ripple cannot be predicted, therefore this could not be used for predistortion unless an
iterative adaptation loop is used.

In this work, measuring the supply ripple off-chip was used. The same procedure for
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Figure 3.46: Constellation comparison using supply modulation model.

refining the constellation, Fig. 3.36, is performed, but the supply ripple is recorded while the
constellation packet is output. Iteratively using this method with the new model provides
far better matching in the constellations at higher codes, as shown in Fig. 3.46. Here, the
AC coupling capacitor has been removed to significantly reduce the ISI in measurements.
The small variation in initial constellation points is almost entirely due to the supply ripple
differences. Using this new technique, 55dB of matching is achieved for 15MHz sequences
from (|I| , |Q| ≤ 16) constellation, corresponding to 5 bits below the PA LSB.

TX+DAC Residual Modelling

In addition to exploring prediction of arbitrary data for the PA and DAC alone, prediction
of the DAC/TX residual through direct measurement of the “residual constellation” was
performed. This allowed prediction of much higher TX power levels because the linearity of
the receiver was less of an issue due to cancellation of the fundamental. Here, constellation
sequences were measured the same as before, except that both the TX and DAC were given
nonzero codes, where the DAC sequence was chosen to cancel the TX sequence. For each
TX code, a corresponding DAC code was found which canceled the TX code, assuming zero
ISI. This dictionary was then used to cancel the TX to a level low enough such that the
RX did not compress. A measurement of multiple residual constellations is superimposed
in Fig. 3.47, and Fig. 3.48 shows a similarity of 25-30dB, corresponding to 4-5 bits of extra
matching on top of the analog cancellation.

Given the complexity of the model used for the TX alone, it may seem surprising that
simple measurement of the residual symbols from a constellation packet were enough to
provide good cancellation, especially considering that 7 out of 8 bits of the PA were exercised.
The major change in model complexity came from the fact that the residual sequences were
measured without any deadtime between packets, which prevented the TX supply from
rising back up to its nominal value. As can be seen from Fig. 3.44, after the initial supply
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Figure 3.47: Comparison of multiple constellation packets.
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Figure 3.48: Comparison of arbitrary data measurement with reconstruction.

reduction, which spans many symbols, the supply ripple reduces considerably in amplitude.
If more than 5 bits of digital matching are required, or in the instance where arbitrary
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combinations of TX and DAC are required, then the supply swing dependence of the TX
should be considered again.
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Chapter 4

A Transceiver with >64dB TX Signal
Cancellation and Thermal/Phase
Noise Rejection

4.1 Overview

The test results in the previous section were used to inform improvements to the transceiver
design. First and foremost, a new design for the RX could leverage the cancellation archi-
tecture for lower overall noise figure. Secondly, the efficiency of the matching network and
its bandwidth can be improved by reducing the DAC output capacitance as well as adding
tunability to the available gain and matching impedance of the network. Finally, while the
fundamental of the TX interference was cancelled to a low and constant residual, there was
still significant harmonic content which was uncancelled due to differing transfer functions
between FTX and 3FTX , necessitating an RX and passive network which can mitigate these
higher harmonics.

In the sections below, each point of improvement is detailed and measurement results
follow.

4.2 Passive Mixer First RX

A passive mixer first receiver was designed in order to significantly improve the nominal noise
figure, improve transceiver linearity, and improve the S21 bandwidth. A detailed account
of the design tradeoffs and topology motivations are given in [48], but a short summary of
some aspects of the RX chain are given below.

As depicted in Fig. 4.1, the passive mixer first architecture utilizes a TIA as the first
stage, which both provides gain and the desired input impedance. By using a voltage-mode
amplifier in the feedback loop, rather than a transconductance stage, the input matching
constraint is independent of the fundamental noise figure. This is because for a voltage-mode
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Figure 4.1: Top level of passive mixer first RX architecture.

shunt-shunt-feedback stage, ZIn = R/ (1 + T ), while the noise is equal to 4kT RIn

A
∆f , where

the feedback resistor noise dominates. This is contrasted with a transconductance stage,
where the input-referred voltage noise is equal to 4kTRIn∆f , such that the noise figure is
limited to 3dB.

Figure 4.2: Baseband cross-coupling for imaginary input impedance synthesis [64].

Using a 2-stage design with a class-AB output stage, the mixer-first design can achieve
<2dB NF in simulation. The class-AB stage also significantly improves the linearity of the
stage, getting .

Explained in detail in [48, 64], the passive mixer first architecture has an additional
benefit in that it can match to complex impedances, offsetting the impact of RX input node
capacitance from the replica DAC. This ability is gained through cross-coupling the I and Q
baseband paths, as shown in Fig. 4.2. Considering the I path, baseband current from the Q
path is injected into the baseband I input. Due to being mixed by a quadrature clock, this
current has a 90◦ phase shift, which is then upconverted to RF as an imaginary admittance
component.

The second baseband stage uses a harmonic recombination architecture to cancel the 3rd
and 5th harmonics of the TX/DAC. Using an 8-phase mixing architecture, the phases 0◦,
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+45◦, −45◦ are added together, with the 0 phase having
√

2 larger weight than the other two,
producing an output which nulls the residual downconverted by the 3rd and 5th harmonics.

4.3 TX/RX Passive Network

The improvement to the intrinsic noise figure of the receiver chain makes an improvement
to the passive network loss highly desirable. There are two main points for improvement:
best-case GA and bandwidth. In the first version, the matching network was optimized by
assuming an input impedance to the RX and tuning the network based on no other consid-
erations. For the second version, a co-optimization of the matching network and RX was
performed, due to the passive-mixer first RX’s ability to match to complex impedances. This
ability, explained in the previous section, is highly desirable for a network with significant
passive parasitics, such as this cancellation network, though it is not perfect. Matching the
RX to an imaginary part has significant penalties for the intrinstic noise figure, as shown in
Fig. 4.3. It is therefore desirable to minimize the imaginary part of the matching impedance
across the receiver bandwidth. A capacitor DAC can be used to tune the imaginary part in
the network.
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Figure 4.3: NF vs. susceptance for RMatch = 200Ω.

Before sizing the DAC, the ideal system location for the device must be determined.
There are two logical choices for the location, which are detailed in Fig. 4.4: the primary
or secondary of the RX balun. The total system noise figure can be approximated by an
addition of the RX intrinsic noise figure with the available gain of the matching network:

NFTotal = NFIntrinsic −GA (4.1)

The intrinsic noise figure of the RX can be simplified by assuming it is roughly indepen-
dent of required matching resistance. This is because the receiver chain is designed such that
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Figure 4.4: Possible locations for capacitor DAC.

the noise from the feedback resistor dominates, and in order to maintain current consump-
tion and linearity while tuning the impedance, only the feedback resistance is changed. If
the matching impedance is halved, then the resistor is halved, producing twice the current
noise variance, but this is compared with a halved antenna resistance referred to the input
of the RX, so there is no change in noise figure.
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Figure 4.5: Representative 1:2 transformer available gain (QP = QS = 10, k = 0.9).

It is then the capacitor DAC’s effect on GA which matters most. If the capacitor DAC
is placed on the secondary of the RX transformer, it can resonate with the inductance of
the RX balun in order to create a purely real matching impedance, but GA is unchanged
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because the available gain is not a function of the impedance at the output port. Using a
lumped transformer model, its GA falls off as Fig. 4.5, which does not assure low noise figure
across a large bandwidth. The second case, where the capacitor DAC is on the primary side,
both resonates with the inductive component of the balun impedance, but also modifies GA,
allowing for a large bandwidth of operation. In Fig. 4.6, the system noise figures for these two
locations are shown, where the capacitor DAC is assumed to have infinite Q. The capacitor
DAC on the primary side, while requiring approximately 4x the area, produces a noise figure
>0.5dB lower than the case of a secondary capacitor DAC across a wide bandwidth.
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Figure 4.6: Total NF vs. capacitor DAC location.
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The ratio beween COn and COff simply sets the bounds for low system noise figure. It can
be seen from Fig. 4.7 that the range over which the system noise figure is low is proportional
to COn/COff . A value of 10 for the ratio provides acceptable bandwidth. Furthermore, the
number of bits in the capacitor DAC sets the range of variation for the system noise figure, as
shown in Fig. 4.8. This makes intuitive sense because in the frequency gap between resonance
at one DAC code and the next, the imaginary part of the matching admittance will become
nonzero, degrading the noise figure of the RX when it compensates for this effect. The lower
the bits, the larger the gap, and therefore the larger the increase in noise figure. For 4 bits in
the capacitor DAC, there is <0.15dB variation in noise figure, an acceptable range. Finally,
the effect of finite Q in the capacitor DAC is shown in Fig. 4.9. Past the point of a Q of 8,
there is not a significant improvement in system noise figure.

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

Frequency (GHz)

3

3.5

4

4.5

5

5.5

6

N
F

 (
dB

)

5 Bits
4 Bits
3 Bits

Figure 4.8: Total NF vs. capacitor DAC bits.

In addition to tuning the RX available gain transfer function over a wide bandwidth, the
capacitor DAC can be used to create a tunable harmonic trap for the TX third harmonic.
A small on-chip inductance is placed in series with the capacitor DAC to resonate around
the third harmonic, while not significantly affecting the RX noise figure. Given the choice of
balun inductance, a 200pH series inductor is required to resonate at 3x the fundamental while
still maximizing GA and minimizing the system noise figure. Shown in Fig. 4.10, assuming
a conservative Q of 4 at 1.5GHz, there is not a significant increase in the total noise figure
due to the introduction of this inductance.
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Figure 4.9: Total NF vs. capacitor DAC Q.
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4.4 RX Capacitor DAC Design

As shown in Section 4.3, lower noise figure is the main advantage of locating the capacitor
DAC on the antenna side of the RX balun. The main disadvantage of the antenna side is
that harmonics of the TX/DAC can cause large voltage swings across the RX balun which
would otherwise not appear across the secondary side. In simulation, a +20dBm TX output
can cause a 1.7V amplitude swing the top of the capacitive DAC. The switches for enabled
capacitor DAC cells do not experience this voltage swing, as a Q of 10 (chosen in Section 4.3
for low noise figure) ensures that the voltage swing across the resistive portion of the series
RC is <200mV in amplitude, well within the acceptable range of a 1.2V device. It is possible
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to damage the disabled cells though, since the high impedance of the disabled switch causes
it to see the full voltage swing Fig. 4.11.

Additionally, due to the RX negative node being pinned out to the testing PCB for ease
of testing the RX in isolation, approximately 200pH of inductance is present between this
node and ground. The 1.7V amplitude swing is not relative to the ground node but instead
relative to this swinging node. Due to higher harmonics, this node swings 500mV amplitude
relative to ground. Across the off switches, 2.4V peak-to-peak is present, and the bottom
node is capable of going 500mV below ground.
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Figure 4.11: Capacitor DAC unit cell voltage swing for +20dBm.

To evaluate the extent that this voltage swing damages the off switches, the mechanisms
by which a transistor can be damaged should be taken into account. In [65], a comprehensive
study of these mechanisms is performed, with the main cause of damage being hot carrier
injection into gate oxide. Electrons can tunnel into the gate oxide with a very low probability,
but high VGS causes a very high density of electrons to appear in an NMOS channel, making
tunneling occurences happen more frequently. These tunneled electrons serve to lower the
potential barrier and further increase the likelihood of tunneling events. Eventually, the
oxide is damaged enough that a conductive junction is created between the gate and source,
permanently shorting the transistor. An important point is that if no channel is present
(transistor in cutoff or accumulation mode), then the transistor is far more resliant to high
voltages than if a channel were present. If the transistor can be kept in cutoff or accumulation
over the entirety of the voltage cycle, it is possible to use a single transistor in the capacitor
DAC, improving COn/COff for a given Q. While this option is attractive, the cost of mis-
design is far higher in a one transistor configuration, rather than two, so a two transistor
stack was chosen for this chip.

In the two stack configuration, the total swing can be split between the two devices and
brought to safe levels. First, both off switches are given a large explicit capacitance between
gate and source and are biased with high resistance voltage sources in order to keep VGS
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below threshold for the entire excursion of the large signal. Secondly, the bodies of both
transistors are floated to prevent forward-biasing of the source/body junction due to the
-500mV worst-case source voltage. With gates and sources swinging in unison, the final
consideration is the drain node. The top of the capacitor can be thought to swing from
1.2V to -1.2V, and the drains can be biased and the swings can be distributed accordingly
such that damage is prevented. If both transistors are sized identically and laid out in a
symmetric fashion, their drain voltages in the off state can be assumed to split close to evenly
across the 2.4 peak-to-peak voltage. By biasing the top transistor drain at 1.2V, and the
bottom transistor drain at 0.6V, the two transistors’ VDS each go from 0 to 1.2V. Including
the pad inductance and its swing, Fig. 4.12 shows the voltage excursions of each node.
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Figure 4.12: Stacked capacitor DAC, disabled unit cell.

While this simple configuration shown in Fig. 4.13 prevents overvoltaging in the presence
of large PA swings, there is a tradeoff between noise and bias accuracy due to the resistors
used to bias the drains. An AC noise simulation was performed on the RX matching network
with capacitor DAC under two bias resistor values, show in Fig. 4.14. Here, as described
before, a sweep of capacitor DAC codes was performed and the lowest total noise figure was
chosen for each frequency point. It is clear that at lower frequencies (higher capacitor DAC
codes and more unit cells enabled), a higher biasing resistance is desired. Unfortunately,
given leakage from the devices, a larger resistance on the off cells leads to inaccuracies in
the drain voltages, which could lead to overvoltaging of the capacitor DAC off transistors.
Therefore, PMOS switches were added to the top and bottom switch drain biasing such that
off switches see low resistance and on switches see high resistance.

With this addition of another set of switches, there is another chance of overvoltaging
devices. When the unit cell is disabled, the drain of the top PMOS sees the full 1.7V



CHAPTER 4. A TRANSCEIVER WITH >64DB TX SIGNAL CANCELLATION AND
THERMAL/PHASE NOISE REJECTION 96

CAP DISABLED

0.6

1.2CUNIT

0.6

Figure 4.13: Simple biasing of unit cell.

Figure 4.14: Effect of bias resistor size on system noise figure.

amplitude voltage swing, meaning that pinning the PMOS source at 1.2 will cause damage.
The series resistance is divided into two portions and the PMOS switch is placed between
the two such that the drain and source voltages never swing below ground. The drain is
capacitively coupled to the gate since in both cell enabled and disabled cases, the drain
swings, while the source only swings when the unit cell is disabled. This difference between
the source and drain also determines which side the body should be tied to. When the unit
cell is enabled, the drain has a 0.5V amplitude swing centered around 0V, meaning in the
worst case it may weakly forward bias the NWELL/PSUB diode. By floating the body based
off the source, this problem is not an issue, as shown in Fig. 4.15.

To verify the lumped simulation of the harmonic trap noise figure from Section 4.3, a
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Figure 4.15: PMOS switch voltage swings.
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Figure 4.16: System noise figure with series harmonic trap included.

simulation was performed with an extracted layout of the capacitor DAC along with the
harmonic trap inductor in series in Fig. 4.16. Including an electromagnetic simulation of the
harmonic trap inductor layout, the system noise figure is negligibly impacted by the trap
over a large range of frequencies.
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4.5 Column Cascodes

The capacitive load on a transformer strongly affects the efficiency of a network. In simu-
lation, the capacitive load of the RX balun (set mainly by the DAC output capacitance) is
swept and a matching network is optimized for maximum GA at a single frequency, shown
in Fig. 4.17. The output impedance of the DAC in the first chip was 1.5pF. Lowering the
output capacitance of the DAC to 0.5pF yields a 1.5dB improvement in matching network
GA. As stated in the previous section, available gain increase directly translates to system
noise figure reduction when using a passive mixer first receiver.

Figure 4.17: Matching network efficiency vs. DAC cap.
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Figure 4.18: DAC columns with cascodes.
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Accounting for all capacitances at the RX input, nearly 40% of the total capacitance
of the DAC is due to the output routing lines whose width and spacing is set by space
constraints. Dummy switch devices in the unit cell contribute another 25-30% of the total
output capacitance. The capacitance of the active devices, whose widths are set by current
handling and linearity requirements, only account for approximately 30% of the total RX
loading capacitance. Summing the currents within a column together at a low impedance
node, shown in Fig. 4.18, then buffering this current to the output reduces the routing
capacitance seen by the RX to a small fraction of what it was before and heavily minimizes
the relative contribution of dummy devices due to the large number of active fingers in
these cascodes. Additionally, because of the low 1/gm impedance of the cascodes, the DAC
intermediate node can maintain a high bandwidth, not causing large changes to the code to
current relationship of the current DAC. This has a twofold effect, where the first advantage
is that predistortion becomes simpler, as well as digital cancellation models for the DAC.
Both these advantages make an integrated version of predistortion and digital cancellation
consume less power and area.

4.5.1 Column Cascode Nonlinearity

The dominant distortion mechanism due to the column cascode is a code-dependent rotation
of the constellation. This is because the 1/gm source impedance is, to first order, inversely
proportional to

√
IColumn. The current flowing into the cascode source is a single-pole low-

pass filter, whose bandwidth is dependent on the current draw, or current DAC code, to first
order:

AColumn (s) =
1

1 + skCColumn
√
IColumn

−1 (4.2)

In an extreme case, where the risetime of the column cascode takes a significant portion of
a quarter-period of the LO, the constellation is distorted as shown in Fig. 4.19b. Intuitively,
this can be seen in the time domain, illustrated in Fig. 4.19a, where low codes have a larger
delay due to the low bandwidth of the node, significantly rotating the low magnitude codes
in the constellation. Then as the codes become higher, the incremental reduction in delay
becomes less and less, leveling the rotation off.

As detailed in Section 2.7, with the use of digital predistortion, the only nonlinearities
which the cancellation system is sensitive to are those which create discontinuities in constel-
lation spacing. The column cascode spiral constellation nonlinearity is a smooth one with no
discontinuities, so it only weakly limits cancellation levels. Managing the complexity of the
DAC model is advantageous though, because it allows simpler, lower power consumption,
predistortion blocks to be created. It is therefore useful to mitigate this effect by reducing
the cascode transconductance code dependence. Adding “bleeder” currents to each column
cascode, shown in Fig. 4.20, which forces a minimum cascode current, has a two-fold effect on
reducing cascode nonlinearity. First, it sets a lower-bound on the bandwidth of the cascode
node, meaning that less delay change with code will occur. Second, because the gm has an
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(a) DAC outputs with low bandwidth cas-
code node.

(b) Resulting spiral in constellation.

Figure 4.19: Cascode code-dependent bandwidth.

approximate square-root dependence on current, the incremental change in gm as a function
of current is less at higher currents.
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Figure 4.20: Bleeder currents for column cascodes.

A series of simulations was performed where a cascode source capacitance is assumed
worst-case I/Q nonlinearity, as well as AM-PM distortion is measured, shown in Fig. 4.21.
With 500fF differential capacitance in a column, sizing the 3 current bleeders at 300uA each,
in total 10% of the current for a column, creates acceptable nonlinearity.

A simulation of DNL at this nominal bias point was performed, where a single column’s
current was ramped from zero to maximum, with a 50% duty cycle. In this case, the DNL
maintained at approximately 0.1LSB, as seen in Fig. 4.22.
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Figure 4.21: Simulations of column cascode-induced nonlinearities.
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Figure 4.22: DNL due to column cascode (500fF source cap, 300uA bleeder).

4.5.2 Noise

While nearly all the noise from the unit cell switches circulates due to the high bandwidth of
the tail drain node, the column cascodes do not receive the same benefit because the cascode
sources inherently have low bandwidth. The current-current transfer function for cascode
noise is:

AI (s) =
1

1 + gmR

(1 + sRC)

1 + s RC
1+gmR

(4.3)

This transfer function reduces the column cascode current by more than 20dB at low
frequencies, but the zero in the transfer function is located at ω = (RC)−1, removing this
filtering effect at higher frequencies. While this limited bandwidth is not ideal, one mitigat-
ing factor is that the cascode noise does not offset the noise reduction from thermal noise
feedback. This is because the resonant impedance of the center tap is high only at low



CHAPTER 4. A TRANSCEIVER WITH >64DB TX SIGNAL CANCELLATION AND
THERMAL/PHASE NOISE REJECTION 102

VCASC

FDUPLEX

In,Bleeder

In,Cascode

Figure 4.23: Illustration of cascode and bleeder noise current injection.

frequencies, precisely where the column cascodes achieve good thermal noise circulation, as
shown in Fig. 4.23.
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Figure 4.24: NF with and without feedback for column cascode.

On the other hand, the bleeder current sources have the opposite frequency response to
the cascode noise sources. At high frequencies, the low impedance of the source capacitance
reduces its contribution to the system noise figure, but at low frequencies, nearly all the
bleeder noise current is buffered through the cascodes, going directly to the center tap to
be fed back, shown in Fig. 4.23. Fundamentally, there is a tradeoff between column cascode
linearity and noise from the bleeders, as a higher bias current leads to a lower noise resistance.
In this design, resistors are chosen due to their higher noise resistance as compared with
transistor current sources Eq. (4.4), where for a 1.5V cascode gate supply and a 400mV
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threshold voltage, the resistor produces 3.5x lower noise variance than the current source.
In practice, the noise due to the cascodes and bias resistors alone creates approximately a
2dB NF, degrading the total noise figure by <1dB, shown in Fig. 4.24.

Rn,TransistorMax

Rn,Resistor

=
2

1− VT
VSource

(4.4)

4.6 Measurement Results

The improved system was taped out in the TSMC 65nm process, shown in Fig. 4.25. The
main points of improvement for the second version were noise figure (through the improved
passive network and RX) and TX power handling before compression.

Figure 4.25: Die photo of second version.

A series of measurements were made of the TX/RX isolated board, where the capacitor
DAC code was swept and the S-parameters were measured. A comparison between measured
and simulated S11 with the RX off is shown in Fig. 4.26. The DAC codes shown (0, half,
max) match extremely well to simulated data when small changes from the design point are
made. The “on” capacitance of the DAC in this model is 10% higher than designed (715fF
vs. 650fF), which could be due to unaccounted fringing or bottom plate capacitance in the
devices. The RX balun’s primary inductance is 13% higher than designed for, which was
later found to be due to the inductance of the long routing lines connecting the RX balun
to the output pads.
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Figure 4.26: S11 measurement vs. simulation over capacitor DAC code sweep.

Next, the resonance point of the matching network was found as a function of capacitor
DAC code. Here, the resonance point is defined as the frequency for which the S11 minimum
coincided with the RX LO frequency using a fully real matching admittance. Accordingly,
for a fixed capacitor DAC code, the RX LO frequency is swept and the minimum is S11 at
each FRX is recorded. A plot of the resonance points is shown and compared to simulation in
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Fig. 4.27. In design, the capacitor DAC at the lowest code should have given a resonance of
2GHz, but the differences in the network mentioned earlier caused the measurement results
to lower.
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Figure 4.27: S11 resonance frequency vs. capacitor DAC code.

The S11 of the receiver was measured across different capacitor DAC codes, as shown in
Fig. 4.28. Using codes from 0 to 8 on the capacitor DAC, as well as tuning the receiver’s
imaginary matching admittance, the RX can achieve better than -20dB S11 from 1-1.9GHz.
The highly linear design of the first and second class-AB stages lead to a +25dBm OOB
IIP3 and +5dBm OOB P1dB, shown in Fig. 4.29a and Fig. 4.29b respectively. For IIP3
measurement, two separate tests were done such that the IM3 product would always fall
into the RX passband: one tone is placed at the edge of the passband, and the other is
ramped from FRX to the edge of the passband, then both tones are moved, with one moving
twice as fast as the other such that the IM3 tone stays at the edge of the passband. This
two-phase method accounts for the discontinuity during the switching point.

4.6.1 Phase Noise

A copy from the PCB of Chapter 3, the interface between the chip and the testing PCB
consisted of three pads: TX, RX, and the middle pin between the two baluns. The second
testing PCB was created in two different ways, where one connected the middle pin directly
to the PCB ground plane, while the other did not bond to that pin at all. This is in
contrast to the first PCB which used an 0201 zero-ohm resistor to shunt the middle pin.
The advantage with this method is two-fold: the strongly grounded middle pin provides
significant isolation between the TX and RX, while the reduction in parasitics in the open
allows for a more wideband leakage network. This is evidenced by the measurement of
narrowband noise injected into the TX LO in Fig. 4.30, where even past 100MHz offset from
FTX , the cancellation of phase noise is >20dB.
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Figure 4.28: Measured S11 versus frequency with capacitor DAC tuning.
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Figure 4.29: RX linearity metrics.

4.6.2 Noise With Cancellation

In measurement, this chip had a 15dB noise figure for +16dBm TX output power cancelled
for 40MHz duplex spacing, shown in Fig. 4.31.
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Figure 4.30: Improved phase noise cancellation bandwidth.

Figure 4.31: Breakdown of noise vs. cancellation power.

4.6.3 RX Compression With Cancellation

Gain compression was measured for 4 different frequency offsets: in-band, 40MHz, 80MHz,
and 120MHz spacing. The results are given in Fig. 4.32. Compared with the previous chip,
approximately 5dB higher TX power is able to be handled, owing to the large linearity
increase, as well as harmonic rejection, of the new receiver. A separate measurement was
done of the compression for in-band full-duplex using a circulator, where +13.5dBm TX
power was handled before compressing. The circulator’s isolation was 20dB in the TX band,
but the higher harmonics not being filtered is likely the reason for compression at only 10dB
higher than the in-band measurement without the circulator.

Gain compression due to harmonics is a plausible explanation for the limited linearity of
this system. In Fig. 4.33, a capacitor DAC code was fixed and the TX LO frequency was
swept around F0,LC , where this frequency is the resonance of the capacitor DAC and the
series inductor, which form a harmonic trap. As shown, the third harmonic is suppressed
around these frequencies, but the fifth remains high. At the signal levels recorded for 1dB
compression, the third and fifth can plausibly be the main sources of compression. To further
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Figure 4.32: Gain compression vs. TX power.

demonstrate this, at a 1MHz duplex spacing (such that third and fifth harmonics would fall
in-band), the TX was cancelled up to the signal level for 1dB compression. Then, the third
and fifth harmonic powers at the output of the RX were measured, shown in Fig. 4.34.
Finally, the RX signal gain was measured without any extra signals added and compared
with the case where third and fifth harmonic signals were injected at the antenna, with a
power level to match the output referred levels with the TX on. This also produced 1dB gain
compression, proving that it is the uncancelled harmonics which cause gain compression.
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Figure 4.33: RX input harmonic power normalized to fundamental.
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Figure 4.34: Harmonic compression testing setup.

4.6.4 Comparison With Prior Art

Comparing this work with prior art with similar power handling capabilities, this system
achieves >20dB modulated data frontend cancellation, and a competitive NF with cancella-
tion and without any external isolation. Furthermore, 25-30dB of backend digital cancella-
tion brings the potential system cancellation to >90dB.

This Work Yang,
RFIC 2016
[51]

Zhou,
ISSCC
2015 [40]

Technology 65nm 65nm 65nm
Frequency (GHz) 1.0-2.0 0.3-1.6 0.8-1.5
Frontend Cancellation (dB) 64 25 40
Backend Cancellation (dB) 25-30 - -
PTX , 1dB compression
(dBm)

+171 +141 +151

RX NF (dB) 7-15.42 11-161 4.8-6.31

External Cancellation (dB) 0 0 35
1 FDuplex = 115MHz
2 FDuplex = 40MHz

Table 4.1: Comparison with prior art.
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Chapter 5

Conclusion

5.1 Thesis Summary

It is no longer sustainable for a phone to work in a small region of the world. Instead,
phones which can achieve high LTE datarates across the globe are highly desired. This is
made difficult due to the large number of global LTE FDD bands, which necessitate a high
degree of isolation between the TX and RX at closely spaced bands. The current state of
the art in phones requires the use of many discrete filters for each of these bands, which are
costly and require extra space on the circuit board.

An additional source of interference is the large number of separate communication pro-
tocols which use the same frequency ranges, and the push towards multi-mode transceiver
chips. Here, multiple standards could communicate at the same time at very closely spaced
frequencies, just like in the case of FDD, once again requiring large self-interference suppres-
sion due to the close proximity between the transceivers.

This work, along with [48], proposes a frequency-flexible self-interference cancellation
architecture which can cancel record high TX power without compressing the receiver. This
architecture exploits a series connection between the transmitter and receiver, with a replica
current source shunting the current normally flowing through the receiver. This architecture
provides low insertion loss for both the TX and RX, due to this TX signal virtual ground.
The use of a current-steering RF-DAC additionally supports a wide range of leakage channels,
where nonlinear predistortion may be used to account for nonidealities in the TX or DAC,
arbitrarily long FIR filters may be applied to suppress TX signals over a wide range of VSWR
and reflection conditions.

Furthermore, it is not simply enough to cancel the TX signal leaking to the RX such
that the receiver does not compress; the RX-band interference due to the TX and DAC
can be a strong desensitization mechanism if not accounted for. In this work, the main
sources of desensitization are TX phase noise, DAC thermal noise, and TX/DAC quantization
noise. Phase noise, proportional to PTX , is the most significant non-determinstic interference
mechanism, but this work has shown that wideband feedforward cancellation of TX phase
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noise using the DAC is possible if care is taken in creating the LO distribution networks for
the TX and DAC such that most of the phase noise is shared between them. Thermal noise,
proportional to

√
PTX , is not as strong as phase noise, but may still be mitigated by the

use of a feedback cancellation technique. Quantization noise is the most significant source
of interference when transmitting modulated data, but it is a deterministic effect and can
be significantly lowered with a digital predictive model for quantization noise propagation
through the transceiver.

5.2 Future Directions

As shown in this thesis, as well as [48], a current-steering RF-DAC is an attractive solution
for high-power TX cancellation, but there is room for improvement. Most notably, further
harmonic traps may be used to reduce the uncancelled fifth and higher harmonics to push
the linearity of the transceiver to higher TX powers. An additional option is the use of
a harmonic cancelling architecture for both the TX and DAC, similar to those of [66, 67,
44], in order to cancel the harmonics at the output of each device, obviating the need for
resonant traps. Furthermore, the digital backend cancellation detailed in this work shows
a large amount of potential for further research. Finally, due to the lack of need for high
dynamic linearity to achieve good analog cancellation, one could adpot a class-B cancellation
DAC to achieve power savings with modulated data.
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