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Abstract

Polynomial Proof Systems, Effective Derivations, and their Applications in the
Sum-of-Squares Hierarchy

by
Benjamin Weitz
Doctor of Philosophy in Computer Science
University of California, Berkeley

Professor Prasad Raghavendra, Chair

Semidefinite programming (SDP) relaxations have been a popular choice for approximation
algorithm design ever since Goemans and Williamson used one to improve the best approx-
imation of MAX-CUT in 1992. In the effort to construct stronger and stronger SDP relax-
ations, the Sum-of-Squares (SOS) or Lasserre hierarchy has emerged as the most promising
set of relaxations. However, since the SOS hierarchy is relatively new, we still do not know
the answer to even very basic questions about its power. For example, we do not even know
when the SOS SDP is guaranteed to run correctly in polynomial time!

In this dissertation, we study the SOS hierarchy and make positive progress in under-
standing the above question, among others. First, we give a sufficient, simple criteria which
implies that an SOS SDP will run in polynomial time, as well as confirm that our criteria
holds for a number of common applications of the SOS SDP. We also present an example
of a Boolean polynomial system which has SOS certificates that require 2°0vV" time to find,
even though the certificates are degree two. This answers a conjecture of [54].

Second, we study the power of the SOS hierarchy relative to other symmetric SDP re-
laxations of comparable size. We show that in some situations, the SOS hierarchy achieves
the best possible approximation among every symmetric SDP relaxation. In particular, we
show that the SOS SDP is optimal for the MATCHING problem. Together with an SOS lower
bound due to Grigoriev [32], this implies that the MATCHING problem has no subexponen-
tial size symmetric SDP relaxation. This can be viewed as an SDP analogy of Yannakakis’
original symmetric LP lower bound [72].

As a key technical tool, our results make use of low-degree certificates of ideal membership
for the polynomial ideal formed by polynomial constraints. Thus an important step in our
proofs is constructing certificates for arbitrary polynomials in the corresponding constraint
ideals. We develop a meta-strategy for exploiting symmetries of the underlying combinatorial
problem. We apply our strategy to get low-degree certificates for MATCHING, BALANCED
CSP, TSP, and others.
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Chapter 1

Introduction

1.1 Combinatorial Optimization and Approximation

Combinatorial optimization problems have been intensely studied by mathematicians and
computer scientists for many years. Here we mean any computational task which involves
maximizing a function over some discrete set of feasible solutions. The function to maximize
is given as input to an algorithm, which attempts to find the feasible solution which achieves
the best value. Here are a few examples of problems which will appear repeatedly throughout
this thesis:

Example 1.1.1. The MATCHING problem is, given a graph G = (V, E), compute the size
of the largest subset F' C E such that any two edges eq, e5 € F' are disjoint.

Example 1.1.2. The TRAVELING SALESPERSON, or TSP problem is, given a set of points
X and a distance function d : X x X — R, , compute the least distance traveled by any tour
which visits every point in X exactly once and returning to the starting point.

Example 1.1.3. The ¢-BALANCED CSP problem is, given Boolean formulas ¢4, ..., ¢,
compute the largest number of ¢4, ..., ¢, that can be simultaneously satisfied by an assign-
ment with a c-fraction of variables assigned true.

Computer scientists initially began studying combinatorial optimization problems be-
cause they appear frequently in both practice and theory. For example, TSP naturally
arises when trying to plan school bus routes and MATCHING clearly emerges when trying
to match medical school graduates to hospitals for residency. Unfortunately for the school
bus driver, solving TSP has proven to be exceedingly difficult because optimizing such
routes is NP-hard [43]. Indeed, almost all combinatorial problems of interest are NP-hard
(MATCHING is a notable exception), and are thus believed to be computationally intractable.
The barrier of NP-hardness for solving these problems has been in place since the 1970s.

In an attempt to overcome this roadblock, the framework of approximation algorithms
emerged a few years later in 1976 [64]. Rather than trying to exactly solve TSP by finding
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the route that minimizes the distance traveled, an approximation algorithm attempts to find
a route that is not too much longer than the minimum possible route. For example, maybe
the algorithm finds a route that is guaranteed to be at most twice the length of the minimum
route, even though the minimum route itself is impossible to efficiently compute. A wide
variety of algorithmic techniques have been brought to bear on approximation problems. In
this work we will focus on writing convex relaxations for combinatorial problems in order to
approximate them.

1.2 Convex Relaxations

A popular strategy in approximation algorithm design is to develop convex relaxations for
combinatorial problems, as can be seen for example in [28, 70, 2, 48]. Since the solution
space for combinatorial problems is discrete, we frequently know of no better maximization
technique than to simply evaluate a function on every point in the space. However, if we
embed the combinatorial solutions somehow in a continuous space and the combinatorial
function as a continuous function f, we can enlarge the solution space to make it convex.
The enlarged space is called the feasible region of the convex relaxation. If we choose our
feasible region carefully, then standard convex optimization techniques can be applied to
optimize f over it. Because the new solution space is larger than just the set of discrete
solutions, the value we receive will be an overestimate of the true discrete maximum of f. We
want the convex relaxation to be a good approximation in the sense that this overestimate
is not too far from the true maximum of f.

Example 1.2.1 (Held-Karp relaxation for TSP). Given an instance of TSP, i.e. distance
function d : [n] x [n] = R, for every tour 7 (a cycle which visits each i € [n] exactly once),
let (x;)i; = 1 if 7 visits j immediately after or before i. Each x, is an embedding of a tour

T in R(g) Then

K=<z |VSCn]: Z Ty > 2,Vij 10 <w; <1
(i,j)ESxS

and the function f =), ;T 1S a convex relaxation for TSP. In fact, when d is a metric,
ming f is at least 2/3 the true minimum.

Proving that a relaxation is a good approximation is usually highly non-trivial, and is
frequently done by exhibiting a rounding scheme. A rounding scheme is an algorithm that
takes a point in the relaxed body and maps it to one of the original feasible solutions for the
combinatorial problem. Rounding schemes are designed so that they output a point with
approximately the same value, i.e. within a multiplicative factor of p. This implies that
minimizing over the relaxed body gives an answer that is within a factor of p of minimizing
over the discrete solutions. As an example, Christofides’ approximation for TSP [19] can



CHAPTER 1. INTRODUCTION 3

be interpreted as a rounding algorithm for the Held-Karp relaxation which achieves an
approximation factor of 3/2.

In this thesis we will consider a particular kind of convex relaxation, called a semidefinite
program (SDP). In an SDP, the enlarged convex body is the intersection of an affine plane
with the cone of positive semidefinite (PSD) matrices, that is, the set of symmetric matrices
which have all non-negative eigenvalues. The Ellipsoid Algorithm (a detailed history of
which can be found in [1]) can be used to optimize a linear function over convex bodies
in time polynomial in the dimension' so long as there is an efficient procedure to find a
separating hyperplane for points outside the body. If a matrix is not PSD, then it must have
an eigenvector with a negative eigenvalue. This eigenvector forms a separating hyperplane,
and since eigenvector computations can be performed efficiently, the Ellipsoid Algorithm can
be used to efficiently optimize linear functions over the feasible regions of SDPs.

SDPs are generalizations of linear programs (LPs), which are convex relaxations whose
feasible regions are the intersection of an affine plane with the non-negative orthant. LPs
have enjoyed extensive use in approximation algorithms (see [71] for an in-depth discussion).
Since the non-negative orthant can be obtained as a linear subspace of the PSD cone (the
diagonal of the matrices), SDPs should be able to provide stronger approximation algorithms
than LPs.

SDPs first appeared in [49] as a method to study approximation of the INDEPENDENT SET
problem. The work of [28] catapulted SDPs to the cutting edge of approximation algorithms
research when the authors wrote an SDP relaxation with a randomized rounding algorithm
for the MAX CuT problem, achieving the first non-trivial, polynomial-time approximation.
We now know that this result separates SDPs from LPs, as [15] implies that any LP relaxation
achieving such approximation for MAX CUT must be exponential size. In fact, the SDP of
[28] is so effective for this problem that it remains the best polynomial-time approximation
for MAX CuUT we know, even decades years later. Since then SDPs have seen a huge amount
of success in the approximation world for a wide variety of problems, including clustering
[56], tensor decomposition [68], VERTEX COVER [41], SPARSEST CUT [2], graph coloring [17],
and especially constraint satisfaction problems (CSPs) [26, 33, 16]. In fact, if a complexity
assumption called the Unique Games Conjecture [44] is true, then the work of Raghavendra
[59] implies that SDP relaxations provide optimal approximation algorithms for CSPs; to
develop a better algorithm would prove P=NDP.

The success of SDPs has prompted significant investigation into the limits of their power.
For Boolean combinatorial problems, in principle one could write an SDP with an exponential
number of variables that exactly solves the problem. However, such an SDP would not
be of much use since even the Ellipsoid Algorithm would require an exponential amount
of time to solve the SDP. The study of lower bounds for SDPs has thus been focused on
proving that approximating a combinatorial problem requires an SDP with a large number of

I Actually the runtime of the Ellipsoid Algorithm also depends polynomially on log R, where R is the
radius of the smallest ball intersecting the feasible region of the SDP. This technical requirement is usually
not an issue for most SDPs, but it will turn out to be important for studying the SOS hierarchy, which will
see a bit later.
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variables. This can be seen as a continuation of the work on LP lower bounds of Yannakakis
[72], in which he proved that the MATCHING problem has no symmetric LP relaxation of
subexponential size. The symmetric requirement was finally dropped 25 years later by [63],
and more asymmetric lower bounds were given in [24] for TSP and [15] for CSPs. However,
SDP relaxations are fairly new compared to LP relaxations, and there are significantly
fewer examples of strong SDP lower bounds. The existence of 0/1 polytopes that require
exponential-size exact SDP relaxations is proven in [11]. In [23] and [47] the authors provide
exponential symmetric SDP lower bounds for CSPs, and [46] are able to drop the symmetry
requirement, again for CSPs.

1.3 Sum-of-Squares Relaxations

There is a particular family of SDP relaxations which has received a great deal of atten-
tion recently as a promising tool for approximation algorithms. Called the Sum-of-Squares
(SOS) or Lasserre relaxations, they first appeared in [66, 55, 45] as a sequence of SDPs that
eventually exactly converge to any 0/1 polytope. They have recently formed the foundation
of algorithms for many different problems, ranging from tensor problems [68, 4, 37, 57] to
Independent Set [18], Knapsack [42], and CSPs and TSP [61, 47]. There has even been
hope among computer scientists that the SOS relaxations could represent a single, unified
algorithm which achieves optimal approximation guarantees for many, seemingly unrelated
problems [5]. We give a brief description of the SOS relaxations here and give a more precise
definition in Section 2.6.

We consider a polynomial embedding of a combinatorial optimization problem, i.e. there
are sets of polynomials P and Q such that solving

max r(x)
s.t. p(x) =0,Vp e P
q(z) = 0,¥q € Q

is equivalent to solving the original combinatorial problem. This is not unusual, and indeed
every combinatorial optimization problem has such an embedding. One way to solve such an
optimization problem is to pick some 6 and check if §# — r(x) is non-negative on the feasible
points. If we can do this, then by binary search we can compute the maximum of r quickly.
But how can we check if § — r(x) is non-negative? The SOS relaxations attempt to express
0 — r(z) as a sum-of-squares polynomial, modulo the constraints of the problem. In other
words, they try to find a polynomial identity of the form

EUCEDSCEES 9 poLAR) FERD wVENE

qeQ J peP

for some polynomials {h;}, {hg;}, {N\p}. We call such an identity an SOS proof of non-
negativity for § — r(z). If such an identity exists, then certainly # — r(x) is non-negative on
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any z satisfying the constraints. Unless we hope to break the NP-hardness barrier, looking
for any such identity is intractable, so we consider relaxing the problem to checking for the
existence of such an identity that uses only polynomials up to degree 2d. The existence of a
degree 2d identity turns out to be equivalent to the feasibility of a certain SDP of size n®@
(see Section 2.6 for specifics), which we call the degree-d or dth SOS SDP.

While the SOS relaxations have been popular and successful, they are still relatively
new, and so our knowledge about them is far from complete. There are even very basic
questions about them for which we do not know the answer. In particular, we do not even
know when we can solve the SOS relaxations in polynomial time! Because the dth SOS
relaxation is a semidefinite program of size n®@ | it is often claimed that any degree-d proof
can be found in time polynomial in n®® via the Ellipsoid algorithm. However, this claim
was debunked very recently by Ryan O’Donnell in [54]. He noted that complications could
arise if every proof of non-negativity involves polynomials with extremely large coefficients,
and furthermore, he gave an explicit example showing that it is possible for this to occur.
Resolving this issue is of paramount importance, as the SOS relaxations lie at the heart of
so many approximation algorithms. In this dissertation, we continue this line of work with
some positive and negative results discussed in Section 1.5.

Another open area of research is investigating the true power of the SOS relaxations.
Since we know SOS relaxations provide good approximation for so many computational
problems; it is natural to continue to apply them to new problems. This is a worthy pursuit,
but not one that will be explored in this work. An alternative approach would be to try to
identify for which problems the SOS relaxations do not provide good approximations. For
any Boolean optimization problem, if d is large enough, then the dth SOS relaxation will solve
the problem exactly. However, if d is too large, then the SDP will have a super-polynomial
number of variables, so that even the Ellipsoid Algorithm cannot solve it in polynomial
time. Thus as for general SDP lower bounds, it is common to rephrase this question by
giving a lower bound on the degree of the SOS relaxation required to achieve a good enough
approximation. The degree-d SOS relaxation is size n®@, so if d is super-constant then the
size of the SDP is super-polynomial. This area of research has been much more fruitful than
general SDP lower bounds, as the SOS relaxations are concrete objects which are more easily
reasoned about. In [32], Grigoriev gives a linear degree lower bound against the MATCHING
problem. A sequence of results [52, 21, 60, 36, 6] all give lower bounds against the PLANTED
CLIQUE problem. SOS lower bounds for DENSEST k-SUBGRAPH are given in [8]. Different
CSP problems are considered in [65, 58, 27, 69, 46]. Proving more lower bounds is also a
noble goal, but this thesis will focus on a slightly different evaluation of the effectiveness of
the SOS relaxations.

Rather than evaluating the SOS relaxations by how good an approximation they achieve
in the absolute sense, we will be evaluating them relative to other SDPs. In particular, we will
explore whether or not there exist other SDPs which perform better than the SOS relaxations.
Previously, [47, 46] proved that the SOS relaxations provide the best approximation among
SDPs of a comparable size for CSPs. We will explore the more restricted setting of [47],
where the other SDP relaxations we measure against must be symmetric in some sense, i.e.
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respect the natural symmetries of the corresponding combinatorial optimization problem
(see Section 2.7 for details).

1.4 Polynomial Ideal Membership and Effective
Derivations

In order to study the SOS relaxations, in this dissertation we use as a technical tool polyno-
mial proof systems and the existence of low-degree polynomial proofs. Here we introduce a
bit of background on these tools. The polynomial ideal membership problem is the follow-
ing computational task: Given a set of polynomials P = {pi,...,p,} and a polynomial r,
we want to determine if 7 is in the ideal generated by P or not, denoted (P). This prob-
lem was first studied by Hilbert [35], and has applications in solving polynomial systems
[20] and polynomial identity testing [3]. The theory of Grébner bases [12] originated as a
method to solve the membership problem. Unfortunately, the membership problem is EX-
PSPACE-hard to solve in general [51, 38]. Luckily this will not impede us too much, since
we will be studying this problem for the very special instances that correspond to common
combinatorial optimization problems.

The membership problem is easily solvable if there exist low-degree proofs of membership
for the ideal (P). Note that r € (P) if and only if there exists a polynomial identity

r(z) =) Ap(@)p(x)

peEP

for some polynomials {\, | p € P}. We call such a polynomial identity a derivation or proof
of membership for r from P. If we had an a priori bound on the degree required for this
identity, we could simply solve a system of linear equations to determine the coefficients of
each \,. The Effective Nullstellensatz [34] tells us that we can take d < (deg )27 This
bound is not terribly useful, because we would need to solve an enormous linear system.
This is unavoidable in general because of the EXPSPACE-hardness, but in specific cases
we could hope for a better bound on d. In particular, the polynomial ideals that arise
from combinatorial optimization problems frequently have nice properties that make them
much more reasonable than arbitrary polynomial ideals. For example, these ideals are often
Boolean (and thus have finite solution spaces) and highly symmetric. In these cases, we
could hope for a much better degree bound.

This problem has been studied in [7, 14, 31, 13], mostly in the context of lower bounds. In
these works the problem is referred to as the degree of Nullstellensatz proofs of membership
for r. In this work we will continue to study this problem, however we will be mostly
interested in upper bounds on the required degree. We will be able to use the existence of
low-degree Nullstellensatz proofs for combinatorial ideals to study the SOS relaxations.
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1.5 Contribution of Thesis

In the first part of this thesis, to set the stage for analyzing the SOS relaxations, we give
upper bounds on the required degree for Nullstellensatz proofs for many ideals arising from
a number of combinatorial problems, including MATCHING, TSP, and BALANCED CSP. In
particular, we prove that if P is a set of polynomials corresponding to MATCHING, TSP,
or BALANCED CSP and r € (P),? then r has a Nullstellensatz proof degree at most k degr
for £k < 3. This implies that the polynomial ideal membership problem for these ideals has
a polynomial-time solution. We achieve results for so many different ideals because we de-
velop a meta-strategy which exploits the symmetries present in the underlying combinatorial
optimization problems in order to give good upper bounds.

Recall that the Ellipsoid Algorithm can be used to solve the SOS relaxations in polyno-
mial time so long as the bit complexity of the SOS proof it is trying to find is polynomially
bounded. The second part of the thesis is devoted to studying this problem of bit complexity
in SOS proofs. Our main contribution is to show that SOS proofs for PLANTED CLIQUE,
Max CSP, TSP, BISECTION, and some others can be taken to have polynomial bit com-
plexity. This implies that SOS relaxations for these problems do indeed run in polynomial
time, patching a potential problem with several known approximation algorithms. We prove
this result by giving a set of criteria for the constraints P and Q, one of which is that any
polynomial r € (P) has Nullstellensatz proofs of bounded degree. This partially motivates
our study of Nullstellensatz proofs. On the negative side, we provide an example of a set of
polynomials P containing Boolean constraints and a polynomial r which has a degree-two
SOS proof of non-negativity, but every SOS proof up until degree Q(y/n) requires coeffi-
cients of size roughly 22V This refutes a conjecture of [54] that simply containing Boolean
constraints suffices for polynomial bit complexity.

The final part of the thesis investigates the power of the SOS relaxations, especially for
the MATCHING problem. In particular, we prove the SDP version of Yannakakis’ LP lower
bound for MATCHING: The MATCHING problem has no subexponential-size symmetric SDP
achieving a non-trivial approximation. We prove this by extending the techniques of [47] to
MATCHING and show that the degree-d SOS relaxation achieves the best approximation of
any symmetric SDP of about the same size. Together with the SOS lower bound of Grigoriev
[32], this gives us the exponential lower bound. We prove a similar SOS optimality result for
TSP and BALANCED CSP, but there are no currently known SOS lower bounds for these
problems.

1.6 Organization of Thesis

Chapter 2 will contain preliminary and background discussion on mathematical concepts
needed. We will precisely define many of the objects discussed in this introduction, including

2Technically, for c-BALANCED CSP we also require that degr < ¢. This is due to a specific obstruction
for higher degree polynomials, and the details are in Section 3.5.
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combinatorial optimization problems, SDP relaxations, and the SOS relaxations themselves.
In Chapter 3 we will discuss low-degree proofs of membership and compile a (non-exhaustive)
list of combinatorial optimization problems which admit such proofs. In Chapter 4, we
discuss the bit complexity of SOS proofs, and show how low-degree proofs can be used
to prove the existence of SOS proofs with small bit complexity. In Chapter 5 we discuss
the optimality of the SOS relaxations, and show how this implies an exponential size lower
bound for approximating the MATCHING problem. Finally, in Chapter 6 we discuss a few
open problems continuing the lines of research of this thesis.



Chapter 2

Preliminaries

In this chapter we define and discuss the basic mathematical concepts needed for this dis-
sertation.

2.1 Notation

In this section we clarify the basic notation that will be used throughout this thesis. We will
use [n] for the set {1,2,...,n}, and [(})] for the set {(i, ) | i,5 € [n],i # j}. For two vectors
uw and v, we use u - v to denote the inner product ), u;v;. For a matrix A, we use AT to
denote the transpose of A. For matrices A and B with the same dimensions, we use A- B or
(A, B) to denote the inner product Tr[AB"] = >~ A;;B;;. We will also use - to emphasize
multiplication. We use R, to denote the space of positive reals, and R™*" to denote the
space of m x n matrices. We use S™ to denote the space of n X n symmetric matrices.

Definition 2.1.1. A matrix A € S" is called positive semidefinite (PSD) if any of the
following equivalent conditions holds:

e v Av > 0 for every v € R™.

o A=>" Nvu] for some \; >0 and v; € R™.
e Every eigenvalue of A is non-negative.

e A- B > 0 for every positive semidefinite B.

We use S} to denote the space of positive semidefinite n x n matrices, and we write A = 0
interchangeably with A € S}. If every eigenvalue of A is positive, then we say A is positive
definite and write A > 0. The set of positive definite matrices is the interior of the set of
positive semidefinite matrices.

For any matrix or vector, we use || - || to denote the maximum entry of that matrix or
vector, often represented || ||o in other works. In this thesis we will not use any other norms,
so we find it most convenient to just omit the subscript.
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We use R[zy,...,x,] to denote the space of polynomials on variables z1,...,z,, and
R[z1,...,2,]q for the space of degree d polynomials. For a fixed integer d to be understood
from context and a polynomial p of degree at most d, let N = (”+j_1). We use p for the
element of RY which is the vector of coefficients of p up to degree d. We use x®9 to denote
the vector of monomials such that p(z) = p - x4,

If p is a polynomial of degree at most 2d, then we also use p for an element of RV*¥ such
that p(z) = p-x®4(x®9)T. Since multiple entries of x®4(x®4)T" are equal, there are multiple
choices for p, for concreteness we choose the one that evenly distributes the coefficient over
the equal entries. Now p = Y. ¢? for some polynomials ¢; if and only if p = >, ¢:¢/, i.e.
p € SY. We use ||p|| to denote the largest absolute value of a coefficient of p. If P is a set of
polynomials, then ||P| = max,ep ||p|.

2.2 Semidefinite Programming and Duality

In order to explore the power of the Sum-of-Squares relaxations, first we need to explain
what a semidefinite program is. In this section we define semidefinite programs and their
duals, which are also semidefinite programs.

Definition 2.2.1. A semidefinite program (SDP) of size d is a tuple (C, {A;, b;}™,) where
C, A; € R¥™4 for each i, and b; € R for each i. The feasible region of the SDP is the set
S={X|Vi: A -X=0b,X € Si}. The value of the SDP is maxycs C - X.

Fact 2.2.2. There is an algorithm (referred to as the Ellipsoid Algorithm in this thesis) that,
giwven an SDP (C,{A;,b;}™,) whose feasible region S intersects a ball of radius R, computes

the value of that SDP up to accuracy € in time polynomial in d, max; (log || A;||,log|b:]),
log |C]|, log R, and <.

Definition 2.2.3. The dual of an SDP (C,{A4;,b;}",) is the optimization problem (with
variables (y, S)):

minb -
y,S 4

S > 0.
The value of the dual is the value of the optimum b - y*.

The following is a well-known fact about strong duality for SDPs, due to Slater [67].

Lemma 2.2.4 (Slater’s Condition). Let P be the SDP (C,{A;,b;}",) and let D be its dual.
If X is feasible for P and (y,S) is feasible for D, then C'- X < b-y. Moreover, if there erists
a strictly feasible point X for P or (y,S) D, that is, a feasible X with X > 0 or a feasible
(y,S) with S >0, then val P = val D.
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2.3 Polynomial Ideals and Polynomial Proof Systems

We write p(z) or sometimes just p for a polynomial in R[zy,...,x,], and P for a set of
polynomials. We will often also use ¢ and r for polynomials and Q for a second set of
polynomials.

Definition 2.3.1. Let P, Q be any sets of polynomials in R[zy,...,x,], and let S be any
set of points in R".

o Wecall V(P) ={z € R" | Vp € P: p(x) = 0} the real variety of P.

e We call H(Q) ={z € R" | Vg € Q:q(x) > 0} the positive set of Q.

o Wecall I(S)={p € R[z1,...,2,) | Vx € S:p(x) =0} the vanishing ideal of S.

e We denote (P) = {q € R[z1,...,2,] | IN,(x) : ¢ = )_ cp Ap - p} for the ideal generated
by P.

e We call P complete if (P) = I(V(P)).

e If P is complete, then we write p; = py mod (P) if p; — ps € (P) or, equivalently, if

pi(a) = pa(a) for cach a € V(P).

Grobner bases are objects first considered in [12] as a way to determine if a polynomial
r is an element of (P). We define them here and include some of their important properties.

Definition 2.3.2. Let > be an ordering on monomials such that, for three monomials u, v,
and w, if u > v then ww > vw. We say that P is a Grobner Basis for (P) (with respect to
=) if, for every r € (P), there exists a p € P such that the leading term of r is divisible by
the leading term of p.

Example 2.3.3. Consider the polynomials on n variables z1, ..., z, and let > be the degree-
lexicographic ordering, so that for two monomials u, and v, u = v if the vector of degrees of
u is larger than the vector of v in the lexicographic ordering. Then P = {z? — x; | i € [n]}
is a Grobner Basis. The proof is in the proof of Corollary 3.1.2.

If P is a Grobner basis, then it is a nice generating set for (P) in the sense that it is
possible to define a multivariate division algorithm for (P) with respect to P.

Definition 2.3.4. Let > be an ordering of monomials such that if zy > zy then zpxy >
ryrw. We say a polynomial q is reducible by a set of polynomials P if there exists a p € P
such that some monomial of ¢, say coxg, is divisible by the leading term of p, cpxp. Then
a reduction of ¢ by P is q — Z—IQD.’ﬂQ\p - p. We say that a total reduction of ¢ by P is a
polynomial obtained by iteratively applying reductions until we reach a polynomial which is
not reducible by P.
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In general the total reductions of a polynomial ¢ by a set of polynomials P is not unique
and depends on which polynomials one chooses from P to reduce by, and in what order.
So it does not make much sense to call this a division algorithm since there is not a unique
remainder. However, when P is a Grobner basis, there is indeed a unique remainder.

Proposition 2.3.5. Let P be a Grébner basis for (P) with respect to »-. Then for any
polynomial q, there is a unique total reduction of q by P. In particular if ¢ € (P), then the
total reduction of q by P is 0. The converse is also true, so if P is a set of polynomials such
that any polynomial g € (P) has unique total reduction by P equal to 0, then P is a Grébner
basis.

Proof. When we reduce a polynomial ¢ by P, the resulting polynomial does not contain one
term of ¢, since it was canceled via a multiple of p for some polynomial p € P. Because it was
canceled via the leading term of p, no higher monomials were introduced in the reduction.
Thus as we apply reduction, the position of the terms of ¢ monotonically decrease. This
has to terminate at some point, so there is a remainder r which is not reducible by P. To
prove that r is unique, first notice that the result of total reduction is a polynomial identity
q = p+r, where p € (P) and r is not reducible by P. If there are multiple remainders
g = p1+r and ¢ = py + ro, then clearly r; — ro = po — p1 € (P). By the definition of
Grobner Basis, r; — 7o must have its leading term divisible by the leading term of some
p € P. But the leading term of r; — ro must come from either r; or ry, neither of which
contain terms divisible by leading terms of any polynomial in P. Thus r; — r, = 0.

For the converse, let ¢ € (P), and note again that any reduction of ¢ by a polynomial in
P does not include higher monomials than the one canceled. Since the only total reduction
of ¢ is 0, its leading term has to be canceled eventually, so it must be divisible by the leading
term of some polynomial in P. O

Testing Zero Polynomials

This section discusses how to certify that a polynomial r(z) is zero on all of some set S. In
the main context of this thesis, we have access to some polynomials P such that S = V(P).
When P is complete, testing if r is zero on S is equivalent to testing if » € (P). One obvious
way to do this is to simply brute-force over the points of V(P) and evaluate r on all of them.
However, we are mostly interested in situations where the points of V(P) are in bijection
with solutions to some combinatorial optimization problem. In this case, there are frequently
an exponential number of points in V(P) and this amounts to a brute-force search over this
space. If P is a Grobner basis, then we could also simply compute a total reduction of r by
P and check if it is 0. However, Grobner bases are often very complicated and difficult to
compute, and we do not always have access to one. We want a more efficient certificate for
membership in (P).
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Definition 2.3.6. Let P = {p1,p2, ..., pn} be aset of polynomials. We say that r is derived
from P in degree d if there is a polynomial identity of the form

r(z) = Z)\,-(:c) - pi(z),

and max; deg(\; - p;) < d. We often call this polynomial identity a Nullstellensatz (HN)
proof, derivation, or certificate from P. We also write r; =4 ro if 71 — o has a derivation
from P in degree d. We write (P)y for the polynomials with degree d derivations from P
(not the degree d polynomials in (P)!).

The following is an important result which connects derivations to the feasibility of a
polynomial system of equations.

Lemma 2.3.7 (Hilbert’s Weak Nullstellensatz [35]). 1 € (P) if and only if there is no
a € C" such that p(a) = 0 for every p € P, i.e. P is infeasible.

A derivation of 1 from P is called an HN refutation of P. It is a study of considerable
interest to bound the degree of refutations for various systems of polynomial equations [7,
14, 31, 13]. However, in this thesis we will primarily concern ourselves with feasible systems
of polynomial equations, so we will mostly use the Nullstellensatz to argue that the only
constant polynomial in (P) is the zero polynomial.

The following lemma is an easy but important fact, which we will use to construct
derivations in Chapter 3.

Lemma 2.3.8. If qo =4, (1 and q1 =g, 2, then qy =4 q2 where d = max(dy, dy).
Proof. We have the polynomial identities

4 — qiv1 = ZAip P
peEP

for i = 0 and i = 1. Adding the two identities together gives a derivation for gy — ¢2. The
degrees of the polynomials appearing in derivation are clearly bounded by max(d;,ds). [

The problem of finding a degree-d HN derivation for r can be expressed as a linear
program with n?|P| variables, since the polynomial identity is linear in the coefficients of
the \;. Thus if such a derivation exists, it is possible to find efficiently in time polynomial
in n|P|, log ||P|| and log||r|. These parameters are all polynomially related to the size
required to specify the input: (r,P,d).

Definition 2.3.9. We say that P is k-effective if P is complete and every polynomial p € (P)
of degree d has a HN proof from P in degree kd.

When P is k-effective for constant k, if we ever wish to test membership in (P) for some
polynomial r, we need only search for a HN proof up to degree k degr, yielding an efficient
algorithm for the membership problem (this is polynomial time because the size of the input
ris O(ndesr)).
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Testing Non-negative Polynomials with Sum of Squares

Testing non-negativity for polynomials on a set S has an obvious application to optimization.
If one is trying to solve the polynomial optimization problem

max r(z)
s.t. p(r) =0,Vp e P
q(z) = 0,¥q € Q,

then one way to do so is to iteratively pick a 6 and test whether 6 — r(x) is positive on
S =V(P)N H(Q). If we perform binary search on 6, we can compute the maximum of r
very quickly. One way to try and certify non-negative polynomials is to express them as
sums of squares.

Definition 2.3.10. A polynomial s(z) € R[zy,...,x,] is called a sum-of-squares (or SOS)
polynomial if s(xz) = Y, hZ(z) for some polynomials h; € Rzy,...,z,]. We often use s(x)
to denote SOS polynomials.

Clearly an SOS polynomial is non-negative on all of R”. However, the converse is not
always true.

Fact 2.3.11 (Motzkin’s Polynomial [53]). The polynomial p(z,y) = zty? + 2?y* — 32%y* + 1
1s non-negative on R™ but is not a sum of squares.

Because our goal is to optimize over some set S, we actually only care about the non-
negativity of a polynomial on S rather than on all of R™.

Definition 2.3.12. A polynomial r(x) € R[xy,...,z,] is called SOS modulo S if there is an
SOS polynomial s € I(S) such that » = s mod I(5). If degs = k then we say r is k-SOS
modulo S. If S = V(P) and P is complete, we sometimes use modulo P instead.

If a polynomial r is SOS modulo S then r is non-negative on S. For many optimization
problems, S C {0,1}". In this case, the converse holds.

Fact 2.3.13. If S C {0,1}" and r is a polynomial which is non-negative on S, then r is
n-S0OS modulo S.

When we have access to two sets of polynomials P and Q such that S = V(P)NH(Q), as
in our main context of polynomial optimization, we can define a certificate of non-negativity:

Definition 2.3.14. Let P and Q be two sets of polynomials. A polynomial r(x) is said to
have a degree d proof of non-negativity from P and Q if there is a polynomial identity of the

form
r(z) = s(x) + > sq(x) - q(z) + Y Mp(@) - pla),

qeQ peEP
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where s(z), and each s,(z) are SOS polynomials, and max,,(deg s, deg s,q, deg A\,p) < d.
We often call this polynomial identity a Positivestellensatz Calculus (PC-) proof of non-
negativity, derivation, or certificate from P and Q. We often identify the proof with the set
of polynomials IT = {s} U{s, | ¢ € QY U{)\, | p € P}.

If @ = () and both r(z) and —r(z) have PC. proofs of non-negativity from P, then we
say that r has a PC< derivation.

If » has a PC. proof of non-negativity from P and O, then r is non-negative on S =
V(P) N H(Q). This can be seen by noticing that the first two terms in the proof are non-
negative because they are sums of products of polynomials which are non-negative on S, and
the final term is of course zero on S because it is in (P).

The problem of finding a degree-d proof of non-negativity can be expressed as a semidef-
inite program of size O(n?(|P| + |Q|)) since a polynomial is SOS if and only if its matrix
of coefficients is PSD. Then the Ellipsoid Algorithm can be used to find a degree-d proof of
non-negativity Il in time polynomial in n?(|P|+ |Q|), log ||7||,1og ||P||,1og || Q]|, and log |/I1|.
Nearly all of these parameters are bounded by the size required to specify the input of
(r,P, Q,d). However, the quantity ||II|| is worrisome; II is not part of the input and we have
no a priori way to bound its size. One way to argue r has proofs of bounded norm is of
course to simply exhibit one. If we suspect there are no proofs with small norm, there are
also certificates we can find:

Lemma 2.3.15. Let P and Q be sets of polynomials and r(z) be a polynomial. Pick any
p* € P. If there exists a linear functional ¢ : Rlxy, ..., x,] = R such that

(1) ¢lr] = —e <0,
(2) o[Ap] =0 for every p € P except p* and A such that deg(Ap) < 2d,
(3) ¢[s*q] >0 for every q € Q and polynomial s such that deg(s*q) < 2d,
(4) @[s*] > 0 for every polynomial s such that deg(s?) < 2d,
(5) |o[Ap*]| < O||A|| for every A such that deg(Ap*) < 2d.
then every degree-d PC proof of non-negativity 11 for v from P and Q has |II|| > .

Proof. The proof is very simple. Any degree-d proof of non-negativity for r is a polynomial
identity
r(x) = s(@) + Y sq(@) - qla) + Y A(w) - pla) + X () - p’(x)

qeQ peEP
p#p*

with polynomial degrees appropriately bounded. If we apply ¢ to both sides, we have
—e=or] = ¢[s]+ Y _Blsea] + Y d[Ap] + G\

qeQ peEP
p#p*

= a1 + ag + 0+ ¢[\'p*],
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where ay, ay > 0 by properties (3) and (4) of ¢. Thus ¢[A\*p*] < —¢, but by property (5), we
must have ||[A\*|| > §, and thus |[II]] is at least this much as well. O

Strong duality actually implies that the converse of Lemma 2.3.15 is true as well (the
reader might notice that ¢ is actually a hyperplane separating r from the set of polynomials
with bounded coefficients for p*), but as we only need this direction in this thesis we omit
the proof of the converse. Also note that if § = 0, i.e. ¢ satisfies ¢p[\p*] = 0, then the lemma
implies there are no proofs of non-negativity for r.

2.4 Combinatorial Optimization Problems

We follow the framework of [9] for combinatorial problems. We define only maximization
problems here, but it is clear that the definition extends easily to minimization problems as
well.

Definition 2.4.1. A combinatorial mazimization problem M = (S, F) consists of a finite set
S of feasible solutions and a set F of non-negative objective functions. An exact algorithm
for such a problem takes as input an f € F and computes max,es f(«).

We can also generalize to approximate solutions: Given two functions ¢, s: F — R called
approximation guarantees, we say an algorithm (c, s)-approximately solves M or achieves
approximation (¢, s) on M if given any f € F with max,es f(s) < s(f) as input, it computes
val € R satisfying max,es f(a) < val < e(f). If ¢(f) = ps(f), we also say the algorithm
p-approximately solves M or achieves approximation ratio p on M.

We think of the functions f € F as defining the problem instances and the feasible
solutions v € S as defining the combinatorial objects we are trying to maximize over. The
functions ¢ and s can be thought of as the usual approximation parameters completeness
and soundness. If ¢(f) = s(f) = max,es f(«), then a (¢, s)-approximate algorithm for M
is also an exact algorithm. Here are few concrete examples of combinatorial maximization
problems:

Example 2.4.2 (Maximum Matching). Recall that the Maximum Matching problem is,
given a graph G = (V, E), find a maximum set of disjoint edges. We can express this as a
combinatorial optimization problem for each even n as follows: K,, be the complete graph on
n vertices. The set of feasible solutions §,, is the set of all maximum matchings on K,. The
objective functions will be indexed by edge subsets of K,, and defined fr(M) = |E N M]|.
It is clear that for a graph G = (V, E) with |V| = n, the size of the maximum matching in
G is exactly either maxyses, fe(M) or maxyes,,, fe(M), depending on if n is even or odd
respectively.

Example 2.4.3 (Traveling Salesperson Problem). Recall that the Traveling Salesperson
Problem (TSP) is, given a set X and a function d : X x X — R*, find a tour 7 of X that
minimizes the total cost of adjacent pairs in the tour (including the first and last elements).
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This can be cast in this framework easily: the set of feasible solutions & is the set of all
permutations of n elements. The objective functions are indexed by the function d and can
be written fy(7) = >, d(7(i), 7(i + 1)), where n 4 1 is taken to be 1. TSP is a minimiza-
tion problem rather than a maximization problem, so we ask for the algorithm to compute
min,cs f(7) instead. We could set s(f) = minges f(a) and ¢(f) = 2 minges f(a) and ask
for an algorithm that (c, s)-approximately solves TSP instead (Christofides’ algorithm [19]

is one such algorithm when d is a metric).

Definition 2.4.4. For a problem M = (S, F) and approximation guarantees ¢ and s, the
(¢, s)-Slack Matriz M is an operator that takes as input an v € S and an f € F such that

max,es f(a) < s(f) and returns M(«, f) = c(f) — f(a).

The slack matrix encodes some combinatorial properties of M, and we will see in the
next section that certain properties of the slack matrix correspond to the existence of specific
convex relaxations that (c, s)-approximately solve M. In particular, we will see that the
existence of SDP relaxations for M depends on certain factorizations of the slack matrix.

2.5 SDP Relaxations for Optimization Problems

A popular method for solving combinatorial optimization problems is to formulate them as
SDPs, and use generic algorithms such as the Ellipsoid Method for solving SDPs.

Definition 2.5.1. Let M = (S,F) be a combinatorial maximization problem. Then an
SDP relaxation of M of size d consists of

1. SDP: Constraints {A;, b}, with 4; € R™¢ and b; € R and a set of affine objective
functions {w’ | f € F} with each w/ : R>? — R,

2. Feasible Solutions: A set {X® | @ € S} in the feasible region of the SDP satisfying
w! (X?) = f(a) for each f.

We say that the SDP relaxation is a (¢, s)-approximate relaxation or that it achieves (c, s)-
approximation if, for each f € F with max,es f(a) < s(f),

m)?x{wf(X) |Vi:A;- X =b;,X €St} <c(f)
If the SDP relaxation achieves a (max,es f(a), max,es f())-approximation, we say it is

exact. If c(f) = ps(f), then we also say the SDP relaxation achieves a p-approximation.

Given a (¢, s)-approximate SDP formulation for M, we can (¢, s)-approximately solve M
on input f simply by solving the SDP max w/(X) subject to X € S% and Vi : 4;(X) = b;.
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Example 2.5.2. We can embed any polytope in n dimensions with d facets into the PSD
cone of size 2n + d and get an exact SDP relaxation for the optimization problem that
maximizes linear functions over the vertices of P. Let V' be the vertices and (A, b) determine
the facets of P, so that

P=conv{a|aeV}={z:Ax <b},

where A is a d x n matrix. Then we can define new variables z;” and xz; for each i € [n] and
z; for each j € [d]. Let diag(()X,Y’) denote the block-diagonal matrix whose blocks are X
and Y. Then for any vector [ € R™, let I’ = diag(a;, —a;,0,0,...,1,0,0,...,0), where the 1
is where the ith zero would be. In other words,

U (xf oy, ot oy, oy, x, 21,20, 0, 2q) = 1 (2t —27) + 2.

Now for any vertex « of P, there is a (z}, 2., z,) such that (z} — z,) = a. Thus the SDP
diag(al) - X = b;, X = diag(z™, 27, 2), X = 0 with feasible solutions X* = diag(z], =, z4)
and objective functions w!(X) = diag(l’) - X is an SDP relaxation for maximizing any linear
function over the vertices of P. It is easy to see that it is exact.

Now that we have defined SDP relaxations, we wish to know when we can use them to get
good approximations for combinatorial problems. This question has been studied for some
time, originally in the context of linear relaxations. Yannakakis was able to prove a con-
nection between the (¢, s)-approximate slack matrix and the existence of (¢, s)-approximate
linear relaxations [72]. His work laid the foundation for a number of extensions to other kinds
of convex relaxations. Here we give the generalization for the existence of (¢, s)-approximate
SDP relaxations.

Theorem 2.5.3 (Generalization of Yannakakis’ Factorization Theorem). Let M be a com-
binatorial optimization problem with (c, s)-Slack Matriz M (o, f). There ezists an (c,s)-
approzimate SDP relazation of size d for M if and only if there exists X*,Y; € ST and py €
Ry such that X - Yy + puy = M(a, f) for each a« € S and f € F with max,es f(a) < s(f).
Such X and Y are called a PSD factorization of size d.

(Proof from [9]). First, we prove that if M has such a size d relaxation, then M has a
factorization of size at most d. Let {A;, b;} be the constraints of the SDP, X be the feasible
solutions, and w/ be the affine objective functions. We assume that there exists an X such
that A; - X = b; and X; > 0 is strictly feasible. Otherwise, the feasible region lies entirely
on a face of S‘i, which itself is a PSD cone of smaller dimension, and we could take an SDP
relaxation of smaller size. For an f € F such that max,ecs f(a) < s(f), let w/(X) have
maximum w* on the feasible region of the SDP. By Lemma 2.2.4, there exists (ys, Yy) such
that

w* —wp(X)=Y;- X — Z(yf)i(Ai X —b).
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Substituting X and adding p; = c¢(f) — w* > 0 (the inequality follows because the SDP
relaxation achieves approximation (c, s)), we get

M(a, f) = Y;- X + uy.

For the other direction, let w/(X) = ¢(f) — py — Yy - X, let the X be the feasible
solutions, and let the constraints be empty, so the SDP is simply X > 0. Then for any f
satisfying the soundness guarantee,

maxw!(X) = e(f) = py —minVy - X = e(f) = py < ().

Clearly the X“ are feasible because they are PSD, and so we have constructed a (c,s)-
approximate SDP relaxation. O

2.6 Polynomial Formulations, Theta Body and SOS
SDP Relaxations

In this section we first define what a polynomial formulation for a combinatorial optimization
problem M is, and then use that formulation to derive two families of SDP relaxations for
M: The Theta Body and Sum-of-Squares relaxations.

Definition 2.6.1. A degree-d polynomial formulation on n variables for a combinatorial opti-
mization problem M = (S, F) is three sets of degree-d polynomials P, Q, O C Rlzy,...,z,]q
and a bijection ¢ between & and V(P) N H(Q) such that for each f € F and a € S, there
exists a polynomial o/ € O with of(¢(a)) = f(a). We will often abuse notation by sup-
pressing the bijection ¢ and writing « for both an element of S and the corresponding one in
V(P)NH(Q). We call P the equality constraints, Q the inequality constraints, and O the ob-
jective polynomials. The polynomial formulation is called Boolean if V(P)NH(Q) C {0, 1}".

Example 2.6.2. MATCHING on n vertices has a degree two polynomial formulation on (72‘)
variables. Let

P:{xfj—xiﬂi,je }U{me 1lje] ]}U{xijxikﬁ,j,ke[n],j;«ék}.

For a matching M, let (xar)i; = 1 if (4,j) € M and 0 otherwise. Then clearly ¢(M) = xas is
a bijection, and it is easily verified that every x5 € V(P). Finally, for an objective function

fe(M) = |M N E|, we define o/2(z) = > ijiij)es Tij-

A polynomial formulation for M defines a polynomial optimization problem: given input
f
0

max o’ ()
s.t. p(r) =0,Vp e P
q(z) = 0,Yq € Q.
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Solving this optimization problem is equivalent to solving the problem M.

In Section 2.3 we discussed how polynomial optimization problems could sometimes be
solved by searching for PC< proofs of non-negativity. Furthermore, these proofs can be found
using semidefinite programming. It should come as no surprise then that, given a polynomial
formulation for M, there are SDP relaxations based on finding certificates of non-negativity.
The Theta Body relaxation, first considered in [29], is defined only for formulations without
inequality constraints. It finds a certificate of non-negativity for r(x) which is an SOS
polynomial s(z) together with a polynomial g € (P) such that r(z) = s(x) + g(z).

Let (P,0,¢) be a degree-d polynomial formulation for M. Recall that every poly-
nomial p of degree at most 2d has a d x d matrix of coefficients p such that p(a) =
P+ (x®d4(a)(x®4(a))). This includes the constant polynomial 1, whose matrix we denote 1.

Definition 2.6.3. For D > d, the degree-D or Dth Theta-Body Relazation of (P,O,¢) is
an SDP relaxation for M = (S, F) consisting of:

1. Semidefinite program:
e p- X =0 for every p € (P) of degree at most 2D,
o1 -X = 1, and
e X - 0.
e For each polynomial of € O, we define the affine function w/(X) = ol - X.

2. Feasible solutions: For any a € S, let X = x®P(¢(a))(x*P(¢(a)))?.

This definition of the Theta Body Relaxation makes it obvious that it is an SDP relaxation
for M, but we will frequently find it more convenient to work with the dual SDP. Working
with the dual exposes the connection between the Theta Body relaxation and polynomial
proof systems.

Lemma 2.6.4. The dual of the Theta Body SDP Relaxation with objective function of - X
can be expressed min ¢ subject to ¢ — o’ (z) is 2D-SOS modulo (P).

Proof. The dual is

min g

st.yi-1—of =5+ Z Yp D
pE(P)
s=0

The equality constraint of the dual is a constraint on matrices, but we can also think of it
as a constraint on degree 2D polynomials via the map p <> p. Recall that s = 0 if and only
if s is a sum-of-squares polynomial. Thus this constraint is equivalent to asking that the
polynomial y; — o/ (x) be 2D-SOS modulo (P). O
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The Theta Body does not find PC~ proofs of non-negativity, but instead finds a different
kind of proof that uses any low degree g € (P). To write down the Dth Theta Body
relaxation, we need to know all the degree-D polynomials in (P). In particular, we need a
basis of polynomials for the vector space of degree-D polynomials in (P). To get our hands
on this, we would need to be able to at least solve the membership problem for (P) up
to degree D. Unfortunately, this problem is frequently intractable, and so even trying to
formulate the Dth Theta Body is intractable. We can define a weaker SDP relaxation which
does not merely use an arbitrary g € (P), but provides a derivation for g from P, i.e. it
finds a PC. proof. More generally, even when Q # (), we can define the Lasserre or SOS
relaxations as follows:

Definition 2.6.5. Let (P, 9,0, ¢) be a degree-d polynomial formulation for M = (S, F),
and let @ = {q1,...,qx}. For D > d, the degree-D or Dth Lasserre Relazation or degree-D
or Dth Sum-of-Squares Relazation (SOS) is an SDP relaxation for M consisting of:

1. Semidefinite program: For clarity, we define ¢y to be the constant polynomial 1, D; =

D — deggq;, and N; = (”+g?_1). Let diag(M;, My, ..., My) denote the block-diagonal

matrix whose blocks are Mll, ..., M. Then the constraints are

o X =diag(X,, Xy, Xy, .-, Xy, ), where X, is an N; x IV; matrix whose rows and
columns are indexed by the monomials up to degree D;.

e For every i and pair of monomials zy and zy of degree at most D;, (X, )uy =
X, - Gizyzy. This implies that if ¢ is the vector of coefficients of a polynomial
c(z) of degree at most D; and X, = x®Po(x¥Po)T then ¢! X;¢ = q(z)c(x)?

e For every p € P and polynomial A such that Ap has degree at most 2d, we have
the constraint Ap - X, = 0.

o 1. Xg =1

e X - 0.

e For each polynomial of € O, we define the affine objective function w/(X) =
ol - Xy

2. Feasible solutions: For any a € S, let X&' = x®Pi(¢(a))(x*P(¢(av)))"¢;(x) for each
0 < ¢ <k. Then let
X = diag(Xg, Xo1, .., Xo ).
Once again, we will find it much more convenient to work with the dual to make the
connections to polynomial proof systems more explicit.

Lemma 2.6.6. The dual of the degree 2D Sum-of-Squares SDP Relazation with objective

function of can be expressed as minc subject to ¢ — o/ (z) has a degree 2D PC- proof of
non-negativity from P and Q.
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Proof. Recall we use diag(Mj, ..., M}) to denote the block-diagonal matrix whose blocks are
My, ..., M. Then the dual of the SOS relaxation is miny; subject to § = 0 and

diag(y: - 1,0,...,0) — diag(o/,0,...,0) =5+ Y yy, - diag(A\p,0,...,0)+

peP
A
+ Zywv . diag(qmv,(), Ce ,0, —?ﬁv,o, Ce ,0)
1€[k]
Uv

where in the last sum the second nonzero diagonal block is in the ith place. Clearly s must
be block-diagonal since everything else is block-diagonal. Furthermore, we know that the
ith block of 5 is equal to >, Tyzyvyivy since the LHS is zero in every block but the first.
Since S > 0, this block must also be PSD, and thus must correspond to a sum-of-squares
polynomial s;. The constraint on the first block is then

k
ypol—ol =85+ y- A+ Y5
pi’P i=1

As a constraint on polynomials, this simply reads that y; — of () must have a degree 2D
PC. proof of non-negativity from P and Q. ]

Remark 2.6.7. The observant reader may notice that as presented, the Theta Body and SOS
relaxations do not satisfy Slater’s condition for strong duality (see Lemma 2.2.4), so it may
not be valid to consider their duals instead of their primals. One can handle this by taking
x®P to be a basis for the low-degree elements of R[zy,...,x,]/(P), rather than a basis for
every low-degree polynomial. Then [39] show that if V(P) N H(Q) is compact, there is no
duality gap. From this point on we work exclusively with the duals, so we will not worry
about it too much.

The Dth Theta Body and SOS relaxations are each relaxations of size N = (”J“g_l),
since their feasible solutions have one coordinate for each monomial up to total degree D.
For both hierarchies, it is clear that by projecting onto the coordinates up to degree D' < D,
the feasible region of the D’th relaxation is contained in the feasible region of the D’th
relaxation. Thus if the D’th relaxation achieves a (¢, s)-approximation, so does the Dth.
Furthermore, sometimes if we take the degree large enough, the relaxation becomes exact.

Lemma 2.6.8. If the polynomial formulation is Boolean, then the nth Theta Body and nth
SOS relazation are both exact.

Proof. Follows immediately from Fact 2.3.13 O



CHAPTER 2. PRELIMINARIES 23

Relations Between Theta Body and Lasserre Relaxations

Here we compare and contrast the two different relaxations. Let (P, O, ¢) be a polynomial
formulation for M = (S, F).

Lemma 2.6.9. If the Dth Lasserre relazation achieves (c, s)-approzimation of M, then the
Dth Theta Body relaxation does as well.

Proof. The lemma follows immediately by noticing that any degree 2D PC< proof of non-
negativity from P for a polynomial r(x) implies that r(z) is 2D-SOS modulo (P). O

We can also prove a partial converse in some cases:

Proposition 2.6.10. If P is k-effective and the Dth Theta Body relaxation achieves (c, s)
approzimation of M, then the kDth Lasserre relazation does as well.

Proof. Because the Theta Body relaxation is a (¢, s)-approximation of M, we have that, for
every f € F with max f < s(f), there exists a number ¢* < ¢(f) such that ¢* — o/ (z) is
2D-SOS modulo (P). In other words, there is a polynomial identity ¢* — o/ (z) = s(x) +g(z),
where s is an SOS polynomial and g € (P). Because P is k-effective, g has a degree 2kD
derivation from P, so we have a polynomial identity

¢ —of(z) = s(x) + Z Ap(x)p(x).

peEP

This implies that (c¢*, s(x), \,(z)) are feasible solutions for the kDth Lasserre relaxation, and
since ¢* < ¢(f), it achieves a (¢, s)-approximation. ]

Example 2.6.11. For CSP, P = {z? — 1 | 7 € [n]}. By Corollary 3.1.2, P is 1-effective.
Thus the Dth Theta Body and Lasserre Relaxations are identical in this case.

Proposition 2.6.10 allows us to translate results about the Theta Body relaxations to
Lasserre relaxations. In particular, in Chapter 5 we will see how easy it is to prove that
Theta Body relaxations are optimal among symmetric relaxations of a given size. If the
constraints are effective, this allows us to conclude that Lasserre relaxations which are not
too much larger achieve the same guarantees. This allows us to lower bound the size of any
symmetric SDP relaxation by finding lower bounds for Lasserre relaxations.

2.7 Symmetric Relaxations

Often, the solutions to a combinatorial optimization problem exhibit many symmetries.
For example, in the MATCHING problem, a maximum matching of K, is still a maximum
matching even if the vertices are permuted arbitrarily. This additional structure allows for
easier analysis. It is natural, then, to consider relaxations that exhibit similar symmetries.
Rounding these relaxations is often more straightforward and intuitive. In this section we
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formally define what we mean by symmetric versions of all the problem formulations we have
presented above. First, we recall some basic group theory.

Definition 2.7.1. Let G be a group and X be a set. We say G acts on X if there is a map

¢: G — (X — X) satisfying ¢(1)(z) = z and ¢(g1)(d(g2)(z)) = ¢(g192)(x). In practice we
omit the ¢ and simply write gz for ¢(g)(z).

Definition 2.7.2. Let G act on X. Then Orbit(x) = {y | g : gx = y} is called the orbit of
x, and Stab(z) = {g | g = x} is called the stabilizer of .

Fact 2.7.3 (Orbit-Stabilizer Theorem). Let G act on X. Then |G : Stab(z)| = | Orbit(z)].

We will use S, to denote the symmetric group on n letters, and A,, for the alternating
group on n letters. For I C [n], we use S([n] \ I) for the subgroup of S,, which stabilizes
every ¢ € I, and similarly for A([n]\ I).

Optimization problems often have natural symmetries, which we can represent by the
existence of a group action.

Definition 2.7.4. A combinatorial optimization problem M = (S,F) is G-symmetric if
there are actions of G on S and F such that, for each o € S and f € F, gf(ga) = f(a).

Example 2.7.5 (Maximum Matching). Let M be the MATCHING problem on n vertices
from Example 2.4.2. For an element g € S, and a matching M of K,, let gM be the
matching where (i,7) € gM if and only if (¢g7'4,g7'j) € M. For a subset of edges E, let
gfe(M) = f,e(M), where gE = {(gi,9j) | (i,7) € E}. Then M is S,-symmetric under
these actions.

Definition 2.7.6. An SDP relaxation ({X°},{(A;, b))}, {w’}) for a G-symmetric problem
M is G-symmetric if there is an action of G on S? such that gX® = X9 for every «, and
w9 (gX) = w/(X), and A; - X = b for all 7 if and only if 4; - gX = b for all i. We say the
relaxation is G-coordinate-symmetric if the action of GG is by permutation of the coordinates,
in other words G has an action on [d] and (¢9X);; = Xgi g

Example 2.7.7. The usual linear relaxation for the MATCHING problem on n vertices is

K= {xeR@)

Vi : inj S 1,v1j . OSLUZJ S 1},
J
with objective functions w/z(z) = >(ijyer Tij- This relaxation is S,-coordinate-symmetric

under the action (ga);; = oy, for any a € R(:). This action essentially represents the
permutation of the vertices of the underlying graph. It is simple to confirm that this action
satisfies the above requirements.
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Asymmetric relaxations are harder to come by, since they are unintuitive to design. The
above example has the nice interpretation that z;; is a variable that is supposed to represent
the presence of the edge (i,7) in the matching. Asymmetric relaxations do not have such
simple interpretations. We do not have many examples of cases where asymmetry actually
helps, but the reader can refer to [40] for one example for the MATCHING problem with only
logn edges.

Definition 2.7.8. A polynomial formulation (P, Q, O, ¢) on n variables for a G-symmetric
problem M is G-symmetric if there is an action of G on [n], yielding an action on polynomials
simply by extending gz; = x, multiplicatively and linearly, such that gp € P for each p € P,
gq € Q for each g € Q, and go € O for each 0 € O. Note that this implies that G fixes (P)
as well, and that the natural action of G on R" also fixes V(P) N H(Q). Finally, we require

g9(a) = d(ga).

Lemma 2.7.9. If a G-symmetric problem M has a G-symmetric polynomial formulation,
then the Theta Body and SOS SDP relazations are G-coordinate-symmetric.

Proof. The Dth Theta Body and SOS SDP relaxations are determined by N = (7”371)
coordinates, one for every monomial up to degree D. We index the coordinates by these
monomials. We define an action of G' on Sf which permutes [N] simply by its action on
monomials inherited by the G-symmetric polynomial formulation. Under this action, for any
polynomial p, we have p - (¢X) = ¢~!p- X. Since (P), Q, O are fixed by G and g—'1 = 1,
it is clear that the constraints and objective functions of both the Theta Body and SOS
relaxations are invariant under G. The feasible solutions are also invariant:

gX* = x4 gp())(x*(ge(a)))" = x"Y((g00)) (x*(d(ga)))" = X,

concluding the proof. O

When we have a G-symmetric combinatorial optimization problem, it is sensible to write
symmetric SDP relaxations for it. The structure and symmetries of the problem are reflected
in the relaxation, and it can often be interpreted more easily.
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Chapter 3

Effective Derivations

In this section we prove that many natural sets of polynomials P arising from polynomial
formulations for combinatorial optimization problems are k-effective with k£ a constant. This
means that the problem of determining if a polynomial p is in the ideal (P) can be solved
simply by solving a linear system with n°(4¢€?) variables. This can be done in time polynomial
in n9°6? and log ||p||, which is the size required to specify the input p. When P is complete,
this is equivalent to determining if p(«) = 0 for every a € V(P). In Chapter 4 and Chapter 5
we will see that determining if P is k-effective has important consequences for studying
the Sum-of-Squares relaxations on the polynomial optimization problem determined by the
equality constraints P.

3.1 Grobner Bases

Recall the definition of Grobner basis from Definition 2.3.2, and in particular recall that we
can define a multivariate division algorithm with respect to a Grobner basis such that every
polynomial has a unique remainder. The following lemma is an obvious consequence of the
division algorithm.

Lemma 3.1.1. Let P be a Grobner basis. Then P is 1-effective.

Proof. Let r € (P) be of degree d, and consider the remainder of r after dividing by P.
Because r € (P), and remainders are unique, the only possible remainder is the zero poly-
nomial. If we enumerate the polynomials that are produced by the iterative reductions

r=rg,ry,...,ry = 0, then r; = r;11 + ¢ir1pir1, where p;y; € P, degr;yy < degr;, and
deg giy1pi+1 < degr;. Combining all these sums into one, we get r = >, ¢;p;, which is a
derivation of degree d. O

Lemma 3.1.1 is unsurprising, as Grobner bases first originated as a method to solve
the polynomial ideal problem [12]. While Grébner bases yield positive results, they are
often unwieldy, complicated, and above all extremely expensive to compute. Even so, there
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are several important combinatorial optimization problems that have constraints which are
Grobner bases, one of which we used in Example 2.3.3.

Corollary 3.1.2. The CSP formulation Pcsp = {x? — z; | i € [n]} is 1-effective.

Proof. We prove that Pcgp is a Grobner basis. Let p € (Pcgsp). If p is not multilinear, we can
divide p by elements of Pcgp until we have a multilinear remainder r. Because p € (Pcsp)
and each element of Pcgp is zero on the hypercube {0,1}", » must also be zero on the
hypercube. But the multilinear polynomials form a basis for functions on the hypercube, so
if r is a multilinear polynomial which is zero, then it must be the zero polynomial. O]

Corollary 3.1.3. The CLIQUE formulation Pouque = {22 — x; | i € VYU {zz; | (i,7) ¢ E}
1s 1-effective.

Proof. We prove that Pcpiqus is @ Grobner basis. Let p € (Pepique). If p is not multilinear,
we can divide it until we have a multilinear remainder r;. Now by dividing ; by the non-
edge polynomials in the second part of Pcyique, We can remove all monomials containing x;x;
where (i,j) ¢ E to get ro. Thus ry contains only monomials which are cliques of varying
sizes in the graph (V, E'). Let C be the smallest clique with a nonzero coefficient r¢ in ry. Let
Xc be the characteristic vector of C, i.e. (x¢); = 1if i € C, and (x¢); = 0 otherwise. Then
ra(xc) = re. But p(xc) = 0 for every p € P, and ry € (P). Thus r¢ = 0, a contradiction,
and so 7y is the zero polynomial. O]

Of course, not every problem is so neatly described by a small Grobner basis. There are
many natural problems whose solution spaces have a small set of generating polynomials
which are not Grobner bases, and indeed their Grobner basis can be exponentially. Even
though the generating polynomials are not a Grobner basis, they can still be k-effective for
constant k, and thus admit a good algorithm for membership.

3.2 Proof Strategy for Symmetric Solution Spaces

In this section we describe our main proof strategy to show that a set of polynomials P
is effective. We apply this strategy to combinatorial optimization problems which have a
natural symmetry to their solution spaces V(P). For each of these problems, we will define an
Sm-action on [n], which extends to an action on R[zy,...,x,] as well as R" by permutation
of variable names and indices respectively. The action will be a natural permutation of
the solutions. For example, for MATCHING, the group action will correspond to simply
permuting the vertices of the graph.
After the group action is defined, our proof strategy follows in three steps:

(1) Prove that P is complete. This is usually done by exhibiting a degree n derivation from
P for any polynomial p which is zero on V(P). This step is essential for the induction
in step (3).
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(2) Prove that for every p € (P), the polynomial % > es,, 0 has a derivation from P in
degree degp. This is usually fairly easy because of the large amount of structure this
symmetrization forces on the polynomial.

(3) Prove that for every o € S,,,, p — op has a derivation from P in degree at most k deg p,
for some constant k. This is performed by induction on a natural parameter of the
combinatorial optimization problem. Generally speaking, the more complicated the
solution space for the problem, the worse bounds we can prove for the constant k.

We use this general strategy to prove that many polynomial formulations for different nat-
ural combinatorial optimization problems admit effective derivations. Our efforts to find a
unifying theory that explains the effectiveness of this strategy on the different problems have
failed, so we have to prove that each set of polynomials is effective on a case-by-case basis.

3.3 Effective Derivations for Matching

Fix an even integer n. Then the MATCHING problem has a polynomial formulation on (Z)
variables with constraints

Pu(n) = {af; — i | 4,5 € [n]} (3.1)

U {an—l |j € [n]}
U {xljxlk | Z.7j7k: € [TL],] 7& k}

The first group of polynomials ensures the variables are Boolean. The second group of
polynomials ensures each vertex is matched to another vertex. The last group of polynomials
ensures that each vertex is not matched to multiple vertices. We abuse notation slightly
and use z;; and z;; equivalently. We omit the dependence on n when it is clear from
context. For an element o of the symmetric group 5,, we define the action of o on a
variable by ox;; = 5(;)0(j). We define the action of o on a monomial by extending this
action multiplicatively, and the action of o on a full polynomial by extending linearly. Note
that Py is fixed by the action of every o, as are its solutions V' (Py) corresponding to the
matchings of K,,. Thus for any p € Py, we also have op € Py. For a partial matching M,
i.e. a set of disjoint pairs from [(})], define zy; = [] .,/ . with the convention that zp = 1.
First, we note an easy lemma on the structure of polynomials in (Py):

Lemma 3.3.1. Let p be any polynomial. Then there is a multilinear polynomial q such that
every monomial of q is a partial matching monomial, and p — q € (Pi)degp-

Proof. 1t suffices to prove the lemma when p is a monomial. Let p = [].., xke for a set A
of edges with multiplicities k. > 1. From the constraint 22 — ., it follows that [ ., 2% —
CTl.ca ve has a derivation from Py in degree degp, for some constant C. Now if A is a
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partial matching we are done, otherwise there exist edges f,g € A which are not disjoint.
But then xyz, € Py, and so [[ .4 7. has a derivation from Py in degree |A|, which implies
the statement. N

With Lemma 3.3.1 in hand, we complete step (1) of our strategy:
Lemma 3.3.2. (Py(n)) is complete for any even n.

Proof. Let p be a polynomial such that p(a) = 0 for each o« € V(Py). By Lemma 3.3.1,
we can assume that p(x) is a multilinear polynomial whose monomials correspond to partial
matchings. For such a partial matching M, clearly xy; — xps Hu¢ A Dy Tup has a derivation
in degree n using the constraints ), x,, —1 € Py. By eliminating terms which do not
correspond to partial matchings, we get 2y — e T € (Pur). Doing this to every
monomial, we determine there is a polynomial p’ which is homogeneous of degree n such
that p — p’ € (Pu). Now since the coefficients of p’ correspond exactly to perfect matchings,
for each monomial in p’, there is an o € V(Py) such that the coefficient of the monomial is
p'(a). Since p'(a) = 0 for every o € V(Pyr), it must be that p’ = 0, and so p € (Pu). O

Now we move on to the second step of our proof.

Symmetric Polynomials

We will prove the following lemma:
3

Lemma 3.3.3. Let p be a polynomial in R(:).  Then there is a constant cp such that
Zaesn op — ¢p € (Put)degp-

To do so, it will be useful to first prove a few lemmas on how we can simplify the
structure of p. Any partial matching monomial may be extended as a sum over partial
matching monomials containing that partial matching using the constraint » ;%ij—1 € Pw,
as we did in the proof of Lemma 3.3.2. The first lemma here shows how to extend by a single
edge, and the second iteratively applies this process to extend by multiple edges.

Lemma 3.3.4. For any partial matching M on 2d vertices and a verter u not covered by
M,

T pM gd—f—l Z LMy - (32)
Mi=MU{i,5}:
JEMN(MU{i})

Proof. We use the constraints ) x;; — 1 to add variables corresponding to edges at u, and
then use z,,%4, to remove monomials not corresponding to a partial matching:

JZMgZEM E ZL‘Z‘jg E LM, -
veKpy Mi=MU{3,j}:
JeK\(MU{i})

It is easy to see that these derivations are done in degree d + 1. O]
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Lemma 3.3.5. For any partial matching M of 2d vertices and d < k < n/2, we have

1
k—d / M'DM
|M'|=k
Proof. We use induction on k — d. The start of the induction is with & = d, when the sides
of (3.3) are actually equal. If k > d, let u be a fixed vertex not covered by M. Applying
Lemma 3.3.4 to M and u followed by the inductive hypothesis gives:

Ty Sd+1 E T,

My=MU{i,j}:
JEKn\(MU{i})

1
= W Z Tpap”

k—d—1 M'DM,;

|M’|=k
My=MU{ij}:
JEKR\(MU{i})

Averaging over all vertices 7 not covered by M, we obtain:

1 1
TM =k n— 2d (n/27d71) Z Ty

k—d—1 M’'D>M;
|M'|=k
Mi=MU{i,j}:
{i.7YeKn\M
1 1
n—2d (n/2fd71) 2(k —d) Z L
k—d—1 MM
|M'|=k
1
o (n/Qfd) Z Lo
k—d J M'>M
|M'|=k

where in the second step the factor 2(k — d) accounts for the different choices of {7, j} that
can lead to extending M to M’. ]

Finally, we can prove the first main lemma:

Proof of Lemma 3.3.53. Given Lemma 3.3.1, it suffices to prove the claim for p = x; for
some partial matching M. Let degp = |M| = k. Note that S, acts transitively on the
monomials of degree k, and thus by the Orbit-Stabilizer theorem, 2¥k!(n — 2k)! elements of
Sy stabilize p. Thus Y .o oz = 25k!(n—2k)! > )=k Tar- Finally, apply Lemma 3.3.5

with d = 0:

oSy, M’: |M'|=k

> 2Fkl(n — 2k)! (%2)
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]
Corollary 3.3.6. Ifp € (Pu), then Y g op has a derivation from Py in degree degp.

Proof. Apply Lemma 3.3.3 to obtain a constant ¢, such that s op = ¢,. Now since p €
(Pm), ¢p € (Pu) as well. But the only constant polynomial in (Py) is 0 by Lemma 2.3.7. [

Getting to a Symmetric Polynomial

Now by Lemma 2.3.8 and Lemma 3.3.3, it suffices to exhibit a derivation of the difference
polynomial p — > ¢ op from Py in low degree. Our proof will be by an induction on the
number of vertices n. Because the number of vertices will be changing in this section, we
will stop omitting the dependence on n. The next lemma will allow us to apply induction:

Lemma 3.3.7. Let L € <’P1\[<n)>d Then L - Tn+1,n+2 € <,PM(TL + 2)>d+1-

Proof. It suffices to prove the statement for L € Py(n). If L = :L’?j — x;; or L = x;;x4, the
claim is clearly true because L € Pyi(n +2). So consider L = 3 x;; — 1 for some i € [n],
and note that

n+2
L- Tn+1n4+2 — E Tij — 1 Tn+1n4+2 = ~Tin+1Tn+1,n+2 — LTin+2Tn+1,n+2
Jj=1
=, 0.

We are now ready to prove the main theorem of this section.

Theorem 3.3.8. Let p € (Py(n)), and let d = degp. Then p has a derivation from Py (n)
in degree 2d.

Proof. By Lemma 3.3.1, we can assume without loss of generality that p is a multilinear
polynomial whose monomials correspond to partial matchings. As promised, our proof is by
induction on n. Consider the base case of n = 2. Then V(Py(2)) = {1} and since there
is only one variable, either p is a constant or linear polynomial. The only such polynomials
that are zero on V(Py(2)) are 0 and scalar multiples of z12 — 1. The former case has the
trivial derivation, and the latter case is simply an element of Py(2).

Now assume that for any d, the theorem statement holds for polynomials in (Py(n’))
for any n’ < n. Let p € (Py(n)) be multilinear of degree d whose monomials correspond
to partial matchings, and let 0 = (4,j) be a transposition of two vertices. We consider the
polynomial A = p — op. Note that A € (Py(n)), and any monomial which does not match
either i or j, or a monomial which matches 7 to j, will not appear in A as it will be canceled
by the subtraction. Thus we can write

A = Z L.x,,

e:i€e or jEe
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with each L. having degree at most d — 1. Our goal is to remove two of the variables in
these matchings in order to apply induction. In order to do that, we will need each term
to depend not only on either ¢ or 7, but both. To this end, we multiply each term by the
appropriate polynomial ), x;; or Y, xjj (recall that ), z;, — 1 € P(n)) to obtain

Arﬁjd-i-l E Lk1k2xik’1$jk2'

k1ka

We can think of the RHS polynomial as being a partition over the possible different ways to
match ¢ and j. Furthermore, because of the elements of P of type x;;x;, we can take Ly, 1, to
be independent of z, for any e incident to any of i, j, k1, ko. We argue that Ly, g, € Pu(n—4).
We know that A(a) = 0 for any a € V(Pyu(n)). Let a € V(Pyu(n)) such that ay,, = 1 and
ok, = 1. Then it must be that oy = 0 and «j; = 0 for any other k, since otherwise
a ¢ V(Pu(n)). Thus A(a) = Lgk, (). Since Lg,, is independent of any edge incident
to 4, j, k1, ko, it does not involve those variables, so Ly, () = Ly, (5), where 3 is the
restriction of « to the (”;4) variables which Ly, depends on. But such a /3 is simply an
element of V' (Py(n —4)), and all elements of V(Py(n —4)) can be obtained this way. Thus
Ly, 1, is zero on all of V(Py(n —4)), and by Lemma 3.3.2, Lk, € (Pu(n —4)). Now by
the inductive hypothesis, Ly, has a derivation from Py(n — 4) of degree at most 2d — 2.
By two applications of Lemma 3.3.7, Ly, , T, Tjk, has a derivation from Py (n) of degree at
most 2d, and thus so does A.

Because transpositions generate the symmetric group, the above argument implies that
P — 2 Ypes, 0P has a derivation from Py(n) of degree at most 2d. Combined with Corol-
lary 3.3.6, this is enough to prove the theorem statement. O

3.4 Effective Derivations for TSP

For each integer n, a polynomial formulation with n? variables for TSP on n vertices uses
the following polynomials:

Prsp(n) = {a}; — x| i,j € [n]} (3.4)

{zxw e ]}
U{@®in, Tjixri | 4, J, k € [n],7 # k}.

The first group of polynomials ensures the variables are Boolean, the second group of poly-
nomials ensures that each city ¢ is visited at some point in the tour, and the last set of
polynomials ensures that no city is visited multiple times in the tour. A tour 7 € S,, (which
is a feasible solution for TSP) is identified with the vector x.(i,j) = 1 if 7(i) = j and 0
otherwise. We omit the dependence on n if it is clear from context. For an element o of the
symmetric group Sy, we define the action of o on a variable by ox;; = x,(;;. We define the
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action of ¢ on a monomial by extending this action multiplicatively, and the action of ¢ on
a full polynomial by extending linearly. Then Prgp is fixed by the action of every o, as are
its solutions V (Prgp) corresponding to the tours.

Note that V(Prgp) corresponds to a matching on K, ,,, the complete bipartite graph on
2n vertices. Thus it should come as no surprise that the same proof strategy as the one
we used for matchings on the complete graph K, should work just fine. This section will
be extremely similar to the previous one, and the reader loses very little by skipping ahead
to Section 3.5. It would be more elegant if we could just reduce Prsp(n) to Py (2n). This
requires proving that any polynomial which is zero on V(Prgp(n)) is the projection of a
polynomial of similar degree which is zero on V(Py(2n)). Unfortunately we do not know
how to prove this except by proving that Prgp is effective, so the reader will have to live
with some repetition.

For a partial matching M of K, ,, i.e. a set of disjoint pairs from [n] x [n], define x); =
[I.cas ze with the convention that zyp = 1. We also define My, = {i € [n] | 3j : (i,5) € M}
and Mp={j€[n]|3i:(i,5) € M}.

Lemma 3.4.1. Let p be any polynomial. Then there is a multilinear polynomaial q such that
every monomial of q is a partial matching monomial, and p — q has a derivation from P of
degree deg p.

Proof. The statement follows easily by using the elements of Prgp of the form x?j — Ty
to make a multilinear polynomial, then eliminating any monomial which is not a partial
matching by using elements of the form z;;z;, or z;;z4;. O

With Lemma 3.4.1 in hand, we prove the following easy result:
Lemma 3.4.2. (Prgp(n)) is complete for any n.

Proof. Let p be a polynomial such that p(a) = 0 for each € V(Prgp). By Lemma 3.4.1,
we can assume that p(z) is a multilinear polynomial whose monomials correspond to partial
matchings. For such a partial matching M, clearly x5 — x Hi¢ v ; Tij has a derivation in
degree n using the constraints ; Tij — 1 € Prgsp. By eliminating terms which do not corre-
spond to partial matchings, we get xar — Cy D ypsear T € (P), for some constant Cly.
Doing this to every monomial, we determine there is a polynomial p’ which is homogeneous
of degree n such that p — p’ € (P). Now since the monomials of p’ correspond to perfect
matchings, each monomial has an « such that the coefficient of that monomial is exactly
p'(a). Since p'(«) = 0 for every a € V(Prgp), it must be that p’ =0, and so p € (Prgp). O

Now we move on to the second step of our proof.

Symmetric Polynomials

We will complete this step of our proof using the same helper lemmas as for MATCHING.
The numbers appearing are slightly different due to the difference in the number of partial
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matchings for K,, and K, ,,, and the action of S, is slightly different, but they are all basically
the same.

Lemma 3.4.3. For any partial matching M on 2d vertices and a vertex i € [n]\ My,

T M = Z LMy (35)
Mi=MU{i,j}:
J€n\(MR)

and the deriwation can be done in degree d + 1.

Proof. We use the constraints ) |, x,, — 1 to add variables corresponding to edges at u, and
then use z,,%4, to remove monomials not corresponding to a partial matching:

.TMgJJM E xijg E LMy -

j€[n] Mi=MU{i,j}:
JEMN\MR
It is easy to see that these derivations are done in degree d + 1. O

Lemma 3.4.4. For any partial matching M of 2d vertices and d < k < n, we have

Ty = (n}d) Z Tap (3.6)

Proof. We use induction on k —d. The start of the induction is with k£ = d, when the sides of
(3.6) are actually equal. If k > d, let ¢ be a fixed vertex not in M. Applying Lemma 3.4.3
to M and 7 followed by the inductive hypothesis gives:

.TM/E’ E le

My=MU{i,j}:
JE€M\Mg

o .
T

k—d—1 M’:)M1
[M'|=k
Mi=MU{i,j}:
JE€M\MR

Averaging over all vertices ¢ not in M|, we obtain:

1 1
X = g
M n—d (n—d—l) Z M
M'D>M,
|M’|=k
Mi=MU{i,j}:
{i.} eI x[n\M
1

1
(k= d) Tap-
a2
M=
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where in the second step the factor (k — d) accounts for the different choices of {7, j} that
can lead to extending M to M’. O

Lemma 3.4.5. Let p be a polynomial in R™. Then there is a constant cp such that
> ves, 0P — ¢ has a derivation from Prsp in degree at most degp.

Proof. Given Lemma 3.4.1, it suffices to prove the claim for p = ), for some partial matching
M. Let degp = |M| = k. There are (n — k)! elements of S5,, that stabilize a given partial
matching M, so 3° o 0wy = (n — k)!D 0,0 ap =, Ty Finally, apply Lemma 3.4.4 with

d=0:
ZaxM:(n—k)! Z Tap

o€Sn M’ |M'|=k

%(n—k)!(Z).

Corollary 3.4.6. If p € (Prsp), then ) g op has a derivation from Prsp in degree deg p.

]

Proof. Apply Lemma 3.4.5 to obtain a constant ¢, such that o op = ¢,. Now since
p € (Prsp), ¢, € (Prgp) as well. But by Lemma 2.3.7, the only constant polynomial in
<PTSP> is 0. ]

Getting to a Symmetric Polynomial

The third step also proceeds in an almost identical manner.

Lemma 3.4.7. Let L be a polynomial with a degree d derivation from Prsp(n). Then
L1 ntoTniont1 has a degree d + 2 derivation from Prsp(n + 2).

Proof. Tt suffices to prove the statement for L € Prgp(n). If L = wfj — x5, L = @i, or
L = zj;xy;, the claim is clearly true because L € Prgp(n + 2). So consider L = Ej Ty — 1
for some 7, and note that

n+2

Lyt ny2Tnt2n1 — ( g Tij — 1) Tnt1nt2Cnt2n+1 = (Tint1 + Tint2) Tntln+2Tnt2.n41
j=1

= (Tint1Tnt2,0+1) Tntint2 T (Tint2Tnt1nt2) Tnt2ntt
=30

The case for L =) . x;; — 1 is symmetric. O

We are now ready to prove the main theorem of this section.
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Theorem 3.4.8. Let p € (Prsp(n)) for any n, and let d = degp. Then p has a derivation
from Prsp(n) in degree 2d.

Proof. By Lemma 3.4.1, we can assume that p is a multilinear polynomial whose monomials
correspond to partial matchings on K, ,,. As before, our proof is by induction on n. Consider
the base case of n = 1. Then V(Prsp(1)) = {1} and either p is a constant or linear polynomial
(since there is only one variable, z11). The only such polynomials that are zero on V (Prsp(1))
are 0 and scalar multiples of x1; — 1. The former case has the trivial derivation, and the
latter case is simply an element of Prgp(1).

Now assume that for any d, the theorem statement holds for polynomials in (Prgp(n’))
for any n’ < n. Let p € (Prgp(n)) be multilinear of degree d whose monomials correspond
to partial matchings, and let o = (4, 7) be a transposition of two left indices. We consider
the polynomial A = p — op. Note that A € (Prsp(n)), and any monomial which does not
match either ¢ or j will not appear in A as it will be canceled by the subtraction. Thus we

can write
A = Z LexGJ
e:e=(i,k) or e=(4,k)

with each L. having degree at most d — 1. Proceeding as before, we multiply each term by
the appropriate constraint » , z;, or > ; Tjk to obtain a decomposition

A= g Loy ko @ity Ty -
k1,k2

We can think of the RHS polynomial as being a partition over the possible different ways
to match ¢ and j. Furthermore we can take L, 1, to be independent of z, for any e incident
to any of i, j, k1, ka. We argue that Lg, € Prsp(n —2). We know that A(a) = 0 for
any a € V(Prsp(n)). Let a € V(Prsp(n)) such that oy, = 1 and o, = 1. Then it
must be that a;, = 0 and aj, = 0 for any other k, since otherwise a ¢ V(Prgp(n)).
Thus A(a) = Lk, (). Since Ly, is independent of any edge incident to i, j, ki, ko, it
does not involve those variables, so Ly, () = Li,,(5), where 3 is the restriction of «
to the (n — 2)? variables which Ly, depends on. But such a 3 is simply an element of
V(Prsp(n — 2)), and all elements of V(Prgp(n — 2)) can be obtained this way. Thus Ly,
is zero on all of V(Prgp(n — 2)), and by Lemma 3.4.2, Ly, € (Prsp(n — 2)). Now by the
inductive hypothesis, Ly, x, has a derivation from Prgp(n — 2) of degree at most 2d — 2. By
Lemma 3.4.7, Ly, k,Tik, Tjk, has a derivation from Prgp(n) of degree at most 2d, and thus so
does A.

Because transpositions generate the symmetric group, the above argument implies that
p— % > ses, 0p has a derivation from Prgp(n) of degree at most 2d. Combined with Corol-
lary 3.4.6 and Lemma 2.3.8, this is enough to prove the theorem statement. O]
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3.5 Effective Derivations for Balanced-CSP

Fix integers n and ¢ < n. Then the BALANCED-CSP problem has a polynomial formulation
on n variables with constraints

Pecsp(n,¢) = {7 —z; | i € [n]} U {Z Ti — C} : (3.7)

The first set of polynomials ensures that the variables are Boolean, and the final polynomial
is a balance constraint that forces a specific number of variables to be 1. The BISECTION
constraints are the special case when n is even and ¢ = n/2. As before, we need to define the
appropriate symmetric action. For an element o € S, we define ox; = x,(;) and extend this
action multiplicatively and linearly to get an action on every polynomial. Once again, note
that Ppcsp and V (Pgcsp) are fixed by S, under this action, and thus if p € (Pgcsp), then
op € (Pgesp). We will begin by proving 1-effectiveness for the special case of BISECTION, as
we will encounter an obstacle for general c. Because Ppcsp contains the Boolean constraints
{? —x; | i € [n]}, we will take p to be a multilinear polynomial without loss of generality.
For a set A C [n], let x4 = [[,c42i. Our proof strategy is the same three-step strategy
referenced in Section 3.2.

Lemma 3.5.1. (Ppcsp(n, ¢)) is complete for any n and ¢ < n.

Proof. Let p be a multilinear polynomial which is zero on all of V(Pgcsp). First, we argue
that if A C [n] is such that |A| > ¢ then z4 € (Pgcsp). We prove this by backwards
induction from n to ¢ + 1. For the base case of |A| = n, note that

1
Ty = TA E r,—c|,
n—c ,
(3

and the RHS is clearly an element of (P). Now if |A| = k with ¢ +1 < k < n, we have

(k—C)SBA+Z$Au{¢} =xh (Zzi—c> .

i¢A

By the inductive hypothesis, the second term of the LHS is in (Ppcsp), and obviously the
RHS is in (Pgcsp), and thus so is 4. Thus we can assume that the monomials of p are all
of degree at most c. For any monomial x4 of p, we have x4}, z; — 1) = Z“EA T aupy — (c—
|A|)x 4, and s0 4 — c—;IAI ZMA T augiy € (Peesp), and so we can replace x4 with monomials
of one higher degree. Repeatedly applying this up to degree ¢ (at which point we must stop
to avoid dividing by zero), we determine there is a polynomial p’ which is homogenous of
degree c such that p —p" € (Ppcsp). Now let p;, . be the coefficient of the monomial

1
Ziy ... 2, in p and let « be the element of V(Pgcsp) with 41, ..., 4. coordinates equal to 1

(&

and all other coordinates equal to zero. Then p'(a)) = pj, _; , but p’(a) = 0. Thus in fact

----- lc

p' =0, and so p € (Ppcsp)- n
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Symmetric Polynomials

The second step is to show that any symmetrized polynomial can be derived from a constant
polynomial in low degree. It is considerably simpler than MATCHING in this case, as the
fundamental theorem of symmetric polynomials tells us that powers of ). z; generate all
the symmetric polynomials.

Lemma 3.5.2. Let p be a multilinear polynomial in R". Then there exists a constant c,
such that p/ = Zaesn op —¢p € <7DBCSP>degp' Ifp e <PBCSP>; then p/ € <PBCSP>degp-

Proof. 1t is sufficient to prove the lemma for monomials x4 = Hie 4 T We will induct on the
degree of the monomial |A]. If [A| = 1, then p = z; for some i € [n], and p' =} s o7; =
(n— 1>, 2 = (n— 1)!- ¢, which can clearly be performed in degree one. Now assume
|Al =k, so that p' = 3" g oxa = (n—k)! 3 5_,vp. Thenp” =p — (" K (S — o)
is a polynomial which, after multilinearizing by reducing by the Boolean constraints, has
degree at most k — 1 (the coefficient (";!k)! was chosen to cancel the highest degree term of
p'). Furthermore, p” is in (Ppcsp) because p and p’ are, and (>, x; — ¢)¥ is an element of
(P). Finally, p” is fixed by every o. Thus by the inductive hypothesis, p” has a derivation
from some constant in degree k — 1. Since p’ = p”, this implies the statement for |A| = k
and completes the proof by induction.

The second line of the lemma follows immediately, since if p € (Ppcsp) then ¢, € (Ppcsp),
but the only constant polynomial in (Pgcsp) is 0 by Lemma 2.3.7. O

Now we move on to the third and final step, where we specialize to the BISECTION
constraints Ppcsp(n, n/2).

Getting to a Symmetric Polynomial

Recall the third step of our strategy is to show that p —op can be derived from Ppcgp in low
degree. It will be easier in this case as compared to MATCHING because we do not have to
increase the degree of p — op in order to isolate a variable to remove and do the induction.
Because of this, we will be able to show that BISECTION is actually 1-effective and not lose
a factor of two. We need a lemma to help us do the induction:

Lemma 3.5.3. Let L € (Ppcsp(n,¢))a. Then L+ (xy11 — Tpi2) € (Peesp(n +2,¢+ 1)) ay1.

Proof. Tt is sufficient to prove the lemma for L € Pgcsp(n,c). If L = x? — x; for some i,
then L € Ppesp(n + 2,¢+ 1) and so the lemma is clearly true. If L = Zz:O x; — ¢, then

n+2

L (i1 — Tpi2) (Z z; — (c+1) ) (Tp41 — Togo) = (1 — Tng1 — Tpa2) - (Tps1 — Tngo)

2 2
= Tnt1 = Tnt2 — Tpy1 = Tnt1Tn42 + Tnp1Tng2 T Ty po

=, 0.
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We are now ready to prove that the BISECTION constraints admit effective derivations.

Theorem 3.5.4. Let n be even and p € (Ppcsp(n,n/2)) and d = degp. Then p has a
deriwation from Pgcsp(n,n/2) in degree d.

Proof. By reducing by the Boolean constraints, we can assume p is a multilinear polynomial.
We will induct on the number of vertices n, so first we must handle the base case of n = 2
(recall n is even). The only degree zero polynomial in Pgcgp(2,1) is the zero polynomial
which has the trivial derivation. If p = azy + bxy + ¢, we know p(0,1) = p(1,0) = 0. This
implies @ = b = —¢, and so p is a multiple of > . x; — 1, which clearly has a derivation of
degree 1. Finally, 179 has the derivation z,zy = x1(21 + 29 — 1) + (=1) - (22 — x;). So any
quadratic polynomial in (Pgcsp(2, 1)) can be reduced to a linear polynomial in degree 2, but
we already showed that every linear polynomial has a degree 1 derivation. This proves the
base case.

Now assume the theorem statement for Ppcgp(n’,n'/2) with n’ < n. Let o = (i,7) be
a transposition between two vertices. We consider the polynomial A = p — op. We can
decompose p = r;x; + 7jT; + ;275 + ¢, where each of the polynomials r;, r;, 745, and g;;
depend on neither z; nor x;, and r; and r; are degree d—1. Then A = (r; —r;)(z; — ;). Now
since A € (Pgcsp(n,n/2)), we know that A(x) = 0 for any = € {0,1}" with exactly n/2
indices which are 1. In particular, if we set x; = 1 and z; = 0, we know that (r; — ;) must
be zero if the remaining variables are set so that they have exactly n/2 — 1 indices which are
1. In other words, (r; — ;) is zero on V(Ppcsp(n —2, (n —2)/2)). By Lemma 3.5.1, we have
(ri —rj) € (Peesp(n — 2, (n — 2)/2)), and thus by the inductive hypothesis (r; — r;) has a
derivation from Ppcgp(n—2, (n—2)/2) in degree d—1. By Lemma 3.5.3, A = (r;—7;)(z; — ;)
has a derivation from Ppcgp(n,n/2) in degree d.

Now since the transpositions generate the entire symmetric group, we have

1
PZdaZUPZdO,

gESy

where the last congruence is by Lemma 3.5.2. Thus p has a derivation from Pgcgp(n,n/2)
in degree d. O]

Obstacles for General ¢

We will consider general ¢ < n/2 since the case of ¢ > n/2 is symmetric via the linear
transformation y; = 1 — ;. We would like to argue that Ppcsp(n, ¢) is effective even in the
case of general c. What goes wrong if we just try to imitate the proof of Theorem 3.5.47
If we do so, eventually we arrive at the base case of the induction: Pgcsp(n — 2¢,0). The
problem is that the linear monomials x; are in (Pgcsp(n — 2¢,0)) but it is not obvious how
to derive z; from Pgcsp(n — 2¢,0). In fact, it turns out that derivations of z; require degree
(n—2c+1)/2. If ¢ = Q(n), the gap between this and the degree of z;, namely 1, is as large
as Q(n)!



CHAPTER 3. EFFECTIVE DERIVATIONS 40

This obstacle is not an artifact of our proof strategy, but an intrinsic obstacle. There are
essentially two kinds of polynomials in (Pgcsp(n, ¢)): Polynomials of degree at most ¢, and
polynomials of degree ¢ + 1 or greater. The former have efficient derivations:

Lemma 3.5.5. Let p € (Ppcsp(n, ¢)) have degree at most c. Then p has a derivation from
Prcsp(n, ¢) in degree deg p.

We delay the proof of this lemma until the next section. However, the polynomials of
degree ¢+ 1 or greater actually have no derivations until degree (n —c+1)/2, so if ¢ << n,
then Ppcsp(n, ¢) is not k-effective for any constant k. We will see that this phenomenon is
because of the fact that the Pigeonhole Principle requires high degree for HN derivations.
The negation of the Pigeonhole Principle is the following set of constraints:

~PHP(m,n) = {z}, —xi; | i € [m],j € [n]}

U{inj—llie[m]}

U{zijzi | i € [m],j, k € [n],j # k}
UA{zijz |4,k € [m],j € [n],i # k}

—PHP(m,n) asserts the existence of an injective mapping from [m] into [n]. If m > n, then
clearly there is no such mapping, so the set of polynomials is infeasible. This implies that

€ (-PHP(m,n)) by Lemma 2.3.7. However, Razborov proved that any derivation of 1
from =PHP(m,n) has degree at least n/2 + 1 [62]. This allows us to prove the following by
reduction:

Lemma 3.5.6. Let p = x129...2:2c01. Then p € (Ppcsp(n, ), but any derivation of p
from Pgcsp(n, ¢) has degree at least (n —c+1)/2.

Proof. We argued p € (Ppcsp(n,c)) in Lemma 3.5.1, and essentially used a Pigeonhole
Principle argument where the pigeons are the n — ¢ zeros, and the holes are the n —c¢ — 1
variables not appearing in p. More formally, we show how to manipulate any derivation of
p from Ppcsp(n, ¢) to get a refutation of =“PHP(n —c,n —c —1).

Any derivation of p from Pgcsp(n, ¢) is a polynomial identity of the following form:

T1To .. . Terp = A - (sz—c) +Zx\ a: — ;).

Now set x1 =29 =--- =21 = 1 to get

1:)\"(2 xi+1>+ Z N (22 — ).

i>c+1 i>c+1
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We define variables y;; with the intention that y;; = 1 if the ¢th variable is the jth zero.
Thus we replace x; — 1 — 37" 7y;; and get

1=X(y)-<z (1—Zyw>+1>—|—z>\ <1—§yij>2_1+2ylj

1>c+1 i>c+1
:)‘/(y) <n—c—1— Z yzy+1> + Z )\; <Zyz] Zylj+22yljylj>
i>c+1,7 i>c+1 j#5

=Y N (Z Yij — 1) + > Aily)- (Z (yi; — i +22ywyw> :
j=1 i>ct1 i>ct1 J J#3’

Note that each term in the last equation contains a constraint in “PHP(n —c¢,n —c — 1).

Thus the degree of this derivation must be at least (n — ¢+ 1)/2. Fixing x1,..., 2.1 can
only reduce the degree, so the degree of the original derivation must be at least (n —c+1)/2
as well. O

Effective PC. Derivations for High Degree Polynomials

Lemma 3.5.6 tells us that we cannot hope to prove that Pgcsp(n, ¢) has effective HN proofs,
but we are not soley interested in HN proofs. In particular, because the applications we
consider in this thesis are primarily focused on Semidefinite Programming, we have access
to the more powerful PC< proof system. In this system, = PHP is not difficult to refute,
and indeed once we allow ourselves PC< proofs we can show that BALANCED-CSP admits
effective derivations.

Lemma 3.5.7. Let p = x1xs...2.xcr1. Then p has a PCs proof 11 from Pgcsp(n,c) in
degree 2(c + 1) with ||II|| < 1.

Proof. Recall that a PC. proof consists of two proofs of non-negativity: one for p and one
for —p. The first is trivial: every monomial is the multilinearization of itself squared. Thus
every monomial has a proof of non-negativity in twice its degree. For the second, we observe
the following identity

i (o Ea) S T (1) £

1<c ]<c,j7é7, i<c i>c+1

The first two terms each have factors in Ppcsp(n, ¢), and the last term is a sum of monomials
with non-negative coefficients. These monomials all have proofs of non-negativity, and thus
so does —p. It is simple to check that these proofs involve coefficients of unit size. O
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Effective HN Derivations for Low Degree Polynomials

It remains to prove that the low-degree polynomials in Pgcsp(n, ¢) have efficient derivations.
We will be able to use simple HN derivations for these polynomials. The proof is very similar
to the one for BISECTION, but we have to do a double induction on n and ¢ since the balance
changes in the inductive step. We will take ¢ < n/2; since the other case is symmetric.

Lemma 3.5.8. Fiz c <n/2. Let p € (Ppcsp(n, ¢)) with degp < c¢. Then p has a derivation
from Pgcsp(n, ¢) in degree degp.

Proof. The proof is by double induction on n and c¢. The base case is the lemma statement
for Pgcsp(n,0) for all n. In this case p is a constant polynomial, and the only constant
polynomial in Ppcsp(n,0) is the zero polynomial, which has the trivial derivation. Now
consider the case when p € Pgcsp(n, ¢) for ¢ < n/2. Then following the same argument as in
Theorem 3.5.4, we define A = p—op = (r; —r;) - (x; — x;), where r; and r; do not depend on
x; or x;. Setting x; = 1 and x; = 0, we again conclude that (r; —r;) € (Pgcsp(n—2,c—1)).
Since ¢ < n/2, clearly ¢ — 1 < (n — 2)/2. Also, since r; — r; has degree degp — 1, we still
have deg(r; — ;) < ¢ — 1. Thus we can apply the inductive hypothesis to get a derivation
for r; — r; from Ppcsp(n — 2,¢ — 1) in degree degp — 1. Then Lemma 3.5.3 tells us that
A has a derivation from Pgcgp(n, c) in degree degp, completing the induction. Taken with
Lemma 3.5.2, this implies the statement. O

3.6 Boolean Sparse PCA

The last example we give for our proof strategy is the BOOLEAN SPARSE PCA problem,
which has a formulation on n variables with constraints

Pspcal(n,c) = {z} —z;|i € [n]} U {fo —c}.

The first set of polynomials ensures that the variables are ternary, and lie in {0,+1}. The
last polynomial is another balance constraint, and sets the number of variables that can be
nonzero. We define a symmetric action by ox; = x,(;) for o € S,, and extend it appropriately.
These constraints arise when trying to reconstruct a planted sparse vector from noisy samples,
see for example [50].

These constraints are similar to the BALANCED-CSP constraints of the previous section
with one crucial difference: The variables are ternary instead of binary. This will complicate
the analysis, but it turns out that with a bit more casework we will be able to push it
through. However, the Pigeonhole Principle obstacle remains, and we will once again only
be able to prove that low-degree polynomials have effective HN derivations.

Lemma 3.6.1. Pspca(n,c) is complete for every n and ¢ < n.
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Proof. Recall that by pigeonhole principle any monomial that involves ¢+ 1 or more distinct
variables will be zero over V (Pspca). Our first step is to show that these are in (Pspca). The
proof will be a reverse induction on the number of distinct variables, going from n to c+1. For
the base case, let 24 be any monomial with n distinct variables. Then x4 & ——x4(3", 27 —c),

so clearly x4 € (Pspca). Now let x4 be any monomial with ¢+ 1 < k < n distinct variables.

Then
(k—c)xa+ Z$AU{Z'7’L'} >4 (fo — c> )

i¢A i

By the inductive hypothesis, the second term of the LHS is in (Pspca), and thus so is x 4.
Now let p be a polynomial such that p(a) = 0 for every a € V(Pspca). We can assume
that the monomials of p involve at most ¢ distinct variables. For any monomial x4 of p, we
have 24 (32, v —1) = 3 04 Tavgisy — (¢ — |A])za, and so 24 — C_Lw > igaTavgiay € (Pspea),
and so we can replace x4 with monomials of one higher degree. Repeatedly applying this
up to degree ¢ (at which point we must stop to avoid dividing by zero), we determine there
is a polynomial p’ which has only monomials involving exactly ¢ distinct variables such that
p—1p € (Pspca). Fix two disjoint sets U; and U, of the variables with |U; U Us| = ¢ and
let py,y, be the coefficient of the monomial of p’ corresponding to the variables in U; U Uy
with the variables in U; appearing with degree one and the variables in U, appearing with
degree two. We will prove by induction that py;,;;, = 0 for every Uy, Us. For the base case, let
U; = ). Then if we average every monomial of p’ over the a € V(Pspca) that assign nonzero
values exactly to the variables in U; U Us, every monomial except py;;, is zero, and that
monomial has value one. Since p'(a) = 0 for each o € V/(Pspca ), this implies that py; ;, = 0.
Proceeding by induction, let |U;| = k. Then if we average over all the o € V(Pgspca) that
assign nonzero values exactly to the variables in U; U U, and assigns value 1 to the variables
in U, every monomial is zero except pyy with UUV = U; UU; and U C U;. By the
inductive hypothesis these all have zero coefficients except py;, ;;,, and now since p' is zero on
all these points, we once again have pj; ;;,. Doing this for every Uy, Uy, we determine p’ = 0
and thus p € (Pspca)- O

Symmetric Polynomials

Once again, we prove a derivation lemma for symmetric polynomials. For this set of con-
straints, it is not as simple as saying that every symmetric polynomial is equal to some
constant on V(Pspca) because we only have a constraint on 27 as opposed to Y, z;. In
particular, the polynomial ), z; itself does not reduce to a constant on V' (Pspca). We will
have to make a slightly more general argument.

Lemma 3.6.2. Let p be a polynomial in R™. Then there exists a univariate polynomial q¢ of
degree degp such that p' = % > ves, 0P = q(D2; i)

Proof. We prove that for every elementary symmetric polynomial ej(x), there exists a uni-
variate polynomial g; such that ej(z) — gx(D_, z;) has a derivation from Pspcya in degree k,
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then the fundamental theorem of symmetric polynomials implies the lemma. For the base
case, clearly qo(t) = 1 and ¢;(t) = t. For the general case, consider the terms of the expansion
of 3,z )k They are indexed by the non-increasing partitions of k: A = (Ag, A, ..., \¢) and
can be written cy Z mf‘llxl’-\; . xf‘f Now just by reducing by 3 — z;, we can reduce the
exponents on each Varlable to either one or two. If any exponent is two, then by reducing
by the constraint ., x? — ¢, we can replace any of these exponents with a multiplicative
constant. Thus after reducing, all of the exponents are one. But now this term is simply a

multiple of some ey (z), with &” < k. Since one term is exactly kleg(x), we have

il <Z«rz> —e(z) =4 Zazez

for some real numbers a;. Now by the inductive hypothesis, we know that there exist
polynomials ¢; such that e;(x) — ¢;(3>_, ;) has a derivation from Pspca in degree i. Thus we
set Hqi(t) =t" — 3, a;qi(t) to complete the induction and the lemma. O

Corollary 3.6.3. Let p € (Pspca) with degp < c. Then p' = % Zoesn op has a derivation
from Pspca in degree degp.

Proof. By Lemma 3.6.2, we know that there is a univariate polynomial ¢(t) of degree degp
such that p' — ¢(3°, ;) € (Pspca)degp- Since p € (Pspca), so is p’ and ¢(3, x;). Since there
are ¢+ 1 possible values of >, z; in V(Pspca), namely {—c, —c+2,...,¢—2,c}, ghasc+1
zeros. But deg g = degp < ¢, so ¢ must be the zero polynomial. O

Getting to a Symmetric Polynomial

This process should be familiar by now. Since there are more choices for values for the
variables we are going to strip off, we are going to need to do a little more casework, but the
general strategy is the same. We start with a lemma that allows us to perform induction.

Lemma 3.6.4. Let L be a polynomial with a degree d derivation from Pspca(n,c). Then
L. (a2, —a2.,) has a degree d + 2 derivation from Pspca(n +2,¢+1), and L - (zy112042)
has a degree d + 2 derivation from Pspca(n + 2, ¢+ 2).

Proof. Tt suffices to prove the theorem for L € Pspca(n,c). If L =z} — x; for some i, then
clearly the statement is true as L € Pspca(n +2,c¢+ 1) and L € Pspca(n + 2,c¢+ 2), so let
L =%, 27 — c. Now notice that

n+2
L- (:Ei_H n+2 (Zx —(c+1) ) (3 Lp1 — n—|—2) =(1- x?ﬂ-l + 51331-5—2)(1‘314—1 - m721+2)

2 4 4
ntl — L2 — Tpp + Thyo
2 2 2 2
=4 T — Tpgo — Ty T T

=0

—iL‘
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and
n+2
Lxpi1Tnge — (Z z; — (c+ 2)) Tpi1nsa = (2= Th 1 + T 10)Tni1Tnge
i=1
= 2xn+1xn+2 - Jii+1$n+2 + xn+1xi+2
=4 2001 Tny2 — Tng1Tng2 + Tny1Tng2
=0
to conclude the lemma. O

Now we prove that BOOLEAN SPARSE PCA admits effective derivations for low degree
polynomials.

Lemma 3.6.5. Fiz ¢ < n/2. Let p € (Pspca(n,c)) with degp < ¢/2. Then p has a
derivation from Pspca(n,c) in degree at most 3 degp.

Proof. We do double induction on n and c. For the base case of Pspca(n,0), note that the
only polynomial with degree at most 0 is the constant polynomial 0, which has the trivial
derivation. Now let p have degree at most d < ¢/2. We can assume the individual degree
of each variable is at most two by reducing by the ternary constraints. Following the same
argument as in Theorem 3.5.4, we define the polynomial A = p — op for the transposition
o = (i,J), but now since p is not multilinear, we write it as

2 2 2 2 2.2
P = Ti0%; + T01Z; + T20Z; + Togl‘j + T1123% + T212; X5 + 7’121'1'.1']- + T'22Z; iL‘j + qij

where none of the r or ¢ polynomials depend on z; or x;. Then A can be written

A= (7’10 — TOl)(xi — 33']‘) + (7'20 — 7“02)(1'? — 33?) + (7“21 — 7112)(3:7,21)]' — .TZ.I'Q)

J
= ((r1o — ro1) + (r20 — 702)(z; + x;) + (121 — T12)7375) (25 — T§)
= (Ro + Rl(xz + %’j) + szlxj)(:cl — LCJ')

where we define Ry = (r19 — r01), R1 = (reo — r02), and Ry = (721 — r12), and note that they
are polynomials of degree at most d —1. If we set z; = 1 and x; = 0, we obtain a polynomial
Ry + Ry which must be zero on V(Pspca(n — 2, ¢ —1)). Furthermore, if we set z; = —1 and
xj; =0, then Ry — Ry is zero on V(Pspca(n —2,¢—1)), and setting z; = 1 and z; = —1, we
also get that Ry — Ry is zero on V(Pspca(n — 2,¢ — 2)).

Since ¢ < n/2, clearly ¢ —2 < ¢ —1 < (n—2)/2. Since d < ¢/2, we also have d — 1 <
(¢—2)/2. Since by Lemma 3.6.1 we know Pgspca (n, ¢) is complete, we can apply the inductive
hypothesis and so all these polynomials have derivations of degree at most 3(d — 1) from
their constraints. By Lemma 3.6.4, we know (Ro + Ry)(z; — 23), (Ro — Ri)(z7 — 27), and
(Ro — Ry)x;x; have derivations from V (Pgpca(n,c)) in degree 3d — 1.
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From the first two polynomials, it is clear that Ry(x7—27) and R (27 —x7) have derivations
in degree 3d — 1. We also have

Ro(l’? — ZE?) . (IZ + ZL’j) — (RO — RQ)IZ'I’J' . (.TZ — ZEj) =
= Ry((2? — 952)(35Z + ;) — xiwi(x; — ;) + Rowixj(x; — xj)

= (Ro + RQJ?ij)(ZEZ — Ij)

and thus (Ry + Rox;x;)(x; —x;) is derivable in degree 3d. Together with Ry (z; 4+ x;)(z; — x;)
having a derivation in degree 3d — 1, this implies that A has a derivation in degree 3d. Taken
together with Lemma 3.6.2, we conclude that p has a derivation in degree 3d. [

3.7 Optimization Problems with Effective Derivations

We include a corollary here summarizing all the results of this chapter:

Corollary 3.7.1. The following polynomial formulations of combinatorial optimization prob-
lems admit k-effective derivations:

e CSP: Pcgp(n) = {z? —x; | i € [n]}, for k= 1.
e CLIQUE: Pouque(V, E) ={a? —z; | i € VYU {ax; | (i,5) ¢ E}, for k=1.

o MATCHING:

Puln) = {x}, — x| i,j € [n]}

U{Zazm—llje[n]}

U{zijza | 4,5,k € [n],j # Kk},

for k= 2.
e TSP:
Prsp(n {IEU x| 4,7 € [n]}
{Z ri;—1|j€ ]}
U{wijzie, Tjit | 1,5,k € [n],j # Kk},
for k= 2.

e BISECTION: Ppcsp(n,n/2) = {z? —z; |i € [n]} U {>, 2 — 2}, fork=1.

The following sets of constraints admit k-effective derivations up to degree c:
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e BALANCED CSP: Ppcosp(n,c) ={af —z; | i€ n]}U{D " x; —c}, for k=1.

e BOOLEAN SPARSE PCA: Pspca(n,2¢) = {a} —x; | i € n]JU{d ], a7 — 2¢}, fork = 3.
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Chapter 4

Bit Complexity of Sum-of-Squares
Proofs

In this chapter we will show how effective derivations can be applied to prove that the El-
lipsoid algorithm runs in polynomial time for many practical inputs to the Sum-of-Squares
algorithm. First, we recall the Sum-of-Squares relaxation for approximate polynomial opti-
mization. We wish to solve the following optimization problem:

max r(z)
s.t. p(x) =0,¥pe P
q(z) > 0,¥q € Q.

One natural way to try and solve this optimization problem is to guess a 6 and try to prove
that @ — r(a) > 0 for all « satisfying the constraints. Then we can use binary search to
try and find the smallest such 6. One way to try to prove this is to try and find a PCs
proof of non-negativity for § — r(z) from P and Q. As discussed in Section 2.3, any such
proof of degree at most d can be found by writing a semidefinite program of size n®® whose
constraints use numbers which require a number of bits polynomial in log ||7||, log || P]|, and
log || Q|| Solving this SDP is called the degree-d Sum-of-Squares relaxation.

The Ellipsoid Algorithm is commonly cited as a tool that will solve SDPs in polynomial
time, and thus it is often claimed that the Sum-of-Squares relaxation can be implemented
in polynomial time. Unfortunately, as first pointed out by Ryan O’Donnell in [54], the
Ellipsoid Algorithm actually has some technical requirements to ensure that it actually runs
in polynomial time, one of which is that the feasible region of the SDP must intersect a
ball of radius R centered at the origin such that log R is polynomial. This is often not an
issue, but when trying to argue that a PC. proof can be found in polynomial time singularly
because it is low-degree, then the situation is not so clear. The potential problem is that
0 — r(x) may have a degree-d proof of non-negativity, but that proof may have to contain
coefficients of size so enormous that log R is not polynomial in log ||r||, log ||P||, and log || Q]|
In this case if our intention is to use the SOS SDP to brute-force over all degree-d PC<



CHAPTER 4. BIT COMPLEXITY OF SUM-OF-SQUARES PROOFS 49

proofs of non-negativity, we would have to run the Ellipsoid Algorithm for exponential time.
Indeed, O’Donnell gave an example of a polynomial system and a polynomial » which had
degree two proofs of non-negativity, but all of them necessarily contained coefficients of
doubly-exponential size. In this chapter we develop some of the first results on when the
Sum-of-Squares relaxation for the optimization problem described by (r, P, Q) is guaranteed
to run in polynomial time. We show how to use effective derivations to argue that the bit
complexity of PC~ proofs of non-negativity is polynomially bounded.

We will conclude this chapter by strengthening the example of Ryan O’Donnell which
showed that there are polynomial optimization problems whose low-degree proofs of non-
negativity always contain coefficients of doubly exponential size. We show that, despite
his hopes in [54], there are even Boolean polynomial optimization problems exhibiting this
phenomenon.

4.1 Conditions, Definitions, and the Main Result

As O’Donnell’s example shows, we cannot hope to prove that the Sum-of-Squares relaxation
will always run in polynomial time. We must impose some conditions on the optimization
problem defined by (r,P, Q) in order to guarantee a polynomial runtime. First, we will
assume that the solution space S = V(P) N H(Q) is reasonably bounded, specifically that
||| < 2P This will be the case for all of the combinatorial problems we consider (they
actually have [|S|| < 1).

Our main theorem is that if there exists a special distribution g over V(P) satisfying
three conditions, then any PC< proof of non-negativity from P and Q can be taken to have
polynomial bit complexity. The conditions are quite general and we believe they apply to a
wide swathe of problems beyond those that we prove here. In fact, they depend only on the
solution space of (P, Q), so we drop the dependence on r. We explain the three conditions
we require below.

Definition 4.1.1. For € > 0, we say that p e-robustly satisfies the inequalities Q if g(«) > €
for each a € supp(p) and g € Q.

We require e-robustness because our analysis will end up treating the constraints in P
differently from the constraints in Q. Because of this, we can only hope for our analysis to
hold under e-robustness, since otherwise one could simulate a constraint from P simply by
having both p and —p in Q.

Definition 4.1.2. Recall we use x®¢ denote the vector whose entries are all the monomials
in R[zy,...,7,] up to total degree d. For a point a € R, we use x®?(a) to denote the vector
whose entries have each been evaluated at . For a distribution p on V(P), we define the
w-moment matrixz up to level d:

M,q= E [x*¥(a)x*!(a)"]

s a~p
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Clearly M, 4 is a PSD matrix, and furthermore it encodes information about the dis-

tribution p. For example, if we let ¢ € R(Hjil), then ¢ corresponds to the polynomial
c(x) = ¢-x®4, and then ¢ M, 4¢ = Eonp [c(@)?]. In particular, if ¢ is a zero eigenvector of
M,, 4, then c(x) is zero on all of S.

Definition 4.1.3. We say that u is d-spectrally rich up to degree d if every nonzero eigenvalue
of M, 4 is at least 9.

If 1 is 0-spectrally rich up to degree d and p is an arbitrary polynomial of degree at most
d, then there exists a polynomial p’ such that p’(a) = p(«a) for each o € supp(u) and ||p'|] <
$max, [p/(a)|. Thus spectral richness can be thought of as ensuring that the polynomials
which are not zero on all of supp(p) can be bounded. What about the polynomials that are
zero on supp(p)? We need to ensure that we can bound those as well, or else a PC- proof
could require one with enormous coefficients. The key is that, since a bounded degree PC
derivation is a linear system, its solution can be taken to have bounded coefficients.

Definition 4.1.4. We say that P is k-complete for supp(u) up to degree d if, for every zero
eigenvector ¢ of M, 4, the degree-d polynomial c¢(z) = ¢'x®9 has a derivation from P in
degree k.

If 1 has support over all of V(P), then k-completeness up to degree d is implied by P
being k/d-effective. What if the support of p is some smaller subset? Well, supp(u) had
better at least be very close to V(P), otherwise there is no hope that P is complete for
supp(u) up to degree d. In fact, if supp(u) # V(P), it is impossible for every polynomial
that is zero on supp(u) to have a derivation from P, since in this case I(supp(u)) # (P).
However, since we are only dealing with PC< proofs up to degree d, we only actually care
about polynomials up to degree d. In other words, we want supp(u) to be close enough to
V(P) that only polynomials of degree higher than d can tell the difference.

Example 4.1.5. Let p be the uniform distribution over S = {0,1}" \ (0,0,...,0). Then
P = {a? —z; | i € [n]} is 1-complete for S up to degree n — 1. To see this, let r(z) be
a polynomial which is zero on all of S, but r ¢ (P). Then r(0,0,...,0) # 0, and has the
unique multilinearization

F(z) =r(0,0,...,0) [T (1 = =),

=1

and thus the degree of r must be n.

Example 4.1.6. Let p be the uniform distribution over S = {0, 1}"\{(1,%) | y € {0,1}"*}.
Then P = {2? — z; | i € [n]} is not k-complete for S up to degree d for any k > d > 1.
To see this, note that the polynomial x; is zero on all of S, and thus corresponds to a zero
eigenvector of M), 4. But x; is not zero on V(P), so x ¢ (P), and thus x has no derivation
from P at all.
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In order for p to be robust, it must have support only in S = V(P) N H(Q). In this
case, completeness implies that the additional constraints g(x) > 0 for each ¢ € Q do
not themselves imply a low-degree polynomial equality not already derivable from P. We
consider this part of the condition to be extremely mild, because one could simply add such
a polynomial equality to the constraints P of the program.

Example 4.1.7. Let P = {z7—x; | i € [n]} and Q = {2—>""' , 2;}. Then S = V(P)NH(Q)
is the set of binary strings with at most two ones. P is not k-complete up to degree 3 for
any distribution with supp(u) = S for any k because xjxsx3 is zero on S but clearly not on
V(P). However, P’ = P U {x;x;z | i, 7,k € [n] and distinct} is 1-complete for S.

Finally, we compile all of the conditions together:

Definition 4.1.8. We say that (P, Q) admits a (e, d, k)-rich solution space up to degree d
with certificate p if there exists a distribution p over V(P) N H(Q) which e-robustly satisfies
Q, is d-spectrally rich, and for which P is k-complete, all up to degree d. If 1/e = ZPOIY("d),
1/6 = opoly(n) and k = O(d), we simply say that (P, Q) has a rich solution space up to
degree d.

Armed with all of these definitions, we can finally formally state the main result of this
chapter:

Theorem 4.1.9. Assume that |P||, ||Ql, ||r|| < 209", Let (P, Q) admit an (e, 0, k)-rich
solution space up to degree d with certificate . Then if r(x) has a PCs proof of non-negativity
from P and Q in degree at most d, it also has a PC- proof of non-negativity from P and
Q in degree O(d) such that the coefficients of every polynomial appearing in the proof are
bounded by gpoly(n®log 3.log £)

In particular, if (P, Q) has a rich solution space up to degree d, then every coefficient
in the proof can be written with only poly(n?) bits, and the degree-O(d) Sum-of-Squares
relazation of (r, P, Q) runs in polynomial time via the Ellipsoid Algorithm.

We delay the proof of Theorem 4.1.9 until Section 4.4. First, we offer some discussion
on the restrictiveness of each of the three requirements of richness and collect some example
optimization problems which admit rich solution spaces.

4.2 How Hard is it to be Rich?

For the rest of this chapter, we pick p to be the uniform distribution over S = V(P)NH(Q).
For all of the examples we considered, this was sufficient to exhibit a rich certificate. We
will abuse terminology a little bit and use p and S interchangeably. Here we will argue that
robustness is easily achieved, and if S lies inside the hypercube {0, 1}", then it is naturally
spectrally rich. Because most combinatorial optimization problems have Boolean constraints,
their solution spaces lie inside the hypercube. This means that the main interesting property
is the completeness of P for S.
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Robust Satisfaction

How difficult is it to ensure that S robustly satisfies the inequalities Q7 For one, if € =
minge o Mingev (p)\#(0) |¢(a)| > 0, then we can perturb the constraints in Q slightly without
changing the underlying solution space S so that S €/2-robustly satisfies Q. Simply make
Q' by replacing each ¢ € Q with ¢ = ¢ + ¢/2. Clearly for a € 5, ¢'(a) = g(a) + €/2 > €/2.
Furthermore, we still have S = V(P)NH(Q') by the definition of e. For many combinatorial
optimization problems, their solution spaces are discrete and separated, and so this € is
appreciably large, so there is no issue.

Example 4.2.1. Consider the BALANCED-SEPARATOR constraints: P = {z? —x; | i € [n]}
and Q@ = {2n/3 — >, x;, Y . x; — n/3}. The solution space S is the set of binary strings
with between n/3 and 2n/3 ones. If n is divisible by 3, then S does not robustly satisfy Q,
since there are strings with exactly n/3 ones. However there is a very simple fix by setting
Q ={2n/3+1/2->",z;,> . x;+1/2—n/3}. Then S is 1/2-robust for Q', and since ), z;
is a sum of Boolean variables, any point in V' (P) changes the sum by integer numbers. Thus
adding 1/2 to the constraints does not change V(P) N H(Q).

While we do not have a generic theorem that shows most problems satisfy robust satis-
faction, we have not yet encountered a situation where it was the bottleneck. The technique
described above has always sufficed.

Spectral Richness

Recall that S is d-spectrally rich if the moment matrix Mg, has only nonzero eigenvalues
of size at least 9. When S lies in the hypercube, we can achieve a bound for its spectral
richness using this simple lemma:

Lemma 4.2.2. Let M € RY*N be an integer matriz with |M;;| < B for all i,j € [N]. The
smallest non-zero eigenvalue of M is at least (BN)™V.

Proof. Because M is PSD, it has a full-rank principal minor A. Without loss of generality,
let A be the upper-left block of M. We claim the least eigenvalue of A lower bounds the
least nonzero eigenvalue of M. Since M is symmetric, there must be a C' such that

I

.y

] A[T ],

Let P = [I,CT], p be the least eigenvalue of A, and x be a vector perpendicular to the
zero eigenspace of P. Then we have 27 Mz > pz? PT Px, but x is perpendicular to the zero
eigenspace of PTP. Now PTP has the same nonzero eigenvalues as PPT = [ + CTC = I,
and thus 27 PTPx > 1, and so every nonzero eigenvalue of M is at least p. Now A is a full-
rank bounded integer matrix with dimension at most N. The magnitude of its determinant
is at least 1 and all eigenvalues are at most N - B. Therefore, its least eigenvalue must be at
least (BN)~™" in magnitude. O
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As a corollary, we get:

Corollary 4.2.3. Let P and Q be such that S C {0, £1}". Then S is §-spectrally rich with

1 _ ly (n?
1= gpoly(n®)

Proof. Recall Mg g4 = Eqes[x®d(a)x®d(a)T], and note that |S|- M is an integer matrix with
entries at most 3"”. The result follows by applying Lemma 4.2.2. O]

Most combinatorial optimization problems are inherently discrete by nature, and so their
polynomial formulations can naturally be taken to have solution spaces in Z". In this case
some multiple of their moment matrices are integer matrices, and we can use Lemma 4.2.2 to
show spectral-richness. Even when not dealing with combinatorial optimization, it is possible
to prove spectral richness as we will see with UNIT VECTOR later. For these reasons, we
consider spectral richness to be a mild condition.

Completeness

Recall that if S = V(P), then P being k-complete for S up to degree d is equivalent to P
being k/d-effective. Furthermore, it is easy to see that if there is a polynomial p € (P) of
degree d which does not have a degree-k derivation from P, then P cannot be complete for
any subset S C V(P). Thus in order to prove that P is k-complete for some subset .S up to
degree d, we must at least prove that P is k/d-effective. As we saw in Chapter 3, proving
this is often tricky, and there is not yet any general theory for it. On the bright side, because
the previous two conditions are so mild, it is often the case that completeness is the only
problem to deal with before being able to conclude that the Sum-of-Squares relaxation is
efficient. This fact is one of the main motivations behind our study of effective derivations.
Because of the lack of a general theory for effective derivations, we also lack a general theory
for giving low bit complexity proofs of non-negativity, and so we apply Theorem 4.1.9 on a
case-by-case basis. However, in this chapter we at least compile a list of some combinatorial
problems to which Theorem 4.1.9 applies. These problems arise from common applications
of the Sum-of-Squares relaxations.

4.3 Optimization Problems with Rich Solution Spaces

Before we assemble the list in full, we give two more problems that have rich solution spaces.

Lemma 4.3.1. The UNIT-VECTOR problem has a formulation on n variables with con-
straints Pyy = {> i, 22 — 1}. Then the uniform distribution over S = V(P) is rich for P
up to any degree.

Proof. To prove spectral richness, we note that in [25] the author gives an exact formula
for each entry of the matrix Mgy = f ¢m(x) for any monomial p. The formulas imply that
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(n+d)!7~"/2M is an integer matrix with entries (very loosely) bounded by (n +d)!d!2". By
Lemma 4.2.2, we conclude that S is d-spectrally rich with 1/6 = gpoly(n?),

Since (P) has only a single generator, to prove that P is d-complete for S, all we have
to do is show that every element of I(S) is a multiple of Y, 27 — 1. Let p(z) be any
degree-d polynomial which is zero on the unit sphere S = V(P), and define the even part
of p, po(x) = p(z) + p(—x). Clearly pg is also zero on the unit sphere, with degree k =
2[(d+1)/2]. Note that py has only terms of even degree. Define a sequence of polynomials
k, and let piy1 = p; + ¢; - (3_; 27 — 1). Then each p; is zero on the unit sphere and has no
monomials of degree strictly less than 2i. Thus py/ is homogeneous of degree k. But then
prya(tx) = t*pya(x) = 0 for any unit vector = and ¢ > 0, and thus pg/2(x) must be the zero
polynomial. This implies that py is a multiple of >, 7 — 1, since each p; 41 — p; is a multiple
of Y, 27 — 1. The same logic shows that the odd part of p, p(z) — p(—=z), is also a multiple
of 33,27 — 1, and thus so is p(z). Now since every element of (P) must be a multiple of
> a7 — 1, obviously P is 1-effective, so P is d-complete for S up to degree d for any d. [

Lemma 4.3.2. Consider the BALANCED SEPARATOR formulation P = {z? — x; | i € [n]}
and Q@ = {1/100 +2n/3 — >, x;,1/100 4+ >, x; — n/3}. Then the uniform distribution over
S =V(P)NH(Q) is rich for (P, Q) up to degree n/3.

Proof. First, S is clearly 1/100-robust for Q, even if n is divisible by three. Second, S C
{0,1}", so by Corollary 4.2.3 it is spectrally rich. To prove completeness, we note that P
is 1-effective by Corollary 3.1.2. It remains to prove that Q does not introduce additional
low-degree polynomial equalities. Suppose r is a polynomial that is zero on S. Without loss
of generality, we may assume that r is multilinear by using the constraints {z? —z; | i € [n]}.
Then consider the symmetrized polynomial r* = % > e, 07, where o acts by oy = 24(3;).
Then because P and Q are fixed by this action, r* must also evaluate to zero on S. Because
r* is symmetric and multilinear, it is a linear combination of the elementary symmetric
polynomials ej(x). However, a simple induction shows that there is a univariate polynomial
qi. of degree k for each k such that ey(x) — ¢x(>_, z;) € (P). In particular this implies there
is a univariate polynomial ¢(t) with degq < r* = degr such that ¢(>_, x;) is zero on S. This
univariate polynomial has n/3 zeros since S has points with n/3 different possible values for
> ;. But ¢ cannot be the zero polynomial because it is non-zero on V(P), so ¢ has degree
at least n/3, and so does r. Thus every non-zero multilinear polynomial that is zero on S
but not in (P), has degree at least n/3, and P is 1-complete for S up to degree n/3. O

Finally, we collect all the problems discussed:

Corollary 4.3.3. For the following combinatorial optimization problems, the uniform dis-
tribution over S =V (P)N H(Q) is a rich certificate up to any degree:

e CSP: Pcsp(n) = {x? —x; | i € [n]}.
o CLIQUE: Peuque(V, E) = {2} —x; | i € V}U{zz; | (i,7) ¢ E}.
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o MATCHING:

Pu(n {%3 i | 4,7 € [n]}

U{me—llje[n]}
U {szjwzk ‘ i7j7k S [Tl],j 7£ k} :
e TSP:

Prsp(n {:1:2] zij | 4, € [n]}

{me 1]je] ]}
U {@ij@in, jixw | 1,5,k € [n],j # k}.

e BISECTION: Ppcsp(n,n/2) ={z? —z; |i € [n]} U{>,z — 2}.
e UNIT-VECTOR: Pyy = {>_, 27 — 1}.
For the following optimization problems, S is a rich certificate up to degree c:

e BALANCED SEPARATOR: Pps(3c) = {2? — x; | i € [3c]}, Ops(3c,¢) = {1/100 + 2¢ —

S 2, 1/100 4+ 3% @y — ¢
e BALANCED CSP: Ppesp(n,c) = {af —a; |i € n]}U{D " =, —c}.
e BOOLEAN SPARSE PCA: Pspca(n,2¢) = {z} —x; | i € [n]}U{>, a7 — 2c}.

Proof. UNIT-VECTOR and BALANCED SEPARATOR were discussed above. For all the other
problems, S C {0, £1}", so by Corollary 4.2.3, S is spectrally rich. Furthermore, for these
problems, P was proven to admit effective derivations in Chapter 3 (see Corollary 3.7.1),
and Q is empty, so S = V(P). Thus P is k-complete for S up to the appropriate degree d,
with k£ = O(d). m

4.4 Proof of the Main Theorem

(Proof of Theorem 4.1.9). For convenience, we write P = {p1,...,pm} and Q = {q, ..., q}.
Let p be the certificate for (e,d, k)-richness of (P, Q), let S = supp(u), and let r(x) be a
degree-d polynomial which has a PC~ proof of non-negativity from (P, Q). In other words,
there is a polynomial identity

t 0 ti m
- ih? +) (Z h%) G+ Aipi
=1 =1 J=1 =1



CHAPTER 4. BIT COMPLEXITY OF SUM-OF-SQUARES PROOFS 56

Our goal is to find a potentially different PC~ proof of non-negativity for r which uses only
polynomials of bounded norm.

First, we rewrite the original PC. proof into a more convenient form before proving
bounds on each individual term. Because the elements of x®9 are a basis for R[xy, ..., 2,]q4,
every polynomial in the proof can be expressed as ¢’ x®4, where ¢ is a vector of reals:

to V4 t;
r(z) = Y (A% 4+ (Z (hijx=) ) G+ Z Aipi
i=1 i—1 \j=1
¢
= (H,x¥Y(x*NHT) + Z<Hi7 x#(x*N)T)q; + Z AiDi
—1 i=1

for PSD matrices H, Hy,..., Hy,. Next, we average this polynomial identity via the distri-
bution u:

¢

E @) = (H. &, @n@)] ) + 3 (i B, [aa)x™(@xta)] ) +0

L — ~L

v
K =1

The LHS is at most poly(||7|, ||S]|). The RHS is a sum of positive numbers, since the inner
products are over pairs of PSD matrices (recall ¢;(«r) > € > 0). Thus the LHS is an upper
bound on each term of the RHS. We would like to say that since S is d-spectrally rich, the first
term is at least 0 Tr(H ). Unfortunately the averaged matrix may have zero eigenvectors, and
it is possible that H could have very large eigenvalues in these directions. However, because
P is k-complete for S, these can be absorbed into the final term at the cost of increasing the
degree to k. More formally, let IT = >~ wuu’ be the projector onto the zero eigenspace of
M,q = Epu,[x®4(a)x®d(a)T]. Because P is k-complete for S, for each u there is a degree-k
derivation u"x®? = Y~ 0,p;. Then IIx®4(x®d)T = Y~ (ux®9) - u(x®4)T. Thus we can

write

(H X (xETY = (H (I + T )™ (x59)T (I 4 114
— <H, Hlx‘g’d(x@d THl> + Z uTx®d (<H, Ix®dy T + x®d T+ + X®duTH>)

= <HJ‘HHJ',X®d(X®d)T> + Zaipi,

for some polynomials ¢;. Doing the same for the other terms and setting H’ = II* HII*+ and
similarly for H!, we get a new proof:

L

rl@) = (H' P T) + 3 (HL ) g+ Y i

=1
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Now the zero eigenspace of H' is contained in the zero eigenspace of M, 4. Furthermore,
the d-spectral richness of p implies that each nonzero eigenvalue of M, 4 is at least 0, so
(H', M, q) > 6§ Tr(H'). Also, the e-robustness of p implies that ¢;(«) > € for each i and «a.
Thus

(1 B, [n@x* @) @)"] ) = (L B, [ @) e)] ) > o (i),

an~p

Thus, after averaging we have
poly(||7|l,||S]) = 6 Tr(C Z(SeTr (H)).

Every entry of a PSD matrix is bounded by the trace, so H' and each H] have entries
bounded by poly([Jr[. S]], . 1)

The only thing left to do is to bound the coefficients A;. This turns out to be easy
because the PC. proof is linear in these coefficients. If we imagine the coefficients of the A,
as variables, then the linear system induced by the polynomial identity

¢

r(z) = (H', x®4(x*)T) =3 " (H],x* Z Aipi
i=1
is clearly feasible, and the coefficients of the LHS are bounded by poly(||7|, [|S]], 5, £). There
are O(n”) variables, so by Cramer’s rule, the coefficients of the \; can be taken to be bounded
by poly([P[™, £, L, [, S, n!). By assumption, P[] [, [|S]| < 2°%"). Thus this bound

) k log L log L
is at most 2poly(ntlog 5.log o) O

4.5 A Polynomial System with No Efficient Proofs

In [54], Ryan O’Donnell gave the first example of a set of polynomials P and a polynomial
r which has a degree two PC~. proof of non-negativity from P, but any such degree two
proof must necessarily contain polynomials with doubly-exponential coefficients. In his pa-
per, he was the first to point out the trouble with the Sum-of-Squares relaxation that we
have endeavored to address in this chapter. He also hoped that if P was a Boolean system,
i.e. {z? —z; | i€ [n]} C P, then any PCs proof from P could be taken to have polynomial
bit complexity. Unfortunately, in this section we answer this question in the negative. We
develop a polynomial system containing the Boolean constraints, but which still has poly-
nomials with proofs of non-negativity that require polynomials of doubly-exponential size.
Furthermore, our construction also holds even for proofs of high degree. In O’Donnell’s
original example, the polynomial r has proofs of low bit complexity at degree four. In our
example, the polynomial r has no proofs of low bit complexity until degree Q(y/n), thus
scuttling any hope of solving the bit complexity problem by simply using a higher degree
Sum-of-Squares relaxation.
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A First Example

The original example given in [54] essentially contains the following system whose repeated
squaring is responsible for the blowup of the coefficients in the proofs:

— 2 2 2 2
P= {a1—x9, w5—x3, ..., Th_|{—Tn, To}.

The solution space is simply V(P) = {(0,0,...,0)}, and therefore the polynomial € — x4
must be non-negative over V(P) for any ¢ > 0. However, it is not obvious as to whether or
not a low-degree PC< proof of this non-negativity exists.

Lemma 4.5.1. The polynomial € — x1 has a degree two PCS proof of non-negativity from P.

Proof. The following polynomial identity implies the lemma statement:
-~ € n\1/2 2 € n \3/2 ? € ( n )7/ 2 2 N
T no <4€> n)r no <4e) T2 ) n de s
TR Y ( - )Qn_w? 2 (%)
n de v

To explain a little, let the ith term in the proof be (A; — B;jx;)?. First notice that >, A? = .
i—1__ i_ i
Second, notice that —2A; B;x; = — (4%)2 ! z;. Third, (Biz;)? = (4%)2 ! P (4%)2 ! Tig1.

Everything has been carefully set up so that (B;z;)? = —2A;,1B;; . Finally, clearly B2x? =
0. Thus every term cancels out except A? —2ABi1 = € — 1. O

Of course, the above proof involves coefficients of doubly-exponential size, which means
that it will not be found by running a polynomial time version of the Ellipsoid Algorithm.
Is it possible to find a proof for € — x; that does not use coefficients of such huge size?

Lemma 4.5.2. Let € < 1/2. Then any PC- proof of € — x1 from P of degree d must involve
polynomials with coefficients of size at least ) (L ( 1 )2n>.

nd \ 2

Proof. We will define a linear functional ¢ : R[X]; — R as in Lemma 2.3.15. Recall we want
¢ to satisfy the following:

(1) @le —x1] = —e

(2) ¢lo(x? —2;41)] =0 for any i <n — 1 and o of degree at most d — 2
(3) lop[Aa2]] < (2€)*" n?||All.
(4)

4) @[p*] > 0 for any p? of degree at most d
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Note that any monomial is equivalent to some power of z;. For example, x12923 = 7.
More generally, it is clear from P that

H:L"Bl ~ 2= 2T,

Define ¢ by linearly extending its action on monomials, defined by:

[H wm] (26)Z:2 751,

Clearly ¢le — 1] = —¢, thus satisfying condition (1). Condition (2) is obviously satisfied if &
is a monomial, and linearity of ¢ implies that it holds for any polynomial ¢. For condition
(3), if A is a monomial, then ¢[Ax2] < ¢[z2] = (2¢)?". If X is not a monomial, it has at
most n? monomials, and maximum coefficient at most ||A|]. Then by linearity of ¢, we
have ¢[Az2] < (2¢)*"nd||\||. For condition (4), note that ¢ is multiplicative. Then clearly

o[p?] = ¢[p]* > 0. 0

Even though r does not have any efficient PC- proofs of non-negativity, this example
does not achieve our goal of exhibiting a system that contains all the Boolean constraints.
We show how to modify it in the following section.

A Boolean System

One simple way to try to make the system Boolean is to just add the constraints x? — x; to
P. Unfortunately, this introduces new proofs for ¢ — x;, and they have low bit complexity.
To see this, it is clear that z7 — z; & z;,1 — z;, and by adding these together, we can get a
telescoping sum and derive z,, — z1. But now z,, — z; & 22 — x; & —xy, and thus z; € (P),.
Because HN proofs are linear, x; has a derivation Zp App with low bit complexity, which
can be used to write a PC< proof for

€— 11 = \/_ + App.

By constraining the variables z; we add new ways to formulate proofs. We want to add
constraints in a way that PC. proofs do not realize that the z; are actually constrained
further.

We draw inspiration from the Knapsack problem, which is known to be difficult to refute
with PC. proofs. We replace each instance of the variable z; with a sum of 2k Boolean
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variables: z; = jWij — k. The new set of constraints is
2
P = <Zwij — k) — (Zwi+1’j — k‘) |i€n—1]
j j
2
j

The solution space V(P’) is the set of n bit strings of 2k bits, each with exactly k ones.

Lemma 4.5.3. The polynomial r = € — (E] wy; — k> is non-negative on V(P'), and has a

degree two PC- proof of non-negativity from P’.

Proof. The polynomial r is non-negative because there are exactly & ones among the w;,
so r(a) = € > 0 on V(P’). Furthermore, r has a proof of non-negativity since we can just

replace each instance of z; with (Z Wi — k) in (). O

Before we prove that the doubly-exponential coefficients are necessary, we need the fol-
lowing technical lemma, due to [30]:

Lemma 4.5.4. Let 0 < § < 1. Then there ezists a linear function ¢s : R[X]|s — R and a
constant C' satisfying, for any \ up to degree Ck,

(1) o5\ (w% —w;j)] =0,
(2) ¢sIA- (2, wiy — k) —6)] =0,
(3) ¢s[p?] > 0 for any polynomial p of degree at most Ck /2.

The lemma is equivalent to claiming that a PC< refutation for that system of equations
(Knapsack) requires degree C'k. Since 0 is not an integer and each w;; is Boolean, obviously
Zj w;; —k — 0 = 0 is unsatisfiable, but because there is no PCs proof until degree Ck, the
linear function ¢s exists. We will use these linear functions to pretend that > wi; —k =

(2¢)?" and mimic the proof in Lemma 4.5.2.

Lemma 4.5.5. Let r = € — (23 wi; — k> and € < 1/2. Then any degree-Ck PCs proof of

non-negativity for r from P’ contains a polynomial of norm at least ) <W . (i)r)

Proof. Let d < Ck, W; = {wi1,wja, ..., w; 2}, and W = |J, W;. We will use o(WW) to denote
an arbitrary monomial, and o1 (W;),...,0,(W,) to be the monomials whose product is o.
We will use A to denote an arbitrary polynomial. We will define a linear functional satisfying
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the requirements of Lemma 2.3.15, which will prove the theorem. Define a linear functional
O R[Wy, Wy, ..., W,]a = R by linearly extending its action on monomials to the monomial
o:

Plo] = ¢1(01)92(02) - . - Pnl0n),

where each ¢; is the linear function q§(2€)2i71 guaranteed to exist by Lemma 4.5.4.
First, clearly

S I

® [0+ (w]; — wy)] = ¢y [os - (W) — wi)] [ élos] = 0.
i

Linearity of ® implies the same is true for any polynomial of degree at most C'k. Similarly,

(Sl (e e
= o[- 297 [ T 0slo)

J#i

Second,

= (2¢)% ' ®[0].

Again, linearity implies that the same holds for any polynomial of degree at most C'k. This
implies that for any polynomial A\,

2
CI) )\ . (Z wij — k) — <Z wi+1,j — k’) = O,
J J
as well as

Ak (Z tnj = ’f) = (207" [BN]] < (26)*" (k) Al

where the (nk)? appears because there are at most that many monomials of degree d, and
since every variable is Boolean, ® is at most 1 on any monomial.

The only remaining condition to prove is that ® is non-negative on squares. Define the
linear operator T; : R[Wy, Wy, ..., Wi = R[Wh, ..., W] with T[] [,, 03] = éiloi] - 11, 05
Clearly ®[\ = T\ Ty ... T,[\]. We claim that for any 7, and any \, T;[\?] is a sum-of-squares
polynomial. This, together with the fact that each ¢; is non-negative on squares, implies
that ® is non-negative on squares.
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It is sufficient to prove the claim for 7,. For multisets U with elements from W; and
V' with elements from W5, and we define wy = ],y w and similarly for wy. Write A =
ZUV QyyWyWy . Then

15 [/\2] =1 E Qv Qy v WyWy Wy Wy
uvu'v’
= E aUVaU’V’waU’¢2 [wvw\//].
vvu'v’

If we define a matrix M (V, V') = ¢s[wywy-], then because ¢9 is non-negative on squares, this
matrix is PSD. Furthermore, define w(V) = >, ayywy. Then T5[A\?] = w! Mw. Since M is
PSD, it can be written > uu” for some vectors u. Then T5[\?] = > wluu'w =Y (u'w)?
is a sum of squares. O

Finally, we prove our main theorem.

Theorem 4.5.6. There exists a set of quadratic polynomials P' on n variables and a poly-
nomial  non-negative on V(P’) such that

e P’ contains the polynomial x? — x; for every i € [n).
e 1 has a degree two PCS proof of non-negativity from P’.

e FEvery PC- proof of non-negativity for r from P of degree at most O(y/n) has a poly-
nomial with a coefficient of size at least Q(-12%PV™).

Proof. We take the polynomial system P’ discussed in this section with k& = n. Then
there are N = n? variables total, and the properties follow directly from Lemma 4.5.3 and
Lemma 4.5.5. [
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Chapter 5

Optimal Symmetric SDP Relaxations

The main result of this section is to show that when the solution space of a polynomial
formulation for a combinatorial optimization problem satisfies certain symmetry properties,
then the Theta Body SDP relaxation (see Section 2.6) achieves the best approximation
among all symmetric SDPs of a comparable size. This is proven using an old technique of
Yannakakis on the size of certain permutation groups that has been used time and time
again to find optimal symmetric LP and SDP relaxations.

We combine this result with some of our results in Chapter 3 to prove that the Sum-
of-Squares SDP relaxation (see Section 2.6 again) performs no worse than the Theta Body
relaxation, thus showing that the SOS SDP is optimal for problems including MATCHING,
TSP, and BALANCED CSP. Furthermore, this allows us to translate lower bounds against
the SOS SDP to lower bounds against any symmetric SDP formulation. We apply this to the
MATCHING problem using the lower bound of Grigoriev [32] and get an exponential lower
bound for the size of any symmetric SDP relaxation for the MATCHING problem.

5.1 Theta Body Optimality

Recall that a S,,-symmetric combinatorial optimization problem M = (S, F) has a symmet-
ric polynomial formulation if two conditions hold. First, there is a polynomial optimization
problem (P, Q,0,¢) on n variables such that solving the associated optimization prob-
lem solves M as well. Second, there is an action of S,, on the coordinates [n] (extending
naturally to an action on R" and R[zy,...,z,]) that is compatible with the action on S:

o(a) = 6(0a).

Definition 5.1.1. We say that the symmetric polynomial formulation is (k1, ko)-block tran-
sitive if, for each I C [m] of size at most k;, there exists a J C [n] of size at most ko such
that A([m] \ U) acts transitively on each S;. = {z € R" : x € V(P),z|; = ¢}, i.e. each set
of solutions in V(P) which agree on J.
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Example 5.1.2. The usual formulation for the MATCHING problem is (k, (’;))—block transi-
tive for each & < m/2. Recall the constraints of the polynomial formulation for the MATCH-
ING problem on ("21) variables from (3.1). The map ¢ is defined so that for a matching M,
d(M) = xm, where (xar)ij = 1if (¢,7) € M and 0 otherwise. Then S, acts by permuting
the vertices of the graph.

For a subset I C [m] with |I| < m/2, we set J = E(I,I), the set of edges that lie entirely
in I. Let M; and M; be two matchings that agree on J. We define a permutation o as
follows: Set o to fix I. Because M; and M, are perfect matchings, they must have the same
number of edges in both E(I,T) and E(I,I). For a vertex v € I, if M;(v) € I, then we set
o(v) = My(M;(v)). Otherwise, we set o to be an arbitrary bijection between the edges of
M, in E(I,T) and the edges of M, in E(I,I). Clearly o € S([m]\ I) and o(xas,) = Xas- If
o is even, we are done. Otherwise, since |I| < m/2, there is an edge (u,v) € My N E(I,T).
Then if o,, is the transposition of u and v, o,,0 is an even permutation which still fixes J

and maps X, t0 Xas,-

Example 5.1.3. The usual formulation for BALANCED CSP is (k, k)-block transitive for
every k < m —3. Recall the constraints for the polynomial formulation for BALANCED CSP
on m variables from (3.7). The map ¢ is defined so that for an assignment A, ¢(A) = xa,
where (y4); = 1 if A(¢) = 1 and 0 otherwise. Then S,, acts by permuting the labels of the
variables.

For a subset I C [m], we set J = I. Let two assignments A; and A, that agree on J, and
define a permutation o as follows: x4, and x4, have the same number of indices which are
zero, and indices which are one. Let o be any pair of bijections between the indices which
are one in Y4, and the indices which are one in y4,, and likewise for the indices which are
zero. Furthermore, since x4, and x4, agree on J, we can choose o to be a pair of bijections
which are the identity on J, so ¢ € S([m]\ J). Clearly o(xa,) = Xxa,. Finally, if o is
not already even, since |I| < m — 3, there are two indices ¢; and ¢y outside of J such that
Ay(ly) = As(l2). Then (¢, 4s) - 0 is even and still fixes J and maps x4, to xa,-

The point of this definition is that if a polynomial formulation is block-transitive, then
it is easy to show that invariant functions can be represented with low-degree polynomials.
Going from arbitrary functions to low-degree polynomials is crucial to showing optimality
for the Theta Body.

Lemma 5.1.4. Let (P,O,¢) be a A,,-symmetric, Boolean, (ki, ko)-block transitive polyno-
mial formulation and h : V(P) — R be a function. If there is a set I of size |I| < ky such
that h is stabilized by A([m] \ I) under the group action oh(a) = h(c™'a), then there is a
polynomial W' (x) such that h'(¢(a)) = h(d()) and the degree of h' is at most k.

Proof. For any o € A([m]\ I) and a € V(P), we know h(a) = oh(a) = h(c~'a). By block-
transitivity, there exists a set J of size |J| < ko such that A([m] \ I) acts transitively on
elements of V(P) which agree on J. Thus if «, 8 € V(P) such that «|; = 5|, h(a) = h(5).
Thus h depends only on the coordinates J, and since the polynomial formulation is Boolean,
any such function can be expressed as a degree-|J| polynomial. O
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Before we state our main theorem, we recall that the dth Theta Body relaxation with
objective o(z) is

min ¢

s.t. ¢ —o(z) is d-SOS modulo (P).

Theorem 5.1.5. Let M = (S, F) have a S,,-symmetric (ky, ka)-block transitive Boolean
polynomial formulation (P,O,¢) on n variables. Then if M has any (c, s)-approrimate,
Sm-symmetric SDP relazation of size r < ,/(ZZ) the koth Theta Body relaxation is a (c, s)-

approximate relaxation as well.

Recall that the size of the koth Theta Body relaxation is n®*2), so if ky = O(k;), then
the size of the Theta Body relaxation is polynomial in the size of the original symmetric
formulation. Before we prove the main theorem, we need two lemmas. One has to do
with obtaining sum-of-squares representations for the objective functions given a small SDP
formulation:

Lemma 5.1.6. If M = (S, F) has a (¢, s)-approximate SDP formulation of size at most k,
then there exist a family of (kgl) functions H from S into R such that for every f € F, with

maXages f(Oé) < S(f),

C(f)—fzzg@-2

where each g; € (H). Furthermore, if the SDP formulation is G-coordinate-symmetric for
some group G, then H is G-invariant under the action oh(s) = h(o™1's).

Proof. Consider the slack matrix for M: M («, f) = ¢(f) — f(«). By Theorem 2.5.3, if there
exists an SDP formulation for M of size k;, then there are k; x k; PSD matrices X and Y}
such that M(«, f) = XY} + puy for some py > 0. Let /- denote the unique PSD square
root. We define a set of functions H by h;;(a) = (vVX);;. Since h;; = hj; there are only
(’“H) functions in H. We have

o(f) = fla) =X Yy + py
NG NN N R
(VR TV T 4y

-5 (ST
= Z (Z(\/Vf)kjhik(a)> + iy
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Lastly, ohi;(a) = hij(07'a) = VX7 o, = Vo1 X*;. Because 0! is a coordinate permu-
tation, its action on X can be written 071X = P(0)X*P(c)?. Then since

(p(a>\/ﬁp(a)T)2 — P(o)X*P(0)T = 51X,

and the PSD square root is unique, we have Vo 'X* = o~ 'vX* Thus hjj(octa) =
o WX = VX% 15-1; = hy-1;5-1j(), so indeed H is G-invariant. H

The second lemma we need is an old group-theoretic result. It has been used frequently
in the context of symmetric LP and SDP formulations, see for example [47, 40, 10].

Lemma 5.1.7. [([22], Theorems 5.2A and 5.2B)] Let m > 10 and let G < Sp,. If |Sp :
G| < () for some k < m/4, then there is a subset I C [m] such that |I| <k, and A([m]\I)
is a subgroup of G.

We are ready to prove the main theorem.

Proof of Theorem 5.1.5. We start with the family of (”2“1) < (ZZ) functions H with the
properties specified in Lemma 5.1.6. We abuse notation slightly and just continue to write
H for the family of functions whose domain is V(P) instead of S. There is no real difference

since they are in bijection. For h € H, we have |Orb(h)| < |H| < (21) By the orbit-

stabilizer theorem, |S,, : Stab(h)| = |Orb(h)| < (le), so by Lemma 5.1.7, there is a [ C [m)]
of size at most ky such that A([m] \ I) < Stab(h). Applying Lemma 5.1.4, we obtain

polynomials h'(z) of degree at most ky which agree with A on V(P). Then for each f
satisfying maxocs £(a) < s(f),

o(f) = ol (¢(a)) =) (Z ap - h’(¢(a))) + g

% heH

for every o € S. This is an equality on every point of V(P) and each A’ is degree at most
ko, so C(f) — o (x) is 2ky-SOS modulo (P). Thus the kyth Theta Body relaxation is a
(¢, s)-approximate SDP relaxation of M. O

Theorem 5.1.5 and Proposition 2.6.10 immediately imply the following corollary:

Corollary 5.1.8. Let M = (S, F) have a Sp,-symmetric (ky, ka)-block transitive Boolean
polynomial formulation (P, O, ¢) on n variables. If P is (-effective, then if M has any (c, s)-
approximate, S,,-symmetric SDP relaxation of size r < / (Z;‘) the Ckoth Lasserre relazation

is a (¢, s)-approzimate relaxation as well.

We also have collected several examples of combinatorial problems that we can apply
Corollary 5.1.8 to:

Corollary 5.1.9.
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e [f the MATCHING problem has a S,,-symmetric SDP relaxation of size r < w/(n;Z)

achieving (c, s)-approzimation, the 2k? Lasserre relaxation is a (c,s)-approzimate re-
laxation as well.

o If BALANCED CSP has a S,,-symmetric SDP relazation of size r < 4/ (7,?) achieving

(¢, s)-approzimation, the kth Lasserre relaxation is a (c, s)-approrimate relaxation as
well.

Proof. Follows from Example 5.1.2, Example 5.1.3, Theorem 3.3.8, Lemma 3.5.8,
Lemma 3.5.7 and Corollary 5.1.8. [

5.2 Optimality for TSP

While block-transitivity is a useful categorization for capturing the symmetries of many
problems, sometimes it is not sufficient. Unfortunately, TSP is not block-transitive, so we
are unable to exactly apply the framework of the previous section. However, we will find
out that is very nearly block-transitive, and a few modifications are enough to prove that
the SOS relaxations are optimal for TSP. Recall the polynomial formulation of TSP on m?
variables from (3.4). The map ¢ is defined so that for a tour 7, ¢(7) = x,, where (x,);; =1
if 7(7) = j and 0 otherwise.

This polynomial formulation is Sp,-symmetric under the action o(x;;) = 4(;);, which
represents simply composing a tour 7 with o on the left. Under this action, the above
formulation for TSP is almost block-transitive:

Lemma 5.2.1. If I C [m], then let J = I x [m]. Then A([m]\ I) acts transitively on the
elements of V(P) that agree on J and have the same parity (as tours).

Proof. If 7,7 are tours with ¢(7)|; = ¢(7')|; and sign(r) = sign(7’), then let o = 7/771.

Clearly o7 = 7/. Fori € I, 0(i) = 7/(77'(i)) = i since 7" and 7 agree on I, thus o € S([m]\I).
Because both 7/ and 7 have the same parity, o must be even, so o € A([m] \ I). O

If we naively attempt the same strategy as in the previous section, we will show that
the functions in H depend only on the placement of a small number of vertices in the tour,
and the parity of the tour. Unfortunately, the parity of the tour is a high degree function
in this polynomial formulation. To handle this dependence, we embed any tour as an even
tour on a larger set of vertices, then find a good approximation for TSP on the set of larger
vertices. To this end, define the function T": S,,, — Agp, by T'(7) = 77/, where 7’ fixes [m],
and 7'(1) = 7(i) + m for i € {m+1,...,2m}. Since sign(7) = sign(7’), T(7) is indeed an
even permutation. Also note that T°(7)|y, is a permutation of [m], and indeed equal to 7.
Now we are ready to prove our main theorem:
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Theorem 5.2.2. If TSP on 2m vertices has an Asy,-coordinate symmetric SDP relaxation

of size v < /(") with approzimation guarantees s(f) = minaes f(a) and c(f) = ps(f),

then the 2kth Lasserre relazation is a (c, s)-approzimate relazation for TSP on m wvertices.

Proof. Let f be an objective function for TSP on m vertices, and let F' be the objective
function for TSP on 2m vertices which has

Then F(T'(7)) = 2f(7). Furthermore, if IT € Sy,,, then there exist tours 7 of [m]| and 7 of
{m+1,...,2m} such that F(II) = F(r7) = f(71)+ f(72). This can be seen just by setting
71(2) = I(@) or TI(i) — m, whichever is in [m], and 75(i + m) = I1(:) or II(¢) + m, whichever
isin {m+1,...,2m}. Clearly from the definition of F' this does not change the value. This
implies that ming F(IT) = 2min, f(7).

Now if TSP has a symmetric SDP relaxation as in the theorem statement, by starting
identically to Theorem 5.1.5, we obtain a family of (T“) functions H which are A,,,-invariant
and

F(I1) = pmin F(I1) = 3 (1)

where each ¢g; € (H). Furthermore, each h € H has a subset I; such that h is stabilized
by A([2m] \ 1) and |I;| < k. Then by Lemma 5.2.1, the function h depends only on the
variables in I; x [2m] and the sign of the permutation. The restriction of i to the image of
T must then depend only on the variables in I, x [2m], since every image of T is an even
permutation. Thus there exists a polynomial A'(x) which depends only on the variables in
I, X [2m] which agrees with h on the image of T'. Because the polynomial formulation for
TSP is Boolean and we can eliminate monomials of the form x;;x;, for j # ¢, the polynomial
h'(x) can be taken to have degree at most |[,| < k. Finally, we note that x;; = &4y, j+m and
Tijtm = Titm,; = 0 for every i, j € [m] on the image of 7. Thus we can replace each instance
of Titm j+m In B (x) with z;;, and each instance of x; j 1, Or Ty, ; with 0 and not change the
value of h/(x) on the image of T. Now A’ depends only on variables with indices in [m] x [m],
and since T'(7) restricted to these variables is 7, we have the following polynomial identity:

F(T(7)) — pmlnF Z (Z%hh/ ) :

7 heH

Now the LHS is equal to 2f(7) —2pmin, f(7), and thus o/ (z) — pmin, f(7) is 2k-SOS modulo
(P). Since this is true for every objective f, this implies that the kth Theta Body on m
vertices is a p-approximate SDP relaxation. Finally, by Theorem 3.4.8, we know that P is
2-effective, so the 2kth Lasserre relaxation is also a p-approximate SDP relaxation. O]
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5.3 Lower Bounds for the Matching Problem

In Section 5.1 we proved that the SOS relaxation provides the best approximation for the
MATCHING problem among small symmetric SDPs. However, it is also known that the
SOS relaxations, which certify non-negativity via PC< proofs, do not perform well on the
MATCHING problem. In particular, they are incapable of certifying that the number of edges
in the matching of an m-clique with m odd is at most (m — 1)/2 until Q(m) rounds:

Theorem 5.3.1 (Due to [32]). If m is odd, V(Py(m)) = 0, but every PC- refutation of
Pu(m) has degree Q(m).

Since the SOS relaxations do poorly on matchings, we can prove that every small sym-
metric SDP formulation must do poorly.

Theorem 5.3.2. Assume the MATCHING problem has an S,,-coordinate-symmetric SDP
relazation of size d that achieves a (c, s)-approzimation with c(f) = max f +€/2 and s(f) =
max f for some 0 <e < 1. Then d > 28(m)

Proof. Let k be the smallest integer such that d < «/(Tk”). Taking Example 5.1.2,

Theorem 3.3.8, and Corollary 5.1.8 together, the Q(S)th Lasserre relaxation is a (C,5)-
approximate SDP formulation for the MATCHING problem. Actually if we are slightly more
careful in our application of Lemma 5.1.4, we can show that the kth Lasserre relaxation
suffices. For a set I C [m], the associated subset of [(7})] that satisfies the block-transitivity
is E(I,1), the set of edges lying entirely in /. This has size (g), and so we can conclude that
the polynomials A’ have degree at most (g) However, by eliminating monomials containing
x;jzy for € # j (which are zero on V(Py)), we can actually take the polynomials i’ to have
degree at most k/2.

Now let n = m/2 or m/2 — 1, whichever is odd. Let A = [n], B = {n,...,2n}, and if
n=m/2—1,1let C = {2n+1,2n+2}, otherwise C' = (). Note that AUBUC = [m] and they
are all disjoint. Consider the objective function f = fga,4) and its associated polynomial
of (z) = Y ijer(a.a) Tij- Because the kth Lasserre relaxation achieves a (max f +¢/2, max f)-
approximation, and by choice of s(f), every f satisfies the soundness condition, we know

AN -odw=" s~ Y w

ijEE(A,A)
o 1 1—e¢
By 2
icA
JEB,C

has a PC. proof of non-negativity from Py(m) of degree at most 2k. Now we make a
substitution in the polynomial identity: replace each instance of x;; with either x;_,, ;_, if
i,j € B,or0if (1,7) € (A, B),(A,C),(B,C). If (i,j) € (C,C), replace x;; with 1. Note that
under this substitution, every polynomial in Py;(m) is mapped to either 0 or a polynomial in
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Pai(n). So if this substitution is made on a PC< proof from Py;(m), the result is a PC< proof
from Pyi(n), clearly of no higher degree. Since this substitution maps ), (.)€(AB) or (A,C) Tij
to the zero polynomial, this implies that —% has a degree-2k PC. proof of non-negativity

from Py(n). By Theorem 5.3.1, this means that £ = Q(n), and since n = O(m), clearly
d > 2%m), O
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Chapter 6

Future Work

Despite the progress made in this thesis, there are still plenty of directions for future efforts.

Effective Derivations

In Chapter 3 we developed a proof strategy for proving that sets of polynomials admit
effective derivations. However this strategy is by no means universally applicable, and it
had to be applied on a case-by-case basis. Is there a criterion for combinatorial ideals
that suffices to show that a set of polynomials admits k-effective derivations for constant
k? Failing that, knowing more combinatorial optimization problems that have polynomial
formulations which admit effective derivations would be especially useful, for example for ap-
plying Theorem 4.1.9. What about combinatorial optimization problems without the strong
symmetries discussed in this thesis? As an example, does the VERTEX COVER formulation
Pye(V,E)={a? —a; i € V}U{(1 —z;)(1 —x;) | (i,j) € E} admit effective derivations?

Bit Complexity of SOS proofs

In Chapter 4 we provided a sufficient criteria to check if PC< proofs of non-negativity can be
taken to have only polynomial bit complexity. However, it has some significant shortcomings.
The most glaring example is its inapplicability to PC~ refutations, i.e. proofs that —1 > 0
from an infeasible system of polynomial equations. Because an infeasible set of polynomials
has no solutions, it certainly cannot have a rich solution space, and our criteria does not
apply. For example, we are unable to prove that the SOS refutations of Knapsack use only
small coefficients, even though it is clear from simply examining these known refutations that
they do not have enormous coefficients. It is also known that adding the objective function
as a constraint to the SDP, i.e. adding ¢ — o(x) = 0 and checking feasibility is a tighter
relaxation. Our results do not extend to this case as it is requires finding refutations when
the constraints are infeasible. More generally, our criteria are sufficient but not necessary.
Exactly categorizing the sets of polynomials that have PC< proofs with small bit complexity
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is of great importance for applying the SOS relaxations as approximation algorithms, and it
is a potential direction for future research.

Optimal SDPs

In Chapter 5 we gave some results on when the SOS relaxations provide optimal approxima-
tion among any symmetric SDP of comparable size. One obvious open problem is to drop
the symmetry requirement. The SOS relaxations are known to be optimal for constraint
satisfaction problems [46] even among asymmetric SDPs, and our results give some evidence
that the same might be true for the MATCHING problem. This would be an important result,
as it would mean that the MATCHING problem cannot be solved using SDPs, even though
the problem lies in P! This would show that SDPs do not provide optimal approximations
for every combinatorial optimization problem.
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