## Avoiding communication in primal and dual block coordinate descent methods



Aditya Devarakonda<br>Kimon Fountoulakis<br>James Demmel<br>Michael W. Mahoney

Electrical Engineering and Computer Sciences University of California at Berkeley

Technical Report No. UCB/EECS-2016-197
http://www2.eecs.berkeley.edu/Pubs/TechRpts/2016/EECS-2016-197.html
December 12, 2016

Copyright © 2016, by the author(s). All rights reserved.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission.

# Avoiding communication in primal and dual block coordinate descent methods 

Aditya Devarakonda*<br>Kimon Fountoulakis ${ }^{\dagger}$<br>James Demmel ${ }^{\ddagger}$<br>Michael W. Mahoney ${ }^{\S}$<br>December 12, 2016


#### Abstract

Primal and dual block coordinate descent methods are iterative methods for solving regularized and unregularized optimization problems. Distributed-memory parallel implementations of these methods have become popular in analyzing large machine learning datasets. However, existing implementations communicate at every iteration which, on modern data center and supercomputing architectures, often dominates the cost of floating-point computation. Recent results on communication-avoiding Krylov subspace methods suggest that large speedups are possible by re-organizing iterative algorithms to avoid communication. We show how applying similar algorithmic transformations can lead to primal and dual block coordinate descent methods that only communicate every $s$ iterations-where $s$ is a tuning parameterinstead of every iteration for the regularized least-squares problem. We derive communicationavoiding variants of the primal and dual block coordinate descent methods which reduce the number of synchronizations by a factor of $s$ on distributed-memory parallel machines without altering the convergence rate. Our communication-avoiding algorithms attain modeled strong scaling speedups of $14 \times$ and $165 \times$ on a modern supercomputer using MPI and Apache Spark, respectively. Our algorithms attain modeled weak scaling speedups of $12 \times$ and $396 \times$ on the same machine using MPI and Apache Spark, respectively.


## 1 Introduction

The running time of an algorithm depends on computation, the number of arithmetic operations $(F)$, and communication, the cost of data movement. The communication cost includes the "bandwidth cost", i.e. the number, W, of words sent either between levels of a memory hierarchy or between processors over a network, and the "latency cost", i.e. the number, L, of messages sent, where a message either consists of a group of contiguous words being sent, or is used for interprocess synchronization. On modern computer architectures, communicating data often takes much longer than performing a floating-point operation. The gap between communication and computation is continuing to increase. Therefore, it is especially important to design algorithms that minimize communication in order to attain high performance on modern computer architectures. Communication-avoiding algorithms are a new class of algorithms that

[^0]| Summary of algorithm costs |  |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :---: |
| Algorithm | Data layout | Flops cost (F) | Latency cost (L) | Bandwidth cost (W) | Memory cost (M) |  |
| BCD | 1D-column | $O\left(\frac{H b^{2} n}{P}+H b^{3}\right)$ | $O(H \log P)$ | $O\left(H b^{2} \log P\right)$ | $O\left(\frac{d n}{P}+b^{2}\right)$ |  |
|  |  | $O\left(\frac{H b^{2} n s}{P}+H b^{3}\right)$ | $O\left(\frac{H}{s} \log P\right)$ | $O\left(H b^{2} s \log P\right)$ | $O\left(\frac{d n}{P}+b^{2} s^{2}\right)$ |  |
| CA-BCD |  | $O\left(\frac{H^{\prime} b^{\prime 2} d}{P}+H^{\prime} b^{\prime 3}\right)$ | $O\left(H^{\prime} \log P\right)$ | $O\left(H^{\prime} b^{\prime 2} \log P\right)$ | $O\left(\frac{d n}{P}+b^{\prime 2}\right)$ |  |
| BDCD | 1D-row | $O\left(\frac{H^{\prime} b^{\prime 2} d s}{P}+H^{\prime} b^{\prime 3}\right)$ | $O\left(\frac{H^{\prime}}{s} \log P\right)$ | $O\left(H^{\prime} b^{\prime 2} s \log P\right)$ | $O\left(\frac{d n}{P}+b^{\prime 2} s^{2}\right)$ |  |

Table 1: Flops (F), Latency (L), Bandwidth (W) and Memory per processor (M) costs comparison along the critical path of classical BCD (Thm. 1), BDCD (Thm. 2) and communication-avoiding BCD (Thm. 6) and BDCD (Thm. 7) algorithms for 1D-block column and 1D-block row data partitioning, respectively. $H$ and $H^{\prime}$ are the number of iterations and $b$ and $b^{\prime}$ are the block sizes for BCD, and BDCD. We assume that $X \in \mathbb{R}^{d \times n}$ is dense, $P$ is the number of processors and $s$ is the loop-blocking parameter.
exhibit large speedups on modern, distributed-memory parallel architectures through careful algorithmic transformations [4]. All of direct and iterative linear algebra have been re-organized to avoid communication and has led to significant performance improvements over existing state-of-the-art libraries [4, 3, 8, 23, 38, 45]. The results from communication-avoiding Krylov subspace methods [8, 15, 23] are particularly relevant to our work.

The origins of communication-avoiding Krylov subspace methods lie in the $s$-step Krylov methods work. Van Rosendale's $s$-step conjugate gradients method 43, Chronopoulos and Gear's $s$-step methods for preconditioned and unpreconditioned symmetric linear systems [11, 12], Chronopoulos and Swanson's $s$-step methods for unsymmetric linear systems [10] and Kim and Chronopoulos's $s$-step non-symmetric Lanczos method [25] were designed to extract more parallelism than their standard counterparts. $s$-step Krylov methods compute $s$ Krylov basis vectors and perform residual and solution vector updates by using Gram matrix computations and replacing modified Gram-Schmidt orthogonalization with Householder QR 44]. These optimizations enable $s$-step Krylov methods to use BLAS-3 matrix-matrix operations which attain higher peak hardware performance and have more parallelism than the BLAS-1 vector-vector and BLAS-2 matrix-vector operations used in standard Krylov methods. However, these methods do not avoid communication in the $s$ Krylov basis vector computations. Demmel, Hoemmen, Mohiyuddin, and others [15, 23, 31, 32 introduced the matrix powers kernel optimization which reduces the communication cost of the $s$ Krylov basis vector computations by a factor $O(s)$ for well-partitioned matrices. The combination of the matrix powers kernel along with extensive algorithmic modifications to the $s$-step methods resulted in what Carson, Demmel, Hoemmen and others call communication-avoiding Krylov subspace methods [8, [15, 23].

We build on existing work by extending those results to machine learning where scalable algorithms are especially important given the enormous amount of data. Block coordinate descent methods are routinely used in machine learning to solve optimization problems [46. Given a dataset $X \in \mathbb{R}^{d \times n}$ where the rows are features of the data and the columns are data points, block coordinate descent methods can compute the regularized or unregularized least squares solution by iteratively solving a subproblem using a block of $b$ rows of $X$ [35, 46]. This process is repeated until the solution converges to a desired accuracy or until the number of iterations has reached a user-defined limit. This suggests that, if the matrix is partitioned across some number of processors then the algorithm communicates at each iteration in order to solve the subproblem. This follows from the fact that the primal method uses $b$ features (resp. data points for the dual
method) and computes a Gram matrix. The running time for such methods is often dominated by communication cost which increases with the number of processors $(P)$.

There are some frameworks and algorithms which attempt to address the communication bottleneck. For example, the CoCoA framework [24] reduces communication by performing coordinate descent on locally stored data points on each processor and intermittently communicating by summing or averaging the local solutions. CoCoA communicates fewer times than coordinate descent - although not provably so - and changes the convergence behavior. In contrast, our algorithms provably avoid communication without altering the convergence behavior. HOGWILD! [34] is a lock-free approach to stochastic gradient descent (SGD) where each processor selects a data point, computes a gradient using its data point and updates the solution without synchronization. Due to the lack of synchronization (or locks) processors are allowed to overwrite the solution vector. The main results in HOGWILD! show that if the solution updates are sparse (i.e. each processor only modifies a part of the solution) then running without locks does not affect the final solution with high probability.

In contrast, our results reduce the latency cost in the primal and dual block coordinate descent methods by a factor of $s$ on distributed-memory architectures, for dense and sparse updates without changing the convergence behavior, in exact arithmetic. Hereafter we refer to the primal method as block coordinate descent (BCD) and the dual method as block dual coordinate descent (BDCD). The principle behind our communication-avoiding approach is to unroll the BCD and BDCD iteration loops by a factor of $s$, compute Gram-like matrices for the $s$ iterations and use the Gram-like matrices to update the solution vector. Table 1 summarizes our results for BCD with $X$ stored in a 1D-block column layout and 1D-block row layout for BDCD. Our results show that the new communication-avoiding variants reduce the number of messages (i.e. synchronization events), which is the most dominant cost, by a factor of $s$ but increase the bandwidth and computational cost by $s$. The algorithms we derive also avoid communication for other data layout schemes, however, we limit our discussion in this paper to the 1D-block column and 1D-block row layouts.

### 1.1 Contributions

We briefly summarize our contributions:

- We present communication-avoiding algorithms for block coordinate descent and block dual coordinate descent that provably reduce the latency cost by a factor of $s$.
- We analyze the computation, communication and storage costs of the classical and our new communication-avoiding algorithms under two data partitioning schemes and describe their tradeoffs.
- We compare the primal and dual methods on several machine learning datasets and explore the tradeoff between convergence of each method and properties of the dataset.
- We perform numerical experiments to illustrate that these algorithms are numerically stable for all choices of $s$ tested and explore tradeoffs between choices of $s$ and $b$.
- We show modeled performance results to illustrate that the communication-avoiding algorithms can be faster than the classical algorithms on a modern supercomputer using the MPI and Spark programming models. We observe modeled strong scaling speedups of $12 \times$ and $169 \times$ on MPI and Spark, respectively. We observe modeled weak scaling speedups of $14 \times$ and $365 \times$ on MPI and Spark, respectively.

| Algorithm Cost Comparison |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | Flops cost (F) | Latency cost (L) | Bandwidth cost (W) | Memory cost (M) |  |
| BCD (section 4 Thm. 1] | $O\left(\frac{H b^{2} n}{P}+H b^{3}\right)$ | $O(H \log P)$ | $O\left(H b^{2} \log P\right)$ | $O\left(\frac{d n}{P}+b^{2}\right)$ |  |
| BDCD (section 4. Thm. 2 2 | $O\left(\frac{H^{\prime} b^{\prime 2} d}{P}+H^{\prime} b^{\prime 3}\right)$ | $O\left(H^{\prime} \log P\right)$ | $O\left(H^{\prime} b^{\prime 2} \log P\right)$ | $O\left(\frac{d n}{P}+b^{\prime 2}\right)$ |  |
| Krylov methods [4] | $O\left(\frac{k d n}{P}\right)$ | $O(k \log P)$ | $O(k \min (d, n) \log P)$ | $O\left(\frac{d n}{P}\right)$ |  |
| TSQR [14] | $O\left(\frac{\min (d, n)^{2} \max (d, n)}{P}\right)$ | $O(\log P)$ | $O\left(\min (d, n)^{2} \log P\right)$ | $O\left(\frac{d n}{P}\right)$ |  |

Table 2: Computation and communication costs along the critical path of BCD, BDCD, Krylov and TSQR methods. $H, H^{\prime}$, and $k$ are the total number of iterations required for the methods, respectively, to converge to a desired accuracy. $b$ and $b^{\prime}$ are the block sizes for BCD and BDCD, respectively. We assume that $X \in \mathbb{R}^{d \times n}$ is dense, $P$ is the number of processors. We assume that $X$ is partitioned in 1D-block column for BCD and 1D-block row BDCD. For Krylov methods we assume a 1D layout (block row or column depending on shape of $X$ ) where the small dimension vectors are replicated and, therefore, require a broadcast during each iteration.

### 1.2 Organization

The rest of the paper is organized as follows: Section 2 summarizes existing methods for solving the regularized least squares problem and describes the communication cost model we use to analyze our algorithms. We also present a survey of the costs of MPI communication primitives necessary to bound the communication costs of our algorithms. Section 3 presents the algorithmic transformation required to avoid communication in BCD and BDCD, respectively. Section 4 analyzes the worst case computation, communication and storage costs of the classical and communication-avoiding algorithms under the 1D-block column and 1D-block row data layouts. Section 5 provides numerical experiments that compare the convergence behavior of the communication-avoiding variants to their standard counterparts and modeled strong scaling and weak scaling speedups on a modern supercomputer. Finally, we conclude in Section 6 and provide remarks about directions for future work based on the results in this paper.

## 2 Background

We begin by surveying existing methods for solving the regularized least squares problems. We compare the algorithm costs of these methods and describe their tradeoffs in order to motivate the need for coordinate methods. Then we describe the communication cost model and summarize the cost of various communication patterns. The communication costs depend heavily on the underlying message routing algorithms, therefore, we describe the cost of communicating using the Message Passing Interface (MPI) [16]. The underlying message routing algorithms in MPI have been well-studied and, in most cases, attain known communication lower bounds.

### 2.1 Survey of Regularized Least Squares Methods

Unregularized and regularized least squares problems have been well-studied in literature from direct matrix factorization approaches [14] to Krylov [5, 8, 36] and (primal and dual) block coordinate descent methods [6, 24, 37, 40, 46]. Although these methods solve the same problem, their computation and communication complexities differ. The complexity analysis in this section assumes that the data matrix $X \in \mathbb{R}^{d \times n}$ is dense for simplicity. TSQR [14, 23] can be used to implicitly solve the normal equations and costs $O\left(\min (d, n)^{2} \max (d, n)\right)$ flops. This is the same Big-O cost as forming the normal equations and solving them explicitly, but is always numerically


Figure 1: Comparison of the objective function convergence behavior of BCD, BDCD, CG and TSQR versus their theoretical algorithm costs on a $d=62061$ by $n=15935$ matrix. We set an accuracy limit of $10^{-2}$ and $b=4$ for BCD and BDCD. The $x$ and $y$ axis are on $\log _{10^{-s c a l e ~ w i t h ~}}$ $\left(0, \frac{f\left(X, w_{\text {opt }}, y\right)-f(X, 0, y)}{f\left(X, w_{\text {opt }}, y\right)}\right)$ as a starting point. The relative error for TSQR is fixed until all flops are computed, after which the error drops to machine precision. The figures only show TSQR accuracy up to $10^{-3}$ and, since TSQR needs a single reduction, the curve overlaps with the $y$-axis in Figure 1c.
stable. In Krylov methods, the most expensive computations are matrix-vector multiplies at each iteration. If Krylov methods require $k$ iterations to converge, then they cost $O(k d n)$ flops. BCD and BDCD methods iteratively select $b$ features, i.e. rows of length $n$, (BCD) or $b^{\prime}$ data points, i.e. columns of length $d(\mathrm{BDCD})$, and solve least squares on the subproblem. We assume that the subproblem is solved implicitly by first constructing the Gram matrix and computing its Cholesky factorization. If BCD and BDCD methods require $H$ and $H^{\prime}$ iterations, respectively, then they cost $O\left(H b^{2} n+H b^{3}\right)$ and $O\left(H^{\prime} b^{\prime 2} d+H^{\prime} b^{\prime 3}\right)$ flops.

Table 2 summarizes the parallel algorithm costs of the various least-squares methods. From these costs we observe that the tradeoff space between these algorithms is large and varies based on the data and choices of algorithm parameters.

We explore the tradeoffs between the methods in Table 2 by comparing their convergence rates and their computation and communication costs. Figures 1a, 1b and 1c illustrate the tradeoff space between convergence behavior and flops, number of words communicated (bandwidth) and number of messages sent (latency). We allow each algorithm to converge to $10^{-2}$ accuracy and plot their convergence behavior by measuring the relative objective error

$$
\frac{f\left(X, w_{\text {opt }}, y\right)-f\left(X, w_{\text {alg }}, y\right)}{f\left(X, w_{\text {opt }}, y\right)}
$$

where $f(X, w, y)=\frac{1}{2 n}\left\|X^{T} w-y\right\|_{2}^{2}+\frac{\lambda}{2}\|w\|_{2}^{2}$, $w_{\text {opt }}$ is computed a priori from conjugate gradients with a tolerance of $10^{-15}$, and $w_{\text {alg }}$ is the solution obtained from CG, BCD or BDCD. Figure 1 1a shows that, although TSQR requires a single pass over the data, it performs approximately 100 times more flops than the iterative methods (all plots have $x$ and $y$ axes on $\log _{10}$-scale). The iterative methods perform equal numbers of flops with at most a constant factor difference. Since the test matrix has $d>n$, BDCD performs computations on $d$-dimensional vectors and costs $O\left(\frac{d}{n}\right)$ more flops per iteration than BCD. The bandwidth costs in Figure 1 b show a similar tradeoff to the flops comparison. TSQR communicates more data since it performs a reduction on an $n \times n$ local triangular matrix, whereas CG communicates a single $n$-dimensional vector per iteration and the block coordinate methods communicate a $b \times b$ Gram matrix per iteration. BCD and BDCD communicate less data per iteration but require more iterations. As a result,

TSQR communicates the most data, CG and BDCD communicate less data and, since $H>H^{\prime}$, BCD communicates slightly more data. Ignoring TSQR, the bandwidth costs of CG, BCD and BDCD differ by constant factors. Finally, Figure 1 c shows the number of messages (modulo $\log P$ factors) required for each algorithm. Since TSQR is a single-pass algorithm, it only requires one reduction $\left(10^{0}\right)$ to perform the factorization. In comparison, CG requires $k$ reductions, BCD requires $H$ and BDCD requires $H^{\prime}$. BCD and BDCD were comparable to or a constant factor worse than CG in terms of flops and bandwidth, however, they require orders of magnitude more messages than CG. Since the latency cost is the dominant factor, reducing it by even a small factor of $s$ could lead to BCD and BDCD algorithms that are $s$ times faster. Our work addresses this by reducing the number of messages sent by a factor of $s$.

### 2.2 Modeling Communication

Algorithms have traditionally been analyzed by counting arithmetic (the number of floatingpoint operations). However, data movement (communication) is another important cost that often dominates arithmetic cost [19, 22]. By combining the arithmetic and communication costs we obtain the following running time model

$$
\begin{equation*}
\mathrm{T}_{\text {algorithm }}=\underset{\text { Computation Cost }}{\gamma F}+\underset{\text { Communication Cost }}{\alpha L+\beta W} \tag{1}
\end{equation*}
$$

where $\gamma, \alpha$, and $\beta$ are machine-specific parameters that correspond to the time per floating-point operation, overhead time per message, and time per words moved, respectively. $F, L$, and $W$ are algorithm-specific parameters that represent the total number of floating-point operations computed, the number of messages sent and the number of words moved, respectively. Communication models have been well-studied in literature from the complex LogP [13] and LogGP [2] models to the simpler $\alpha-\beta$ model (see equation 1 ). The LogP and LogGP models are refinements of the $\alpha-\beta$ model, therefore, we use the latter for simplicity. The $\alpha-\beta$ model applies to both sequential and parallel computations but we focus on the latter in this paper.

## 3 Communication-Avoiding Primal and Dual Block Coordinate Descent

In this section, we re-derive the block coordinate descent (BCD) (in section 3.1) and block dual coordinate descent (BDCD) (in section 3.2) algorithms starting from the respective minimization problems. The derivation of BCD and BDCD lead to recurrences which can be unrolled to derive communication-avoiding versions of BCD and BDCD , which we will refer to as $\mathrm{CA}-\mathrm{BCD}$ and CA-BDCD respectively.

### 3.1 Derivation of Block Coordinate Descent

The coordinate descent algorithm minimizes the problem:

$$
\begin{equation*}
\underset{w \in \mathbb{R}^{d}}{\arg \min } \frac{\lambda}{2}\|w\|_{2}^{2}+\frac{1}{2 n}\left\|X^{T} w-y\right\|_{2}^{2} \tag{2}
\end{equation*}
$$

where $X \in \mathbb{R}^{d \times n}$ is the data matrix whose rows are features and columns are data points, $y \in \mathbb{R}^{n}$ are the labels, $w \in \mathbb{R}^{d}$ are the weights, and $\lambda>0$ is a regularization parameter. The minimization problem in (2) can be solved by block coordinate descent with the $b$-dimensional update

$$
\begin{equation*}
w_{h}=w_{h-1}+\mathbb{I}_{h} \Delta w_{h} \tag{3}
\end{equation*}
$$

```
Algorithm 1 Block Coordinate Descent (BCD) Algorithm
    Input: \(X \in \mathbb{R}^{d \times n}, y \in \mathbb{R}^{n}, H>1, w_{0} \in \mathbb{R}^{d}, b \in \mathbb{Z}_{+}\)s.t. \(b \leq d\)
    for \(h=1,2, \cdots, H\) do
        choose \(\left\{i_{m} \in[d] \mid m=1,2, \ldots, b\right\}\) uniformly at random without replacement
        \(\mathbb{I}_{h}=\left[e_{i_{1}}, e_{i_{2}}, \cdots, e_{i_{b}}\right]\)
        \(\Gamma_{h}=\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} \mathbb{I}_{h}+\lambda \mathbb{I}_{h}^{T} \mathbb{I}_{h}\)
        \(\Delta w_{h}=\Gamma_{h}^{-1}\left(-\lambda \mathbb{I}_{h}^{T} w_{h-1}-\frac{1}{n} \mathbb{I}_{h}^{T} X \alpha_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} X y\right)\)
        \(w_{h}=w_{h-1}+\mathbb{I}_{h} \Delta w_{h}\)
        \(\alpha_{h}=\alpha_{h-1}+X^{T} \mathbb{I}_{h} \Delta w_{h}\)
    Output \(w_{H}\)
```

where $w_{h} \in \mathbb{R}^{d}$ and $\mathbb{I}_{h}=\left[e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{b}}\right] \in \mathbb{R}^{d \times b}$ and $i_{k} \in[d]$ for $k=1,2, \ldots, b$. By substitution in (2) we obtain the minimization problem

$$
\underset{\Delta w_{h} \in \mathbb{R}^{b}}{\arg \min } \frac{\lambda}{2}\left\|w_{h-1}+\mathbb{I}_{h} \Delta w_{h}\right\|_{2}^{2}+\frac{1}{2 n}\left\|X^{T} w_{h-1}+X^{T} \mathbb{I}_{h} \Delta w_{h}-y\right\|_{2}^{2}
$$

with the closed-form solution

$$
\begin{equation*}
\Delta w_{h}=\left(\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} \mathbb{I}_{h}+\lambda \mathbb{I}_{h}^{T} \mathbb{I}_{h}\right)^{-1}\left(-\lambda \mathbb{I}_{h}^{T} w_{h-1}-\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} w_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} X y\right) \tag{4}
\end{equation*}
$$

Note, however, that the closed-from solution requires a matrix-vector product using the entire data matrix when computing $\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} w_{h-1}$. This expensive operation can be avoided by introducing the auxiliary variable:

$$
\alpha_{h}=X^{T} w_{h}
$$

which, by substituting (3), can be re-arranged into a vector update of the form

$$
\begin{align*}
\alpha_{h} & =X^{T} w_{h-1}+X^{T} \mathbb{I}_{h} \Delta w_{h} \\
& =\alpha_{h-1}+X^{T} \mathbb{I}_{h} \Delta w_{h} \tag{5}
\end{align*}
$$

and the closed-form solution can be written in terms of $\alpha_{h-1}$

$$
\begin{equation*}
\Delta w_{h}=\left(\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} \mathbb{I}_{h}+\lambda \mathbb{I}_{h}^{T} \mathbb{I}_{h}\right)^{-1}\left(-\lambda \mathbb{I}_{h}^{T} w_{h-1}-\frac{1}{n} \mathbb{I}_{h}^{T} X \alpha_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} X y\right) \tag{6}
\end{equation*}
$$

By introducing the auxiliary quantity $\alpha_{h}$ and the vector update (5) we can avoid operations using the data matrix. In order to make the communication-avoiding BCD derivation easier, let us define

$$
\Gamma_{h}=\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} \mathbb{I}_{h}+\lambda \mathbb{I}_{h}^{T} \mathbb{I}_{h}
$$

Then (6) can be re-written as

$$
\begin{equation*}
\Delta w_{h}=\Gamma_{h}^{-1}\left(-\lambda \mathbb{I}_{h}^{T} w_{h-1}-\frac{1}{n} \mathbb{I}_{h}^{T} X \alpha_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} X y\right) \tag{7}
\end{equation*}
$$

This re-arrangement leads to Algorithm 1 which we refer to as BCD in residual form. The recurrence in lines 6, 7, and 8 of Algorithm 1 allow us to unroll the BCD iteration loop and avoid communication. We begin by changing the loop index from $h$ to $s k+j$ where $k$ is the outer loop

```
Algorithm 2 Communication-Avoiding Block Coordinate Descent (CA-BCD) Algorithm
    Input: \(X \in \mathbb{R}^{d \times n}, y \in \mathbb{R}^{n}, H>1, w_{0} \in \mathbb{R}^{d}, b \in \mathbb{Z}_{+}\)s.t. \(b \leq d\)
    for \(k=0,1, \cdots, \frac{H}{s}\) do
        for \(j=1,2, \cdots, s\) do
            choose \(\left\{i_{m} \in[d] \mid m=1,2, \ldots, b\right\}\) uniformly at random without replacement
            \(\mathbb{I}_{s k+j}=\left[e_{i_{1}}, e_{i_{2}}, \cdots, e_{i_{b}}\right]\)
        let \(Y=\left[\mathbb{I}_{s k+1}, \mathbb{I}_{s k+2}, \cdots, \mathbb{I}_{s k+s}\right]^{T} X\).
        compute the Gram matrix, \(G=\frac{1}{n} Y Y^{T}+\lambda I\).
        for \(j=1,2, \cdots, s\) do
            \(\Gamma_{s k+j}\) are the \(b \times b\) diagonal blocks of \(G\).
            \(\Delta w_{s k+j}=\Gamma_{s k+j}^{-1}\left(-\lambda \mathbb{I}_{s k+j}^{T} w_{s k}-\lambda \sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} \mathbb{I}_{s k+t} \Delta w_{s k+t}\right)\right.\)
                        \(\left.-\frac{1}{n} \mathbb{I}_{s k+j}^{T} X \alpha_{s k}-\frac{1}{n} \sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} X X^{T} \mathbb{I}_{s k+t} \Delta w_{s k+t}\right)+\frac{1}{n} \mathbb{I}_{s k+j}^{T} X y\right)\)
            \(w_{s k+j}=w_{s k+j-1}+\mathbb{I}_{s k+j} \Delta w_{s k+j}\)
            \(\alpha_{s k+j}=\alpha_{s k+j-1}+X^{T} \mathbb{I}_{s k+j} \Delta w_{s k+j}\)
```

    Output \(w_{H}\)
    parameter, $s$ is the loop-blocking parameter and $j$ is the inner loop parameter. Assume that we are at the beginning of iteration $s k+1$ and $w_{s k}$ and $\alpha_{s k}$ were just computed. Then $\Delta w_{s k+1}$ can be computed by

$$
\Delta w_{s k+1}=\Gamma_{s k+1}^{-1}\left(-\lambda \mathbb{I}_{s k+1}^{T} w_{s k}-\frac{1}{n} \mathbb{I}_{s k+1}^{T} X \alpha_{s k}+\frac{1}{n} \mathbb{I}_{s k+1}^{T} X y\right)
$$

By unrolling the recurrence for $w_{s k+1}$ and $\alpha_{s k+1}$ we can compute $\Delta w_{s k+2}$ in terms of $w_{s k}$ and $\alpha_{s k}$

$$
\begin{aligned}
\Delta w_{s k+2}=\Gamma_{s k+2}^{-1}\left(-\lambda \mathbb{I}_{s k+2}^{T} w_{s k}-\right. & \lambda \mathbb{I}_{s k+2}^{T} \mathbb{I}_{s k+1} \Delta w_{s k+1} \\
& \left.-\frac{1}{n} \mathbb{I}_{s k+2}^{T} X \alpha_{s k}-\frac{1}{n} \mathbb{I}_{s k+2}^{T} X X^{T} \mathbb{I}_{s k+1} \Delta w_{s k+1}+\frac{1}{n} \mathbb{I}_{s k+1}^{T} X y\right) .
\end{aligned}
$$

By induction we can show that $\Delta w_{s k+j}$ can be computed using $w_{s k}$ and $\alpha_{s k}$

$$
\begin{align*}
\Delta w_{s k+j}=\Gamma_{s k+j}^{-1}\left(-\lambda \mathbb{I}_{s k+j}^{T} w_{s k}-\lambda\right. & \sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} \mathbb{I}_{s k+t} \Delta w_{s k+t}\right) \\
& \left.-\frac{1}{n} \mathbb{I}_{s k+j}^{T} X \alpha_{s k}-\frac{1}{n} \sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} X X^{T} \mathbb{I}_{s k+t} \Delta w_{s k+t}\right)+\frac{1}{n} \mathbb{I}_{s k+j}^{T} X y\right) . \tag{8}
\end{align*}
$$

for $j=1,2, \ldots, s$. Due to the recurrence unrolling we can defer the updates to $w_{s k}$ and $\alpha_{s k}$ for $s$ steps. Notice that the first summation in (8) computes the intersection between the coordinates chosen at iteration $s k+j$ and $s k+t$ for $t=1, \ldots, j-1$ via the product $\mathbb{I}_{s k+j}^{T} \mathbb{I}_{s k+t}$. Communication can be avoided in this term by initializing all processors to the same seed for the random number generator. The second summation in (8) computes the Gram-like matrices $\mathbb{I}_{s k+j}^{T} X X^{T} \mathbb{I}_{s k+t}$ for $t=1, \ldots, j-1$. Communication can be avoided in this computation by computing the $s b \times s b$ Gram matrix $G=\left(\frac{1}{n}\left[\mathbb{I}_{s k+1}, \mathbb{I}_{s k+2}, \cdots, \mathbb{I}_{s k+s}\right]^{T} X X^{T}\left[+\mathbb{I}_{s k+1}, \mathbb{I}_{s k+2}, \cdots, \mathbb{I}_{s k+s}\right]+\lambda I\right)$ once before

```
Algorithm 3 Block Dual Coordinate Descent (BDCD) Algorithm
    Input: \(X=\left[x_{1}, x_{2}, \ldots x_{n}\right] \in \mathbb{R}^{d \times n}, y \in \mathbb{R}^{n}, H^{\prime}>1, \alpha_{0} \in \mathbb{R}^{n}, b^{\prime} \in \mathbb{Z}_{+}\)s.t. \(b^{\prime} \leq n\)
    Initialize: \(w_{0} \leftarrow \frac{-1}{\lambda n} X \alpha_{0}\)
    for \(h=1,2, \cdots, H^{\prime}\) do
        choose \(\left\{i_{m} \in[n] \mid m=1,2, \ldots, b^{\prime}\right\}\) uniformly at random without replacement
        \(\mathbb{I}_{h}=\left[e_{i_{1}}, e_{i_{2}}, \cdots, e_{i_{b^{\prime}}}\right]\)
        \(\Theta_{h}=\frac{1}{\lambda n^{2}} \mathbb{I}_{h}^{T} X^{T} X \mathbb{I}_{h}+\frac{1}{n} \mathbb{I}_{h}^{T} \mathbb{I}_{h}\)
        \(\Delta \alpha_{h}=\frac{1}{n} \Theta_{h}^{-1}\left(-\mathbb{I}_{h}^{T} X^{T} w_{h-1}+\mathbb{I}_{h}^{T} \alpha_{h-1}+\mathbb{I}_{h}^{T} y\right)\)
        \(\alpha_{h}=\alpha_{h-1}+\mathbb{I}_{h} \Delta \alpha_{h}\)
        \(w_{h}=w_{h-1}-\frac{1}{\lambda n} X \mathbb{I}_{h} \Delta \alpha_{h}\)
    Output \(\alpha_{H}^{\prime}\) and \(w_{H}^{\prime}\)
```

the inner loop and redundantly storing it on all processors. Finally, at the end of the $s$ inner loop iterations we can perform the vector updates

$$
\begin{align*}
& w_{s k+s}=w_{s k}+\sum_{t=1}^{s}\left(\mathbb{I}_{s k+t} \Delta w_{s k+t}\right)  \tag{9}\\
& \alpha_{s k+s}=\alpha_{s k}+X^{T} \sum_{t=1}^{s}\left(\mathbb{I}_{s k+t} \Delta w_{s k+t}\right) \tag{10}
\end{align*}
$$

The resulting communication-avoiding BCD (CA-BCD) algorithm is shown in Algorithm 2 ,

### 3.2 Derivation of Block Dual Coordinate Descent

The solution to the primal problem (2) can also be obtained by solving the dual minimization problem:

$$
\begin{equation*}
\underset{\alpha \in \mathbb{R}^{n}}{\arg \min } \frac{\lambda}{2}\left\|\frac{1}{\lambda n} X \alpha\right\|_{2}^{2}+\frac{1}{2 n}\|\alpha+y\|_{2}^{2} \tag{11}
\end{equation*}
$$

such that

$$
\begin{equation*}
w=-\frac{1}{\lambda n} X \alpha \tag{12}
\end{equation*}
$$

The minimization problem (11) can be solved using block coordinate descent which iteratively solves a sub-problem in $\mathbb{R}^{b^{\prime}}$, where $1 \leq b^{\prime} \leq n$ is a tunable block-size parameter. Let us first define the dual vector update for $\alpha_{h} \in \mathbb{R}^{n}$

$$
\begin{equation*}
\alpha_{h}=\alpha_{h-1}+\mathbb{I}_{h} \Delta \alpha_{h} \tag{13}
\end{equation*}
$$

Where $h$ is the iteration index, $\mathbb{I}_{h}=\left[e_{i_{1}}, e_{i_{2}}, \ldots e_{i_{b^{\prime}}}\right] \in \mathbb{R}^{n \times b^{\prime}}, i_{k} \in[n]$ for $k=1,2, \ldots b^{\prime}$ and $\Delta \alpha_{h} \in \mathbb{R}^{b^{\prime}}$. By substitution in (11), $\Delta \alpha_{h}$ is the solution to a minimization problem in $\mathbb{R}^{b^{\prime}}$ as desired:

$$
\begin{equation*}
\underset{\Delta \alpha_{h} \in \mathbb{R}^{b^{\prime}}}{\arg \min } \frac{1}{2 \lambda n^{2}}\left\|X \alpha_{h-1}+X \mathbb{I}_{h} \Delta \alpha_{h}\right\|_{2}^{2}+\frac{1}{2 n}\left\|\alpha_{h-1}+\mathbb{I}_{h} \Delta \alpha_{h}+y\right\|_{2}^{2} \tag{14}
\end{equation*}
$$

```
Algorithm 4 Communication-Avoiding Block Dual Coordinate Descent (CA-BDCD) Algorithm
    Input: \(X=\left[x_{1}, x_{2}, \ldots x_{n}\right] \in \mathbb{R}^{d \times n}, y \in \mathbb{R}^{n}, H^{\prime}>1, \alpha_{0} \in \mathbb{R}^{n}, b^{\prime} \in \mathbb{Z}_{+}\)s.t. \(b^{\prime} \leq n\)
    Initialize: \(w_{0} \leftarrow \frac{-1}{\lambda n} X \alpha_{0}\)
    for \(k=0,1, \cdots, \frac{H^{\prime}}{s}\) do
        for \(j=1,2, \cdots, s\) do
            choose \(\left\{i_{m} \in[n] \mid m=1,2, \ldots, b^{\prime}\right\}\) uniformly at random without replacement
            \(\mathbb{I}_{s k+j}=\left[e_{i_{1}}, e_{i_{2}}, \cdots, e_{i_{b^{\prime}}}\right]\)
        let \(Y=X\left[\mathbb{I}_{s k+1}, \mathbb{I}_{s k+2}, \ldots, \mathbb{I}_{s k+s}\right]\).
        compute the Gram matrix, \(G^{\prime}=\frac{1}{\lambda n^{2}} Y^{T} Y+\frac{1}{n} I\).
        for \(j=1,2, \cdots, s\) do
            \(\Theta_{s k+j}\) are the \(b^{\prime} \times b^{\prime}\) diagonal blocks of \(G^{\prime}\).
            \(\Delta \alpha_{s k+j}=-\frac{1}{n} \Theta_{s k+j}^{-1}\left(-\mathbb{I}_{s k+j}^{T} X^{T} w_{s k}+\frac{1}{\lambda n} \sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} X^{T} X \mathbb{I}_{s k+t} \Delta \alpha_{s k+t}\right)\right.\)
                        \(\left.+\mathbb{I}_{s k+j}^{T} \alpha_{s k}+\sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} \mathbb{I}_{s k+t} \Delta \alpha_{s k+t}\right)+\mathbb{I}_{s k+j}^{T} y\right)\)
            \(\alpha_{s k+j}=\alpha_{s k+j-1}+\mathbb{I}_{s k+j} \Delta \alpha_{s k+j}\)
            \(w_{s k+j}=w_{s k+j-1}-\frac{1}{\lambda n} X \mathbb{I}_{s k+j} \Delta \alpha_{s k+j}\)
```

    Output \(\alpha_{H^{\prime}}\) and \(w_{H^{\prime}}\)
    Finally, due to 12 we obtain the primal vector update for $w_{h} \in \mathbb{R}^{d}$

$$
\begin{equation*}
w_{h}=w_{h-1}-\frac{1}{\lambda n} X \mathbb{I}_{h} \Delta \alpha_{h} \tag{15}
\end{equation*}
$$

From (13), (14), and (15) we obtain a block coordinate descent algorithm which solves the dual minimization problem. Henceforth, we refer to this algorithm as block dual coordinate descent ( BDCD ). Note that by setting $b^{\prime}=1$ we obtain the SDCA algorithm [37] with the least-squares loss function.

The optimization problem (14) which computes the solution along the chosen coordinates and has the closed-form

$$
\begin{equation*}
\Delta \alpha_{h}=-\left(\frac{1}{\lambda n^{2}} \mathbb{I}_{h}^{T} X^{T} X \mathbb{I}_{h}+\frac{1}{n} \mathbb{I}_{h}^{T} \mathbb{I}_{h}\right)^{-1}\left(\frac{1}{\lambda n^{2}} \mathbb{I}_{h}^{T} X^{T} X \alpha_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} \alpha_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} y\right) \tag{16}
\end{equation*}
$$

Let us define $\Theta_{h} \in \mathbb{R}^{b^{\prime} \times b^{\prime}}$ such that

$$
\Theta_{h}=\left(\frac{1}{\lambda n^{2}} \mathbb{I}_{h}^{T} X^{T} X \mathbb{I}_{h}+\frac{1}{n} \mathbb{I}_{h}^{T} \mathbb{I}_{h}\right)
$$

From this we have that at iteration $h$, we compute the solution along the $b^{\prime}$ coordinates of the linear system

$$
\begin{equation*}
\Delta \alpha_{h}=-\frac{1}{n} \Theta_{h}^{-1}\left(-\mathbb{I}_{h}^{T} X^{T} w_{h-1}+\mathbb{I}_{h}^{T} \alpha_{h-1}+\mathbb{I}_{h}^{T} y\right) \tag{17}
\end{equation*}
$$

and obtain the BDCD algorithm shown in Algorithm 3. The recurrence in lines 7, 8, and 9 of Algorithm 3 allow us to unroll the BDCD iteration loop and avoid communication. We begin by changing the loop index from $h$ to $s k+j$ where $k$ is the outer loop parameter, $s$ is the loopblocking parameter and $j$ is the inner loop parameter. Assume that we are at the beginning of
iteration $s k+1$ and $w_{s k}$ and $\alpha_{s k}$ were just computed. Then $\Delta \alpha_{s k+1}$ can be computed by

$$
\Delta \alpha_{s k+1}=-\frac{1}{n} \Theta_{s k+1}^{-1}\left(-\mathbb{I}_{s k+1}^{T} X^{T} w_{s k}+\mathbb{I}_{s k+1}^{T} \alpha_{s k}+\mathbb{I}_{s k+1}^{T} y\right) .
$$

Furthermore, by unrolling the recurrence for $w_{s k+1}$ and $\alpha_{s k+1}$ we can analogously to (8) show by induction that

$$
\left.\begin{array}{rl}
\Delta \alpha_{s k+j}=-\frac{1}{n} \Theta_{s k+j}^{-1}\left(-\mathbb{I}_{s k+j}^{T} X^{T} w_{s k}+\right. & \frac{1}{\lambda n}
\end{array} \sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} X^{T} X \mathbb{I}_{s k+t} \Delta \alpha_{s k+t}\right), ~+\mathbb{I}_{s k+j}^{T} \alpha_{s k}+\sum_{t=1}^{j-1}\left(\mathbb{I}_{s k+j}^{T} \mathbb{I}_{s k+t} \Delta \alpha_{s k+t}\right)+\mathbb{I}_{s k+j}^{T} y\right) .
$$

for $j=1,2, \ldots, s$. Note that due to unrolling the recurrence we can compute $\Delta \alpha_{s k+j}$ from $w_{s k}$ and $\alpha_{s k}$ which are the dual and primal solution vectors from the previous outer iteration. Since the solution vector updates require communication, the loop unrolling allows us to defer those updates for $s$ iterations at the expense of additional computation. The solution vectors can be updated at the end of the inner iterations by

$$
\begin{align*}
& w_{s k+s}=w_{s k}-\frac{1}{\lambda n} X \sum_{t=1}^{s}\left(\mathbb{I}_{s k+t} \Delta \alpha_{s k+t}\right)  \tag{19}\\
& \alpha_{s k+s}=\alpha_{s k}+\sum_{t=1}^{s}\left(\mathbb{I}_{s k+t} \Delta \alpha_{s k+t}\right) \tag{20}
\end{align*}
$$

The resulting communication-avoiding BDCD (CA-BDCD) algorithm is shown in Algorithm 4

## 4 Analysis of Algorithms

From the derivations in Section 3, we can observe that the primal and dual block coordinate descent algorithms perform computations on $X X^{T}$ and $X^{T} X$, respectively. This implies that, along with the convergence rates, the shape of $X$ is a key factor in choosing between the two methods. Furthermore, the data partitioning scheme used to distribute $X$ between processors may cause one method to have a lower communication cost than the other. In this section we analyze the cost of Block Coordinate Descent and Block Dual Coordinate Descent under two data partitioning schemes: 1D-block row (feature partitioning) and 1D-block column (data point partitioning). In both cases, we derive the associated computation and communication costs in order to compare the classical algorithms to our communication-avoiding variants. We describe the tradeoffs between the choice of data partitioning scheme and its effect on the communication cost of the BCD and BDCD algorithms. We assume that the matrix $X \in \mathbb{R}^{d \times n}$ is dense to simplify the analysis. We further assume that vectors in $\mathbb{R}^{n}$ are partitioned and vectors in $\mathbb{R}^{d}$ are replicated for 1D-block column. The reverse holds if $X$ is stored in a 1D-block row layout. We begin in Section 4.1 with the analysis of the classical BCD and BDCD algorithms and then analyze our new, communication-avoiding variants in Section 4.2 ,

### 4.1 Classical Algorithms

We begin with the analysis of the BCD algorithm with $X$ stored in a 1D-block column layout and show how to extend this proof to $\operatorname{BDCD}$ with $X$ in a 1D-block row layout.

Theorem 1. H iterations of the Block Coordinate Descent (BCD) algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block column partitions with a block size $b$, on $P$ processors along the critical path costs

$$
\begin{aligned}
F & =O\left(\frac{H b^{2} n}{P}+H b^{3}\right) \text { flops, } & M & =O\left(\frac{d n}{P}+b^{2}\right) \text { words of memory }, \\
W & =O\left(H b^{2} \log P\right) \text { words moved, and } & L & =O(H \log P) \text { messages. }
\end{aligned}
$$

Proof. The BCD algorithm computes a $b \times b$ Gram matrix $\Gamma_{h}=\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} \mathbb{I}_{h}+\lambda \mathbb{I}_{h}^{T} \mathbb{I}_{h}$, solves the $b \times b$ linear system $\Delta w_{h}=\Gamma_{h}^{-1}\left(-\lambda \mathbb{I}_{h}^{T} w_{h-1}-\frac{1}{n} \mathbb{I}_{h}^{T} X \alpha_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} X y\right)$ and updates the vectors $w_{h}$ and $\alpha_{h}$. Computing the Gram matrix requires that each processor locally compute a $b \times b$ block of inner-products and then perform an all-reduce (a reduction and broadcast) to sum the partial blocks. This operation requires $O\left(\frac{b^{2} n}{P}\right)$ flops, communicates $O\left(b^{2} \log P\right)$ words, and requires $O(\log P)$ messages. In order to solve the sub-problem redundantly on all processors, a local copy of the residual $\left(-\lambda \mathbb{I}_{h}^{T} w_{h-1}-\frac{1}{n} \mathbb{I}_{h}^{T} X \alpha_{h-1}+\frac{1}{n} \mathbb{I}_{h}^{T} X y\right)$ is required. Computing the residual requires $O\left(\frac{b n}{P}\right)$ flops, and communicates $O(b \log P)$ words, in $O(\log P)$ messages. Once the residual is computed the sub-problem can be solved redundantly on each processor in $O\left(b^{3}\right)$ flops. Finally, the vector updates to $w_{h}$ and $\alpha_{h}$ can be computed without any communication in $O\left(b+\frac{b n}{P}\right)$ flops on each processor. The critical path costs of $H$ iterations of this algorithm are $O\left(\frac{H b^{2} n}{P}+H b^{3}\right)$ flops, $O\left(H b^{2} \log P\right)$ words, and $O(H \log P)$ messages. Each processor requires enough memory to store $w_{h}, \Gamma_{h}, \Delta w, \mathbb{I}_{h}$ and $\frac{1}{P}$-th of $X, \alpha_{h}$, and $y$. Therefore the memory cost of each processor is $d+b^{2}+2 b+\frac{d n+2 n}{P}=O\left(\frac{d n}{P}+b^{2}\right)$ words per processor.

Theorem 2. $H^{\prime}$ iterations of the Block Dual Coordinate Descent (BDCD) algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block row partitions with a block size $b^{\prime}$, on $P$ processors along the critical path costs

$$
\begin{array}{ll}
F=O\left(\frac{H^{\prime} b^{\prime 2} d}{P}+H^{\prime} b^{\prime 3}\right) \text { flops, } & M=O\left(\frac{d n}{P}+b^{\prime 2}\right) \text { words of memory }, \\
W=O\left(H^{\prime} b^{\prime 2} \log P\right) \text { words moved, and } & L=O\left(H^{\prime} \log P\right) \text { messages. }
\end{array}
$$

Proof. The BDCD algorithm computes a $b^{\prime} \times b^{\prime}$ Gram matrix $\Theta_{h}=\frac{1}{\lambda n^{2}} \mathbb{I}_{h}^{T} X^{T} X \mathbb{I}_{h}+\frac{1}{n} \mathbb{I}_{h}^{T} \mathbb{I}_{h}$. Since $\Theta_{h}$ requires inner-products between columns of $X$, a 1D-block row partitioning scheme ensures that all processors contribute to each entry of $\Theta_{h}$. A similar cost analysis to the one used in Theorem 1 proves this theorem.

If $X$ is stored in a 1D-block row layout, then each processor stores a disjoint subset of the features of $X$. The BCD algorithm selects $b$ features at each iteration, however, due to the 1D-block row partitioning this could possibly lead to load imbalance. In the worst case, $P-b$ processors could be idle and the $b$ features chosen could be assigned to the remaining $b$ processors. Therefore, we begin by proving a bound on the worst case maximum number of features stored on a single processor. This bound only holds with high probability since the features are chosen uniformly at random.
Lemma 3. Given a matrix $X \in \mathbb{R}^{d \times n}$ and $P$ processors such that each processor stores $\Theta\left(\left\lfloor\frac{d}{P}\right\rfloor\right)$ features, if s features are chosen uniformly at random such that $b<P$, then the worst case maximum number of features assigned to a single processor w.h.p. is $O\left(\frac{\ln b}{\ln \ln b}\right)$.

Proof. This is the well-known randomized load balancing variant of the balls and bins problem [21] 30, Lem.2.14]. The worst case load balance occurs when $P-b$ processors are idle and only $b$ processors share the load. Since the number of processors sharing the load and the number of rows chosen are the same (i.e. there are $b$ balls and $b$ bins) we can directly apply the max load bound derived by Gonnet [21] and Mitzenmacher [30, Lem.2.14]. Therefore, the worst case maximum load on a single processor is $O\left(\frac{\ln b}{\ln \ln b}\right)$. If we assume $b<\frac{P}{\log P}$ a tighter bound of $O\left(\frac{\log P}{\log \frac{P}{b}}\right)$ applies. This is proved by Mitzenmacher in his thesis [30].

This bound can then be used to bound the communication cost required to perform loadbalancing. A similar result holds for the BDCD algorithm with $X$ stored in a 1D-block column layout.

Theorem 4. H iterations of the Block Coordinate Descent (BCD) algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block row partitions with a block size b, on $P$ processors along the critical path costs w.h.p.

$$
F=O\left(\frac{H b^{2} n}{P}+H b^{3}\right) \text { flops }
$$

$M=O\left(\frac{d n}{P}+b^{2}\right)$ words of memory,
and $W=O\left(H b^{2} \log P+\frac{H n \ln b}{\ln \ln b} \log P\right)$ words moved, $\quad L=O(H \log P)$ for small messages or for large messages

$$
W=O\left(H b^{2} \log P+\frac{H n \ln b}{\ln \ln b}\right) \text { words moved, } \quad L=O(H P) \text { messages. }
$$

Proof. The 1D-block row partitioning scheme implies that the $b \times b$ Gram matrix $\Gamma_{h}=\frac{1}{n} \mathbb{I}_{h}^{T} X X^{T} \mathbb{I}_{h}+$ $\lambda \mathbb{I}_{h}^{T} \mathbb{I}_{h}$ computation may be load imbalanced. Since we randomly select $b$ rows, some processors may hold multiple rows while others hold none. In order to balance the computational load we perform an all-to-all to convert the $b \times n$ sampled matrix into the 1D-block column layout. The amount of data moved is bounded by the max-loaded processor, which from Lemma 3, stores $O\left(\frac{\ln b}{\ln \ln b}\right)$ rows in the worst-case. This requires $W=O\left(\frac{n \ln b}{\ln \ln b} \log P\right)$ and $L=O(\log P)$ for small messages or $W=O\left(\frac{n \ln b}{\ln \ln b}\right)$ and $L=O(H P)$ for large messages. The all-to-all requires additional storage on each processor of $M=O\left(\frac{b n}{P}\right)$ words. Once the sampled matrix is converted, the BCD algorithm proceeds as in Theorem 1. By combining the cost of the all-to-all over $H$ iterations and the costs from Theorem 1, we obtain the costs for the BCD algorithm with $X$ stored in a 1D-block row layout. Note that the additional storage for the all-to-all does not dominate since $b<d$ by definition.

Theorem 5. $H^{\prime}$ iterations of the Block Dual Coordinate Descent (BDCD) algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block column partitions with a block size $b^{\prime}$, on $P$ processors along the critical path costs w.h.p.

$$
F=O\left(\frac{H^{\prime} b^{\prime 2} d}{P}+H^{\prime} b^{\prime 3}\right) \text { flops }
$$

$$
M=O\left(\frac{d n}{P}+b^{\prime 2}\right) \text { words of memory }
$$

and $W=O\left(H^{\prime} b^{\prime 2} \log P+\frac{H^{\prime} d \ln b^{\prime}}{\ln \ln b^{\prime}} \log P\right)$ words moved, $\quad L=O\left(H^{\prime} \log P\right)$ for small messages
or for large messages

$$
W=O\left(H^{\prime} b^{\prime 2} \log P+\frac{H^{\prime} d \ln b^{\prime}}{\ln \ln b^{\prime}}\right) \text { words moved, } \quad L=O\left(H^{\prime} P\right) \text { messages } .
$$

Proof. The BDCD algorithm computes a $b^{\prime} \times b^{\prime}$ Gram matrix $\Theta_{h}=\frac{1}{\lambda n^{2}} \mathbb{I}_{h}^{T} X^{T} X \mathbb{I}_{h}+\frac{1}{n} \mathbb{I}_{h}^{T} \mathbb{I}_{h}$. A 1D-block column partitioning scheme implies that the Gram matrix computation will be load imbalanced and, therefore, requires an all-to-all to convert the sampled matrix into a 1D-block row layout. A similar cost analysis to the one used in Theorem 4 proves this theorem.

### 4.2 Communication-Avoiding Algorithms

In this section, we derive the computation and communication costs of our communicationavoiding BCD and BDCD algorithm under the 1D-block row and 1D-block column data layouts. In both cases we show that our algorithm reduces the communication costs by a factor of $s$ over the classical algorithms. We begin with the CA-BCD algorithm in 1D-block column layout and, then show how this proof extends to CA-BDCD in 1D-block row layout.

Theorem 6. H iterations of the Communication-Avoiding Block Coordinate Descent (CA-BCD) algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block column partitions with a block size $b$, on $P$ processors along the critical path costs

$$
F=O\left(\frac{H b^{2} n s}{P}+H b^{3}\right) \text { flops }, \quad M=O\left(\frac{d n}{P}+b^{2} s^{2}\right) \text { words of memory }
$$

and $W=O\left(H b^{2} s \log P\right)$ words moved, $\quad L=O\left(\frac{H}{s} \log P\right)$ messages.
Proof. The CA-BCD algorithm computes the $s b \times s b$ Gram matrix $G=\frac{1}{n} Y Y^{T}+\lambda I$ where $Y=\left[\mathbb{I}_{s k+1}, \mathbb{I}_{s k+2}, \cdots, \mathbb{I}_{s k+s}\right]^{T} X$, solves $s(b \times b)$ linear systems to compute $\Delta w_{s k+j}$ and updates the vectors $w_{s k+s}$ and $\alpha_{s k+s}$. Computing the Gram matrix requires that each processor locally compute a $s b \times s b$ block of inner-products and then perform an all-reduce (a reduction and broadcast) to sum the partial blocks. This operation requires $O\left(\frac{s^{2} b^{2} n}{P}\right)$ flops, communicates $O\left(s^{2} b^{2} \log P\right)$ words, and requires $O(\log P)$ messages. In order to solve the sub-problem redundantly on all processors, a local copy of the residual $\left(-\lambda \mathbb{I}_{s k+j}^{T} w_{s k}-\frac{1}{n} \mathbb{I}_{s k+j}^{T} X \alpha_{s k}+\frac{1}{n} \mathbb{I}_{s k+j}^{T} X y\right)$ is required. Computing the residual requires $O\left(\frac{b n s}{P}\right)$ flops, and communicates $O(s b \log P)$ words, in $O(\log P)$ messages. Once the residual is computed the sub-problem can be solved redundantly on each processor in $O\left(b^{3} s+b^{2} s^{2}\right)$ flops. Finally, the vector updates to $w_{s k+s}$ and $\alpha_{s k+s}$ can be computed without any communication in $O\left(b s+\frac{b n s}{P}\right)$ flops on each processor. Since the critical path occurs every $\frac{H}{s}$ iterations (every outer iteration), the algorithm $\operatorname{costs} O\left(\frac{H b^{2} n s}{P}+H b^{3}\right)$ flops, $O\left(H b^{2} s \log P\right)$ words, and $O\left(\frac{H}{s} \log P\right)$ messages. Each processor requires enough memory to store $w_{s k+j}, G, \Delta w_{s k+j}, \mathbb{I}_{s k+j}$ and $\frac{1}{P}$-th of $X, \alpha_{s k+j}$, and $y$. Therefore the memory cost of each processor is $d+s^{2} b^{2}+2 s b+\frac{d n+2 n}{P}=O\left(\frac{d n}{P}+b^{2} s^{2}\right)$ words per processor.

Theorem 7. $H^{\prime}$ iterations of the Communication-Avoiding Block Dual Coordinate Descent (CA$B D C D)$ algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block column partitions with a block size $b^{\prime}$, on $P$ processors along the critical path costs

$$
\begin{aligned}
& F=O\left(\frac{H^{\prime} b^{\prime 2} d s}{P}+H^{\prime} b^{\prime 3}\right) \text { flops }, \quad M=O\left(\frac{d n}{P}+{b^{\prime}}^{2} s^{2}\right) \text { words of memory }, \\
& \text { and } W=O\left(H^{\prime} b^{\prime 2} s \log P\right) \text { words moved, } \quad L=O\left(\frac{H^{\prime}}{s} \log P\right) \text { messages } .
\end{aligned}
$$

Proof. The CA-BDCD algorithm computes the $s b^{\prime} \times s b^{\prime}$ Gram matrix $G=\frac{1}{\lambda n^{2}} Y^{T} Y+\frac{1}{n} I$ where $Y=X\left[\mathbb{I}_{s k+1}, \mathbb{I}_{s k+2}, \cdots, \mathbb{I}_{s k+s}\right]$. The 1D-block column partitioning layout ensures that each processor computes a partial $s b^{\prime} \times s b^{\prime}$ block of the Gram matrix. A similar cost analysis to Theorem 6 proves this theorem.

Theorem 8. H iterations of the Communication-Avoiding Block Coordinate Descent (CA-BCD) algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block row partitions with a block size $b$, on $P$ processors along the critical path costs w.h.p.

$$
F=O\left(\frac{H b^{2} n s}{P}+H b^{3}\right) \text { flops, } M=O\left(\frac{d n}{P}+\frac{b n s}{P}+b^{2} s^{2}\right) \text { words of memory, }
$$

and $W=O\left(H b^{2} s \log P+\frac{H n \ln s b}{\ln \ln s b} \log P\right)$ words moved, $L=O\left(\frac{H}{s} \log P\right)$ for small messages or for large messages

$$
W=O\left(H b^{2} s \log P+\frac{H n \ln s b}{\ln \ln s b}\right) \text { words moved, } L=O\left(\frac{H}{s} P\right) \text { messages. }
$$

Proof. The 1D-block row partitioning scheme implies that the $s b \times s b$ Gram matrix computation may be load imbalanced. Since we randomly select $s b$ rows, some processors may hold multiple chosen rows while some hold none. In order to balance the computational load we perform an all-to-all to convert the $s b \times n$ sampled matrix into the 1D-block column layout. The amount of data moved is bounded by the max-loaded processor, which from Lemma 3, stores $O\left(\frac{\ln s b}{\ln \ln s b}\right)$ rows. This requires $W=O\left(\frac{n \ln s b}{\ln \ln s b} \log P\right)$ and $L=O(\log P)$ for small messages or $W=O\left(\frac{n \ln s b}{\ln \ln s b}\right)$ and $L=O(H P)$ for large messages. The all-to-all requires additional storage on each processor of $M=O\left(\frac{s b n}{P}\right)$ words. Once the sampled matrix is converted, the BCD algorithm proceeds as in Theorem 6. By combining the cost of the all-to-all over $H$ iterations and the costs from Theorem 6, we obtain the costs for the CA-BCD algorithm with $X$ stored in a 1D-block row layout. Note that the additional storage for the all-to-all may dominate if $d<b s$. Therefore, $b s$ must be chosen carefully.

Theorem 9. H iterations of the Communication-Avoiding Block Dual Coordinate Descent (CA$B D C D)$ algorithm with the matrix $X \in \mathbb{R}^{d \times n}$ stored in $1 D$-block column partitions with a block size $b^{\prime}$, on $P$ processors along the critical path costs w.h.p.

$$
F=O\left(\frac{H^{\prime} b^{\prime 2} d s}{P}+H^{\prime} b^{\prime 3}\right) \text { flops, } M=O\left(\frac{d n}{P}+\frac{b^{\prime} d s}{P}+{b^{\prime}}^{2} s^{2}\right) \text { words of memory, }
$$

and $W=O\left(H^{\prime} b^{\prime 2} s \log P+\frac{H^{\prime} n \ln s b^{\prime}}{\ln \ln s b^{\prime}} \log P\right)$ words moved, $L=O\left(\frac{H^{\prime}}{s} \log P\right)$ for small messages or for large messages

$$
W=O\left(H^{\prime} b^{\prime 2} s \log P+\frac{H^{\prime} n \ln s b^{\prime}}{\ln \ln s b^{\prime}}\right) \text { words moved, } L=O\left(\frac{H^{\prime}}{s} P\right) \text { messages. }
$$

Proof. The CA-BDCD algorithm computes a $s b^{\prime} \times s b^{\prime}$ Gram matrix, G. A 1D-block column partitioning scheme implies that the Gram matrix computation will be load imbalanced and, therefore, requires an all-to-all to convert the sampled matrix into a 1D-block row layout. A similar cost analysis to the one used in Theorem 8 proves this theorem.

| Summary of datasets |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :--- |
| Name | Features $(d)$ | Data Points $(n)$ | $\mathrm{NNZ} \%$ | $\sigma_{\min }$ | $\sigma_{\max }$ | Source |
| abalone | 8 | 4,177 | 100 | $4.3 e-5$ | $2.3 e+4$ | UCI [27] |
| news20 | 62,061 | 15,935 | 0.13 | $1.7 e-6$ | $6.0 e+5$ | LIBSVM [26] |
| a9a | 123 | 32,651 | 11 | $4.9 e-6$ | $2.0 e+5$ | UCI [27] |
| real-sim | 20,958 | 72,309 | 0.24 | $1.1 e-3$ | $9.2 e+2$ | LIBSVM [29] |

Table 3: Properties of the LIBSVM datasets used in our experiments. We report the largest and smallest eigenvalues values ${ }^{1} \mathrm{bf} X^{T} X$.

The communication-avoiding variants that we have derived require a factor of $s$ fewer messages than their classical counterparts, at the cost of more flops, bandwidth and memory. The bandwidth increase can largely be ignored since the classical algorithms are not bandwidth-limited. Therefore, increasing the bandwidth by $s$ is unlikely to dominate. However, $s$ must be chosen carefully to balance the additional flops and memory consumption with the reduction in the latency cost. This suggests that if latency is the dominant cost then our communication-avoiding variants can attain a $s$-fold speedup.

## 5 Experimental Evaluation

We proved in Section 4 that our communication-avoiding BCD and BDCD algorithms reduce latency (the dominate cost) at the expense of additional bandwidth and computation. In section 5.1 we experimentally show that the communication-avoiding variants are numerically stable and, in section 5.2, we show that the communication-avoiding variants can lead to large modeled speedups on a modern supercomputer using MPI and Apache Spark.

### 5.1 Numerical Experiments

The algorithm transformations derived in Section 3 require that the CA-BCD and CA-BDCD operate on Gram matrices of size $s b \times s b$ instead of size $b \times b$ every outer iteration. Due to the larger dimensions, the conditioning of the Gram matrix increases and may have an adverse affect on the convergence behavior. We explore this tradeoff between convergence behavior, flops, communication and the choices of $b$ and $s$ for the classical and communication-avoiding algorithms. All experiments were performed in MATLAB version R2015b on a 2.3 GHz Intel i7 machine with 8GB of RAM with datasets obtained from the LIBSVM repository [9. Datasets were chosen so that all algorithms were tested on a range of shapes, sizes, and condition numbers. Table 3 summarizes the important properties of the datasets tested. For all experiments, we set the regularization parameter to $\lambda=1000 \sigma_{\text {min }}$. In practice, $\lambda$ should be chosen based on metrics like prediction accuracy on the test data (or hold-out data). Smaller values of $\lambda$ would slow the convergence rate and require more iterations, therefore we choose $\lambda$ so that our experiments have reasonable running times. We do not explore tradeoffs between $\lambda$ values, convergence rate and running times in this paper. In order to measure convergence behavior, we plot the relative solution error:

$$
\frac{\left\|w_{\text {opt }}-w_{h}\right\|_{2}}{\left\|w_{\text {opt }}\right\|_{2}}
$$
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Figure 2: We compare the convergence of BCD with $b=1$ (which we refer to as "CD", for coordinate descent, in the plots) and Block Coordinate Descent with $b>1$ on several machine learning datasets. We show relative solution error (Figures 2at 2d) and objective error (Figures $2 \mathrm{e} 2 \mathrm{~h})$ convergence plots of datasets in Table 3 with $\lambda=1000 \sigma_{\text {min }}$. The $y$ axes are on $\log _{10}$-scale.
where $w_{h}$ is the solution obtained from the coordinate descent algorithms at iteration $h$ and $w_{o p t}$ is obtained from conjugate gradients with $t o l=1 e-15$. We also plot the relative objective error:

$$
\frac{f\left(X, w_{\text {opt }}, y\right)-f\left(X, w_{h}, y\right)}{f\left(X, w_{o p t}, y\right)}
$$

where $f(X, w, y)=\frac{1}{2 n}\left\|X^{T} w-y\right\|_{2}^{2}+\frac{\lambda}{2}\|w\|_{2}^{2}$, the primal objective. We use the primal objective to show convergence behavior for BCD, BDCD and their communication-avoiding variants. We explore the tradeoff between the block sizes, $b$ and $b^{\prime}$, and convergence behavior to test BCD and BDCD stability due to the choice of block sizes. Then, we fix the block sizes and explore the tradeoff between $s$, the loop-blocking parameter, and convergence behavior to study the stability of the communication-avoiding variants due to choice of $s$. Finally, for both sets of experiments we also plot the algorithm costs against convergence behavior to illustrate the theoretical performance tradeoffs due to choice of block sizes and choice of $s$. For the latter experiments we assume that the datasets are partitioned optimally for BCD (1D-block row) and BDCD (1D-block column) and for CA-BCD and CA-BDCD, respectively. We plot the sequential flops cost for all algorithms, ignore the $\log P$ factor for the number of messages and ignore constants in all costs.

### 5.1.1 Block Coordinate Descent

Recall that the BCD algorithm computes a $b \times b$ Gram matrix and solves a $b$-dimensional subproblem at each iteration. Therefore, one should expect that as $b$ increases the algorithm converges faster but requires more flops and bandwidth per iteration. So we begin by exploring this block size tradeoff by comparing the convergence behavior and costs of coordinate descent (i.e. $b=1$ ) to block coordinate descent with $1<b<d$. Figure 2 plots the convergence behavior of the datasets in Table 3 in terms of the relative objective error and relative solution error.

Figures 2 a and 2 e show results for the abalone dataset with $b=2,4$, and 6 . We observe an inverse relationship between the block size and the number of iterations required to converge.

Furthermore, the solution error decreases slower than the objective error, which indicates that traditional convergence criterion may not be suitable for machine learning applications where prediction accuracy or objective error are most important. In particular, we see that for the abalone dataset, there is approximately a $2 \times$ difference in the number of iterations required to obtain equal accuracy in the solution and objective. The curves illustrate that $b$ is an important parameter in determining the number of iterations required for convergence to a desired accuracy. For $b=2$ we see more than $2 \times$ reduction in the number of iterations required to attain equal accuracy to coordinate descent. This observation holds comparing $b=4$ and $b=2$ but diminishes when comparing $b=6$ and $b=4$, which implies that $b$ should be chosen carefully to balance the reduction in iterations with the additional computational cost. The objective is sensitive to small fluctuations in the solution due to round-off error and implies a magnifying effect between the objective error and solution error.

Figures 2b and 2f show the convergence behavior of the news20 dataset with $b=8,32$ and 128. Since $d>n$ for this dataset, we expect the BCD algorithm to converge slowly. In particular, we see that the residual error actually increases between iterations 1 to $10^{4}$ and then begins to decrease. Since $b$ rows are randomly selected, some coordinates of the solution may not be updated as frequently. As a result, the solution error continues to grow until all coordinates have been updated. As expected, choosing a larger block size ensures that the solution error decreases in fewer iterations. Similar to the abalone dataset, the objective error is smaller than the solution error. Once again we observe that as block size increases, the algorithm converges faster. Figure 2 c and 2 g show convergence behavior of the a9a dataset for $b=8,16$ and 32. Figure 2d and 2h show the convergence behavior of the real-sim dataset for $b=8,16$ and 32 . The figures illustrate that $b>1$ converges faster than $b=1$ and, that one should choose $b$ to balance the cost of additional flops. In both cases, we observe that the objective error converges faster than the solution error.

Figures 3a, 3e, and 3i show the theoretical flops, bandwidth and messages cost of the BCD algorithm for $b=1,2,4$, and 6 . We obtain the costs from Section 4 but assume that flops are computed sequentially 2 , ignore the $\log P$ factor for the latency term and ignore constants for all costs $s^{3}$. We observed that the flops cost per iteration increases with $b$, however, the cost per digit of accuracy remains constant as $b$ increases. This observation also holds for the bandwidth cost, which suggests that with $b>1$ the abalone dataset converges fast enough to offset the additional flops and bandwidth. The latency cost, however, shows that the number of messages decreases as $b$ increases. Selecting a large block size reduces the latency cost significantly while the other costs remain constant per digit of accuracy gained. For the abalone dataset, $b$ should be large in order to maximize performance.

Figure 3b, 3f, and 3j plot the algorithm costs of the news20 dataset with $b=1,8,32$, and 128. Unlike the abalone dataset, the flops cost in Figure 3b increases with $b$. If flops are most important, then this plot suggests that smaller $b$ would reduce flops per digit of accuracy. Figure $3 \mathrm{3f}$ shows that the same conclusion holds for the bandwidth costs. However, Figure 3j illustrates that a larger block size reduces the latency cost per digit of accuracy. If latency is the dominant cost for the news 20 dataset, then Figure 3j encourages the selection of large $b$. The choice of $b$ implies a bandwidth, flops and latency tradeoff.

Figures 3c, 3g, and 3k show the BCD costs of the a9a dataset for $b=1,8,16$, and 32 . The flops and bandwidth costs indicate that for $b>1$ the BCD algorithm is more expensive than for $b=1$. However, if we ignore the $b=1$ case, then the flops and bandwidth costs encourage the selection of large $b$ since the cost per digit of accuracy are approximately equal. Figure 3 k shows
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Figure 3: We compare the algorithm costs of BCD with $b=1$ (which we refer to as "CD", for coordinate descent, in the plots) and BCD with $b>1$ on several machine learning datasets. Flops cost (Figures 3a, 3d), bandwidth cost (Figures 3e, 3h), and messages cost (Figures 3i 3l) versus convergence plots of datasets in Table 3 with $\lambda=1000 \sigma_{\text {min }}$. The objective error is first measured at iteration $H=0$ and then re-computed at regular intervals. This interval accounts for the large gap between the first and second data points in the plots.
that selecting $b>1$ reduces the latency cost and encourages the selection of large $b$. For the a9a dataset, the plots indicate that $b=1$ reduces flops and bandwidth costs while $b>1$ reduces the latency cost.

Finally, Figures 3d, 3h, and 31 show the costs of the real-sim dataset with $b=1,8,16$, and 32 . The flops and bandwidth costs are reduced when $b=1$, while the latency cost is reduced when $b=32$. Depending on the hardware parameters $b$ should be chosen to balance the computation and communication costs for the real-sim dataset.

In summary, we observe that for all datasets tested larger block sizes are encouraged on machines where latency is the dominant cost. However, in general, our results show that $b$ should be chosen to balance the flops, bandwidth and latency costs.

### 5.1.2 Communication-Avoiding Block Coordinate Descent

Our derivation of the CA-BCD algorithm showed that by unrolling the iteration loop we can reduce the latency cost of the BCD algorithm by a factor of $s$. However, this comes at the cost of computing a larger $s b \times s b$ Gram matrix whose condition number is larger than the $b \times b$ Gram matrix computed in the BCD algorithm. The larger condition number implies that the


Figure 4: We compare the convergence behavior of BCD and CA-BCD with various values of $s$ on several machine learning datasets. Relative objective error (Figures 4a, 4d), relative solution error (Figures 4e 4h), and Gram matrix condition numbers (Figures 4i44) versus convergence plots of datasets in Table 3 with $\lambda=1000 \sigma_{\text {min }}$ : abalone with $b=4$, news 20 with $b=64$, a9a with $b=16$, and real-sim with $b=32$. The $y$ axes are on $\log _{10}$-scale. Figure 41 contains values very close to $10^{0}$, therefore the $y$-axis is scales by $10^{-4}$ to show separation for various values of $s$.

CA-BCD algorithm may not be stable for $s>1$ due to round-off error. Therefore, we begin by experimentally showing the convergence behavior of the CA-BCD algorithm on the datasets in Table 3.

Figures 4 a and 4 e show the convergence behavior of the abalone dataset in terms of the objective error (Figure 4a) and the solution error (Figure 4e) with $s=5,20$, and 100. We fix the block size to $b=4$ for both BCD and CA-BCD so that only $s$ varies. We observe that the CA-BCD convergence for all values of $s$ matches the convergence of BCD in terms of the objective error and the solution error. We see some deviation in the objective error for less than $10^{-14}$ accuracy, which can be attributed to small-magnitude error once the solution error is less than $10^{-12}$. Figure 4 i plots the statistics of the Gram matrix condition number over all iterations. We see that the Gram matrix condition number increases with $s$ but is reasonably small. In other words, the Gram matrix is well-conditioned even in the $s=H=100$ setting where CA-BCD performs a single-pass over the data and communicates only once.

Figures 4 b and 4 f show the convergence behavior of the news20 dataset with $s=5,20,50$, and $b=64$. We see that BCD and CA-BCD converge slowly since the news20 dataset is ill-conditioned. Aside from the slow convergence, CA-BCD for all settings of $s$ matches the convergence of BCD.


Figure 5: We compare the convergence of BDCD with $b^{\prime}=1$ (which we refer to as "DCD", for dual coordinate descent, in the plots) and BDCD with $b^{\prime}>1$ on several machine learning datasets. Relative solution error (Figures 5a/5d) and objective error (Figures 5e 5h convergence plots of datasets in Table 3 with $\lambda=1000 \sigma_{\text {min }}$. The $y$ axes are on $\log _{10}$-scale.

Figure 4 j shows that the Gram matrix condition numbers do not increase drastically with $s$ and indicate that larger values of $s$ will be stable. Since $s>50$ is likely to be numerically stable, the maximum choice of $s$ is limited by the algorithm costs tradeoffs rather than numerical stability.

Figures 4 c and 4 g illustrate that CA-BCD with $s=5,20,50$, and $b=16$ for the a9a dataset is numerically stable. Larger values of $s$ are possible given that the largest condition number is $O\left(10^{4}\right)$.

Figures 4 d and 4 h show that the same conclusion holds for the real-sim dataset with $b=32$. In summary, our experiments show that CA-BCD has the same convergence behavior as BCD on all datasets tested. Although $s$ can be large, practical values of $s$ should be determined based on algorithm costs and corresponding hardware parameters.

### 5.1.3 Block Dual Coordinate Descent

The BDCD algorithm solves the dual of the regularized least-squares problem by computing a $b^{\prime} \times b^{\prime}$ Gram matrix obtained from the columns of $X$ (instead of the rows of $X$ for BCD ) and solves a $b$-dimension subproblem at each iteration. Similar to BCD, we expect that as $b^{\prime}$ increases, the BDCD algorithm converges faster at the cost of more flops and bandwidth. We explore this tradeoff space by comparing the convergence behavior and algorithm costs of dual coordinate descent (i.e. BDCD with $b^{\prime}=1$ ) to BDCD with $1<b^{\prime}<n$. We perform experiments on the datasets in Table 3 for various block sizes and measure the relative objective error and relative solution error.

Figure 5 a and 5 e plot the solution error and objective error, respectively, of the BDCD algorithm on the abalone dataset with $b^{\prime}=1,4,16$, and 32 . As $b^{\prime}$ increases the BDCD algorithm converges faster in both the solution error and the objective error. Similar to the BCD algorithm, there exists an approximately $2 \times$ difference in the solution error and the objective error. However, unlike the BCD algorithm, BDCD requires $O(100)$ times more iterations to converge to the same level of accuracy. This is due to the fact that BDCD chooses $b^{\prime}$ data points at each iteration
from the dataset. Since $n>d$ for the abalone dataset, BDCD requires a much larger block size in order to converge to the same accuracy as BCD, if the number of iterations are fixed. Figure 5 b and 5 f show the solution error and objective error for the news 20 dataset with $b^{\prime}=1,8,16$, and 64. As $b^{\prime}$ increases the BDCD algorithm converges proportionally faster per iteration and, in comparison to BCD, attains a higher accuracy in both the solution and the objective for a fixed number of iterations. BDCD attains a higher accuracy in fewer iterations due to the shape of the new20 dataset. Since $n<d$, BDCD selects a proportionally larger block size than BCD, which leads to more updates to each coordinate of the solution vector. This suggests that by selecting block sizes that are proportional to the dimensions of the matrix, the primal and dual methods can converge to the same accuracy for a fixed number of iterations (modulo the effects of randomized sampling). Figures 50 and 5 g show the solution and objective error for the a9a dataset with $b^{\prime}=1,8,32$, and 128. As $b^{\prime}$ increases the algorithm converges faster than for $b^{\prime}=1$. However, the objective and solution errors fluctuate since BDCD performs block updates on a vector in the large dimension. Therefore, selecting $b^{\prime}$ proportional to $n$ is important in ensuring that BDCD converges quickly. Finally, Figures 5 d and 5 h show the convergence behavior for the real-sim dataset with $b^{\prime}=1,8,32$, and 128 . Similar to the other datasets as $b^{\prime}$ increases, the BDCD algorithm converges faster.

Figure 6 illustrates the computation and communication costs of the BDCD algorithm against the objective error. Figures 6a, 6e, and 6 i show the flops, bandwidth and messages cost of the abalone dataset with $b^{\prime}=1,4,16$, and 32 . The flops and bandwidth cost plots indicate that small values of $b^{\prime}$ are required if flops or bandwidth are the dominant terms. However, if the latency cost dominates, then large values of $b^{\prime}$ are preferable. In general, $b^{\prime}$ should be selected to balance the flops, bandwidth, latency costs and desired accuracy. In comparison to the BCD costs (in Figure 3), the BDCD algorithm requires orders of magnitude more flops, bandwidth and messages to converge to the same accuracy. The remaining figures exhibit the same tradeoffs between the computation and communication costs. However, when compared to the costs of the BCD algorithm, the best algorithm depends on the shape of the dataset and the choice of block size. Furthermore, due to the fully randomized block selection (i.e. we do not cycle through blocks of coordinates), the shape of the dataset affects the convergence of the primal and dual methods, since coordinate descent in the large dimension will, for this random sampling scheme, require more iterations.

### 5.1.4 Communication-Avoiding Block Dual Coordinate Descent

The CA-BDCD algorithm avoids communication in the dual problem by unrolling the iteration loop by a factor of $s$. This allows us to reduce the latency cost computing a larger $s b^{\prime} \times s b^{\prime}$ Gram matrix whose condition number is larger than the $b^{\prime} \times b^{\prime}$ Gram matrix computed in the BDCD algorithm. The larger condition number implies that the CA-BDCD algorithm may not be stable, so we begin by experimentally showing the convergence behavior of the CA-BCD algorithm on the datasets in Table 3.

Figures 7 a and 7 e show the convergence behavior of the abalone dataset in terms of the objective error (Figure 7a) and the solution error (Figure 7e) with $s=5,20$, and 100. We fix the block size to $b^{\prime}=32$ for both BDCD and CA-BDCD. The plots illustrate that the CA-BDCD convergence for all values of $s$ matches the convergence of BCD in terms of the objective error and the solution error. We see some fluctuation in the objective error for less than $10^{-14}$ accuracy, which can be attributed to small fluctuations in the solution error. Figure 71 shows the statistics of the Gram matrix condition number over all iterations. From this plot we see that the Gram matrix condition number increases with $s$ but is only $O\left(10^{2}\right)$ for $s=100$. This suggests that $s$ can be much larger without adversely affecting the stability of our communication-avoiding algorithm.


Figure 6: We compare the algorithm costs of BDCD with $b^{\prime}=1$ (which we refer to as "DCD", for dual coordinate descent, in the plots) and BDCD with $b^{\prime}>1$ on several machine learning datasets. Flops cost (Figures 6at 6d), bandwidth cost (Figures 6e, 6h), and messages cost (Figures 6i-61) versus convergence plots of datasets in Table 3 with $\lambda=1000 \sigma_{\text {min }}$. The $x$ and $y$ axes are on $\log _{10}$-scale. The objective error is first measured at iteration $H^{\prime}=0$ and then re-computed at regular intervals. This interval accounts for the large gap between the first and second data points in the plots.

Figures 7 b and 7 f show the convergence behavior of the news 20 dataset with $s=5,20,50$, and $b^{\prime}=64$. We see that although BDCD and CA-BDCD converge slowly, their convergence curves match for all choices of $s$. Figure 7j] shows that the Gram matrix condition numbers do not increase drastically with $s$ and indicate that larger values of $s$ will be stable. Figures $7 \mathrm{c}, 7 \mathrm{~g}$, and 7 k show that CA-BDCD with $s=5,20,50$, and $b^{\prime}=32$ is numerically stable for all tested values of $s$ on the a9a dataset. Much larger values of $s$ are possible given that the largest condition number is $O\left(10^{1.8}\right)$. Figures 7 d , 7 h , and 71 show that the same conclusion holds for the real-sim dataset with $s=5,20,50$, and $b^{\prime}=32$. In conclusion, our experiments show that CA-BDCD has the same convergence behavior as BDCD on all datasets and values of $s$ tested. Although $s$ can be large, practical values of $s$ should be determined based on algorithm costs and corresponding hardware parameters.

### 5.2 Modeled Performance Experiments

We have shown that the communication-avoiding variants are numerically stable and reduce the number of messages sent by a factor of $s$. Our results in the previous section indicate that $s$ can


Figure 7: We compare the convergence behavior of BDCD and CA-BDCD with various values of $s$ on several machine learning datasets. Relative objective error (Figures $7 \mathrm{a} / 7 \mathrm{~d}$ ), relative solution error (Figures 7e 7h), and Gram matrix condition numbers (Figures 7il|71) versus convergence plots of datasets in Table 3 with $\lambda=1000 \sigma_{\text {min }}$ : abalone with $b^{\prime}=32$, news 20 with $b^{\prime}=64$, a 9 a with $b^{\prime}=32$ and real-sim with $b^{\prime}=32$. The $y$ axes are on $\log _{10}$-scale. Figure 71 contains values very close to $10^{0}$, therefore the $y$-axis is scales by $10^{-5}$ to show separation for various values of $s$.
be quite large in theory without altering the convergence behavior. However, $s$ cannot be too large in practice due to the additional flops and bandwidth costs. In this section, we model the running time of the BCD and CA-BCD algorithms with $b=4$ using results from Section 4. We use the running time model introduced in Section 2, $T=\gamma F+\alpha L+\beta W$, to obtain strong and weak scaling speedups along the critical path of the BCD and CA-BCD algorithms.

We assume that each processor has infinite local memory and can execute each flop at peak machine rate. In the parallel setting, we assume that communication costs dominate the local flops on each processor. Our experiments consider two programming models, MPI and Spark on Cor ${ }^{4}$, the latest supercomputing architecture at NERSC. The Cori supercomputer has hardware parameters: $\gamma=8 \cdot 10^{-13}, \alpha=1 \cdot 10^{-6}$ and $\beta=1.3 \cdot 10^{-10}[1]$. We assume that MPI can run at the hardware peak. For Spark we assume that the flops and bandwidth rates are not altered, but increase the latency to $\alpha=1 \cdot 10^{-3}$ due to the scheduling and centralization overhead incurred while performing tree reductions in Spark [20].

We begin with strong scaling and assume that the dataset is dense and partitioned appropriately so that flops are load balanced (i.e. 1D-column partitioned). For the MPI model we use a
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Figure 8: Strong scaling plots of BCD $(\times)$ and CA-BCD $(+)$ with block size, $b=4$, on NERSC Cori using MPI with $d=1024, n=2^{35}$ (left) and using Spark with $d=1024, n=2^{40}$ (right). Ideal strong scaling, in both plots, would be $2 \times$ decrease in running time with $2 \times$ increase in number of processors (P).


Figure 9: Weak scaling plots of BCD $(\times)$ and CA-BCD (+) with block size, $b=4$, on NERSC Cori using MPI (left) and using Spark (right) with $d=1024, \frac{n}{P}=2^{11}$ for both. Ideal weak scaling, in both plots, would be constant running time for $2 \times$ increase in the number of processors ( P ).
problem size with $n=2^{35}$ columns and assume $d$ is large enough to at least select $b$ rows without replacement. For the Spark experiments we increase the problem size to $n=2^{40}$ columns. In both cases, we perform our experiments with $P \in\left\{2^{2} \ldots 2^{28}\right\}$. Figure 8 shows the strong scaling results using MPI and Spark on Cori. In Figure 8a we see that BCD initially scales perfectly since the algorithm is dominated by flops. However, as the local problem size decreases communication dominates. On the other hand, CA-BCD matches the scaling of BCD initially - since flops dominate, $s=1$ is the best choice - and continues to scale past BCD. In Figure 8b, BCD becomes communication-dominated much more quickly due to the additional Spark overheads. However, CA-BCD continues to scale almost linearly for the entire processor range. The best speedups we attained were $14 \times$ for MPI and $165 \times$ for Spark with $s=40$ and $s=600$, respectively.

Figure 9 shows the weak scaling results using MPI and Spark on Cori with the same processor
range. The problem size is fixed so that $\frac{n}{P}=2^{11}$ and assume once again that $d$ is at least large enough to select $b$ rows without replacement. In Figure 9a we see that initially when $P$ is small and flops dominate, the BCD and CA-BCD gap is small. However, as $P$ increases and communication dominates, the gap widens. For all processor counts, CA-BCD is faster than BCD. In Figure 9b, we see a much larger initial gap due to the communication overhead. This gap continues to widen as the number of processors are increased. In summary, the best speedups we attained were $12 \times$ for MPI and $396 \times$ for Spark with $s=25$ and $s=750$, respectively.

We have shown in this section that block versions of coordinate descent and dual coordinate descent are preferable due to faster convergence and smaller latency costs. We showed the tradeoffs between the primal and dual methods as a function of dataset shape and block size on convergence behavior and algorithm costs. We experimentally showed that the new communication-avoiding variants are numerically-stable for all choices of $s$ tested on all datasets and showed that they reduce the latency cost by $s$. Finally, we illustrated modeled speedups of $14 \times$ (strong scaling) and $12 \times$ (weak scaling) on a model problem using MPI and $165 \times$ (strong scaling) and $396 \times$ (weak scaling) using Spark on a current supercomputer.

## 6 Conclusion and Future Work

In this paper, we have shown how to extend the communication-avoiding technique of CA-Krylov subspace methods to block coordinate descent and block dual coordinate descent algorithms in machine learning. We showed that when considering passes over the dataset, BCD and BDCD methods converge faster than traditional Krylov methods and analyzed the computation, communication and storage costs of the classical and communication-avoiding variants. Our experiments showed that CA-BCD and CA-BDCD are numerically stable algorithms for all values of $s$ tested, show the tradeoff between algorithm parameters and convergence. We also showed that the communication-avoiding variants can attain large modeled speedups on a modern supercomputer using MPI or Spark.

There are several open questions and directions for future work yet to be explored. Distributedmemory MPI and Spark implementations of the algorithms described and comparison to existing parallel BCD and BDCD methods is our most immediate goal. BCD and BDCD methods are especially important when applied to solving the kernel ridge regression problem where standard Krylov methods are more expensive. The algorithms developed in this work can also be applied to the kernelized regression problem, but we leave this for future work. Our communication-avoiding technique may apply to many other iterative machine learning algorithms. In particular, extensions to non-linear loss functions, BFGS, L-BFGS and other quasi-Newton methods would be particularly interesting.
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