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Abstract 
 

Electronic Properties of Low-Dimensional Materials Under Periodic Potential 
 

by 
 

Mehdi Jamei 
 

Doctor of Philosophy in Electrical Engineering and Computer Sciences 
 

Professor Alex Zettl, Chair 

 
In the quest for the further miniaturization of electronic devices, numerous fabrication 
techniques have been developed. The semiconductor industry has been able to manifest 
miniaturization in highly complex and ultra low-power integrated circuits and devices, 
transforming almost every aspect of our lives. However, we may have come very close to 
the end of this trend. While advanced machines and techniques may be able to overcome 
technological barriers, theoretical and fundamental barriers are inherent to the top-down 
miniaturization approach and cannot be circumvented. 
 
As a result, the need for novel and natural alternatives to replace old materials is valued 
now more than ever. Fortunately, there exists a large group of materials that essentially 
has low-dimensional (quasi-one- or quasi-two-dimensional) structures. Graphene, a two-
dimensional form of carbon, which has attracted a lot of attention in recent years, is a 
perfect example of a prime material from this group. Niobium tri-selenide (NbSe3), from 
a family of trichalcogenides, has a highly anisotropic structure and electrical 
conductivity. At sufficiently low temperatures, NbSe3 also exhibits two independent 
“sliding charge density waves”– an exciting phenomenon, which could be altered by 
changing the overall size of the material. 
 
In NbSe3 (and Blue Bronze K0.3MoO3 which has a similar structure and electrical 
behavior), the effect of a periodic potential could be seen in creating a charge density 
wave (CDW) that is incommensurate to the underlying lattice. The required periodic 
potential is provided by the crystal ions when ordered in a particular way. The 
consequence is a peculiar non-linear conductivity behavior, as well as a unique narrow-
band noise spectrum. Theoretical and experimental studies have concluded that the 
dynamic properties of resulting CDW are directly related to the crystal impurity density, 
and other pinning potentials. Therefore, reducing the overall size of the crystal could 
potentially alter the CDW behavior in a significant way. 
 
Theoretical studies, as well as preliminary experimental results, suggest exceptionally 
interesting charge carrier behavior, including an energy gap opening and an anisotropic 
modulation of carrier mobility, in graphene when it is under a periodic potential.  The 
fabrication process to achieve the desired periodic structure, with the required length 
scale on graphene is a challenging one. Therefore, in this manuscript, the fabrication 
process and its challenges are discussed. 



 
The arrangement of the manuscript is as follows: In Chapter 1, first, I study the theory of 
charge density waves and their dynamics. Next, I describe the fabrication process for thin 
NbSe3 and Blue Bronze crystals and devices. Finally, I discuss the device measurement 
results, and compare them with bulk crystals. In Chapter 2, I focus on the fabrication of 
periodic potentials on graphene layers. I begin by providing the theoretical background 
and motivations of the project. Then, the fabrication process is discussed in details. And 
lastly, I present the fabrication and preliminary electrical measurement results.  Chapter 3 
is a summary of additional experiments that I performed during the course of my PhD. 
 



 
Contents 
 
 

1. Finite-Size Effect on Charge Density Waves   

1.1. An Introduction to Charge Density Waves  1 

1.1.1. Realization of CDW and its dynamics 2 

1.1.2. Frequency dependent conductivity 7 

1.1.3. Current oscillations, narrow-band and broad-band noise 9 

1.1.4. Materials and CDW transitions 12 

1.1.5. Motivations 16 

1.2. Thin NbSe3 Crystals 18 

1.2.1. Device Fabrication and Characterization 18 

1.2.1.1. Crystal growth 18 

1.2.1.2. Exfoliation technique 19 

1.2.1.3. E-beam lithography and nitrogen plasma treatment 19 

1.2.1.4. Electrical measurement methods 22 

1.2.2. Results and Discussion 29 

1.2.2.1. Exfoliation 29 

1.2.2.2. Indium deposition 30 

1.2.2.3. Contact resistance and plasma treatment 31 

1.2.2.4. Device fabrication 32 

1.2.2.5. Bulk crystal electrical measurements 33 

1.2.2.6. Thin NbSe3 crystal measurements 36 

1.2.3. Discussion and Conclusion 40 

  

1.3. Thin Blue Bronze K0.3MoO3 Crystals 45 

1.3.1. Device Fabrication and Characterization  45 



1.3.1.1. Crystal growth 45 

1.3.1.2. Exfoliation technique 46 

1.3.1.3. E-beam lithography and nitrogen plasma treatment 47 

1.3.1.4. Electrical measurement methods 48 

1.3.2. Results and Discussion 48 

1.3.2.1. Exfoliation 48 

1.3.2.2. Contact resistance and plasma treatment 48 

1.3.2.3. Device fabrication 49 

1.3.2.4. Preliminary Electrical measurements 49 

2. Graphene Under Periodic Potential  

2.1. Theory and Background 51 

2.1.1. Two-dimensional electron systems 52 

2.1.2. Theory of Graphene 54 

2.1.3. Effect of periodic potential on graphene 57 

2.2. Device Fabrication 63 

2.2.1. Exfoliation of graphene 63 

2.2.2. CVD graphene growth and transfer method 64 

2.2.3. Device fabrication strategies 68 

2.2.4. Sub-15nm electron beam lithography 73 

2.2.5. Metal-Oxide multilayer stack system 80 

2.3. Results and discussion 84 

2.3.1. Sub-15nm e-beam lithography 84 

2.3.2. Metal-Oxide multilayer stack system 90 

2.3.3. Conclusion and future experiments 90 

3. Other Experiments  

3.1. C60 filled carbon and boron-nitride nanotubes 91 

3.2. Single boron-nitride nanotube optical waveguide and transducer  95 

4. Bibliography 99 

 



 

Acknowledgements 
 

First and foremost, I would like to thank Professor Alex Zettl, my advisor. His support 
and guidance has been a constant inspiration in my entire graduate studies life. During 
these years, discussions and consultations that I have had with him, have taught me new 
ways of thinking and problem solving skills, which have influenced me in both 
professional and personal level.  

I would like to thank all Zettl group members who helped me in different parts of my 
experiments. Specifically, I would like to thank Dr. Claudia Ojeda-Aristizabal and Seita 
Onishi for their constant support.  

I would also thank my parents and my two sisters. They always have been supporting 
me with their prayers and best wishes.  

I would like to express my deepest gratitude to my parents-in-law, Shohreh Doustani 
and Mehdi Rajabzadeh, for their care, guidance and help. Thank you for providing me 
with an atmosphere of peace and love.  

Finally, and most importantly, I would like to thank my wife, Shokoofeh Rajabzadeh, 
who has always been my unceasing inspiration. Her support, patience, and unwavering 
love have always been the dependable bedrock upon which, the past several years of my 
life have been built. In my most difficult times, she has always been there to cheer me up, 
and has stood by me through the good times and bad. 



Chapter One 

Finite-Size Effect on Charge Density Waves 

1.1 An introduction to charge density waves 

In 1955, and in independent attempts, Rudolf Peierls [1] and Herbert Fröhlich [2] 
predicted that in a one-dimensional electronic system, i.e. a one-dimensional metal, under 
a periodic potential, the electronic charge density undergoes a periodic modulation. This 
phenomenon was later called charge density waves (CDW). The periodic potential can be 
provided by either the lattice distortion or by an external potential. This chapter is a brief 
review of the properties of low-dimensional solids in a natural periodic potential from 
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their corresponding lattice distortions. It also covers some aspects of the sliding CDW 
dynamics [3-6]. 

1.1.1 Realization of CDW and its dynamics 
In this section, when I talk about one-dimensional material, I do not refer to the overall 

size of the crystal. Here, I am discussing a form of crystal structure that allows the charge 
carriers to move easily in one direction, while at the same time, limits their movement in 
two other directions. An example of such crystals is transition metal trichalcogenides 
(e.g. NbSe3), which I will discuss later. The atomic structure of this type of material is 
composed of infinitely long conductive chains, in which, the nearest-neighbor distance 
between atoms is comparable to that of a pure metallic crystal. However, these 
conductive chains are separated from each other by a far greater distance, and thus, are 
virtually independent. Such crystals are called quasi-one-dimensional (Q1D) materials. 
Similarly, quasi-two-dimensional materials (Q2D) could be understood. For example, 
graphite is a Q2D electronic system. As will be discussed later, CDW appears in low-
dimensional conductors (i.e. Q1D or Q2D material) at sufficiently low temperatures. 

In order to model a one-dimensional metal in a periodic potential, first, consider a 
nearly free electron gas (NFEG) in a periodic potential. The periodic potential can be 
written as 

𝑉 = ∆𝑒!"# . (1.1) 

Here, Δ is the potential amplitude, and Q is the wave vector [7]. The real part of this 
potential is shown in Figure 1.1. Applying this potential as a perturbation potential, on a 
free electron gas system, results in the coupling of |𝑘  and |𝑘 + 𝑄  states. This coupling 
opens an energy gap at 𝑘 = ±𝑄/2. The energy of this gap can be easily calculated as 
𝐸! = 2∆.  

Such a periodic potential can be provided by displacement of lattice ions, as shown in 
Figure 1.2. In this displaced ion system, the electronic charge density can be perturbed by 
a phonon with the wavenumber 𝑞, where 𝑞 is the corresponding wavenumber of ion 
displacement. In a special case of 𝑞 = 2𝑘!, where  𝑘! is the Fermi wavenumber, the 
energy gap opening results in a reduction in the total energy of the electronic and lattice 
system [8]. Hence, the ions favor this new position, and thus, lock into it. 

 

 

Figure 1.1: A periodic potential with amplitude ∆. If applied on a Q1D material, this 
potential forms a CDW at low temperatures. 
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The effect of this interaction on the charge density can be written as 𝛿𝜌 =

−𝜒 𝑞 𝑉 𝑞 , where 𝜒 𝑞  is the electronic susceptibility, and 𝑉 𝑞  is the mean-field 
potential of the phonons. The mean field potential for ion displacement phonons can be 
written as  

𝑉 𝑞 = 𝑔𝑈!𝑒!"# (1.2) 

where 𝑔  is the electron-phonon coupling constant, and 𝑈!  is the displacement 
amplitude. In comparison with relation 1.1, Δ = 𝑔𝑈!.  

Lindhard function gives the electron susceptibility as   

𝜒 𝑞 =
𝑓 𝑘 − 𝑓 𝑘 + 𝑞
𝐸 𝑘 + 𝑞 − 𝐸 𝑘

!

 (1.3) 

where 𝑓 𝑘  is the temperature-dependent Fermi-Dirac distribution function, and 𝐸 𝑘  
is the electronic energy at 𝑘. The sum goes on all the occupied states [9]. Figure 1.3 (a) 
shows the real part of the Lindhard function for a one-dimensional Nearly Free Electron 
Gas (NFEG) at 𝑇 = 0 [10]. For simplicity, it is assumed that ℏ = 𝑒 = 𝑚 = 𝑘! = 1. As 

 

Figure 1.2: Peierls transition in a one-dimensional electron gas. (a) Undistorted lattice, 
(b) distorted lattice which cause a gap opening in the single particle excitation 

spectrum [8]. 
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indicated in this plot, 𝜒 𝑞  diverges logarithmically near 𝑞 = 2𝑘! . This is a unique 
characteristic of this function in 1D. In 3D, however, calculating 𝜒 𝑞  results in a 
characterless function of 𝑞.This function is displayed in Figure 1.3 (b) 

The physics of this singularity can be understood by noting that, in a one-dimensional 
metal, all Fermi states with 𝑘 < 0 can be translated to their corresponding 𝑘 > 0 states 
by a single wave vector 𝑞 = 2𝑘!. This unique translation is called nesting of the Fermi 
surface. The total nesting of the Fermi surface is a unique characteristic of 1D systems. In 
higher dimensions, even though, a large electron susceptibility behavior could occur at 
2𝑘!, and thus, nest a significant fraction of the Fermi surface, however, total nesting 
phenomenon never occurs. Therefore, in low-dimensions, charge carriers are strongly 
responsive to the 2𝑘! phonon mode. 

As mentioned before, the 2𝑘! peak in 𝜒 𝑞 , which also exists at 𝑇 > 0, can strongly 
modulate electronic charge density at 2𝑘!. The electronic force from this modulation is 
given by 𝐹 = −2𝑔!𝜒𝑈! . This force acts on the ions and tries to increase their 
displacement and hence reduce the phonon frequency 𝜔(2𝑘!). By considering this effect 
and noting that the electronic force function is equivalent to that of a simple harmonic 
oscillator, the 2𝑘! phonon frequency becomes [7] 

𝜔!(2𝑘!) = 𝜔!! −
2𝑔!𝜒(2𝑘!)

𝑀  (1.4) 

where 𝜔! is the initial 2𝑘! phonon energy and M is the ionic mass.  
As the temperature decreases, 𝜒(2𝑘!) will increase, until, at a critical temperature 

where 𝜒(2𝑘!) = 𝑀𝜔!!/2𝑔! , the 2𝑘!  phonon frequency 𝜔(2𝑘!)  becomes zero. This 
temperature is called the Peierls transition temperature or 𝑇!!". Therefore, at the Peierels 
transition temperature, the lattice ions lock in their new position, and create charge 
density waves. 

   

Figure 1.3: The real part of the Lindhard function for (a) one-dimensional, and (b) 
three-dimensional nearly free electron gas (NFEG) as a function of wavenumber 𝑞.  

For simplicity it is assumed that ℏ = 𝑒 = 𝑚 = 𝑘! = 1. This shows that 𝜒(𝑞) diverges 
logarithmically near 𝑞 = 2𝑘! . This divergence is responsible for the creation of CDW 

[10]. 
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 Also, at 𝑇!!"an energy gap of 𝐸! = 2∆ forms at the Fermi surface. Because this gap 
opens up at 𝐸 = 𝐸!, it reduces the total energy of the electrons. This reduction in the 
electronic energy, balances out by an increase in the elastic energy of the crystal, due to 
the permanent displacement of ions. It is a straightforward calculation to minimize the 
total lattice + electrons energy and find ∆ [7] 

𝛥 = 2𝐸!𝑒!!/! (1.5) 

Here, 𝜆 = 𝐷(𝐸!)𝑔!/𝑀𝜔!!, and is a dimensionless coupling constant, where 𝐷(𝐸!) is 
the density of states (DOS) at the Fermi energy. Using the temperature dependent form of 
𝜒(2𝑘!), 𝛥 can be calculated in terms of 𝑇!!", which is the famous BCS superconductivity 
relation: 

2Δ = 3.52  𝑘!𝑇!!" (1.6) 

where 𝑘! is the Boltzman constant. 
This analysis has neglected the inter-chain coupling and three-dimensional ordering. 

Lee, Rice and Anderson [11] has shown that by considering those effects, the Peierls 
transition temperature is much lower; because the three-dimensional ordering does not 
occur above 𝑇! ≈ 𝑇!!" 4. In fact 𝑇!!" can be considered the transition temperature for 
each individual metallic chain in the crystal network. However, in order for the 
macroscopic effect to be observed, all chains have to transit to the CDW state. This total 
transition happens at 𝑇!, and it is this temperature that is measured in the lab. 

As discussed above, the Peierls transition in a metal opens an energy gap at 𝐸!. 
Therefore, the metal makes a transition to semiconductor at the Peierls transition 
temperature. Also, it is important to note that, the periodicity of CDW wave 𝜆 = 𝜋/𝑘! 
can be imagined to be independent of the lattice periodicity [2]. In this case, the CDW is 
called incommensurate with the lattice. This phenomenon had been a very promising 
model to describe superconductivity, before the BCS model. Frohlich’s superconductivity 
theory was based on CDW states that could slide with no or minimum resistance from the 
underneath lattice. In this picture, the ions would fluctuate around their permanent 
position, and thus, would not contribute to the macroscopic current. However, this ionic 
fluctuation would significantly increase the CDW effective mass. Consequently, this 
effectively heavy charge waves would carry the supercurrent. 

Peierl and Fröhlich’s intriguing CDW and superconductive mode was not verified 
experimentally, until the early 1970’s. Until then, no quasi-one- or quasi-two-
dimensional material was known. The first Q1D material that Peierl’s transition was 
observed in, was K2Pt(CN)4Br0.3(KCP), which consists of linear chains of potassium salt 
[12]. Organic charge-transfer salts (e.g. TTF-TCNQ) were also shown to undergo the 
Peierl’s transition [13].  

Monceau et al. observed the first sliding CDW in 1976 [14]. NbSe3, a linear chain 
conductor, which undergoes two separate Peierl’s transition at Tc1=144 K and Tc2=59K, 
was observed to exhibit a non-linear dc conductivity in its both CDW states. It is worth to 
mention that, both NbSe3 Peierl’s transitions open a partial gap in the Fermi surface, and 
hence, the material still behaves metallically after the transition. Figure 1.4 shows the 
normalized resistance of NbSe3 as a function of temperature in both Peierl’s transitions. 
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As indicated in this figure, by increasing the bias voltage (or the current density), both 
non-linear anomalies in the resistance become less noticeable, and in a very large dc 
electric field, the resistivity saturates to its linear value. In the beginning, this 
phenomenon was explained in terms of the single particle Zener tunneling across the 
small CDW energy gap [14]. However, afterwards, X-ray diffraction experiments showed 
that Zener tunneling explanation is not correct, and CDW does not break down in the 
non-linear regime [15]. 

 
Ultimately, in 1979, Bardeen suggested that, as Frohlich predicted, the sliding CDW 

could be responsible for the non-linear resistivity of NbSe3 [16]. Subsequently, 
differential resistance measurements verified this theory, by showing that the threshold 
field, 𝐸!, at which the non-linearity begins, is a strong function of temperature [17-18]. 
The threshold field 𝐸!, separates the Ohmic linear and non-Ohmic non-linear regions in 
current versus voltage characteristics of sliding CDW materials. This is shown in Figure 
1.5. The reason that the threshold field is non-zero, or in other words, no Frohlich 
superconductivity mode is observed, is that the lattice impurities pin down the CDW 
[19].  

In the case of NbSe3, the non-linear dc conductivity could be described by the 
empirical expression [20] 

𝜎!"(𝐸) = 𝜎! + 𝜎!(1−
𝐸!
𝐸 )𝑒

! !!
!!!! (1.7) 

 

Figure 1.4: The dc electrical resistance of NbSe3 as a function of temperature in both 
upper (a) and lower (b) Peierels states for various dc current biases. The inset in (a) is 
the dc resistivity in the low-field limit as function of temperature down to 4.2K. [14] 
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Here, 𝜎! is the linear Ohmic conductivity, and 𝜎! and 𝐸! are fitting parameters.  

The next section is a brief summary of dynamical properties of sliding CDW. 

 

1.1.2 Frequency dependent conductivity 

 

Figure 1.5. Differential resistance and current-voltage curve of NbSe3 in both 144 K 
(a) and 59 K (b) CDW states. The solid lines are fitted to Fleming’s empirical 

expression 1.7 [18]. 
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Figure 1.6 shows the frequency dependence of the electrical conductivity of NbSe3 
and TaS3 [21-22]. In both materials, an increase in the real part of the conductivity 
starting from 1-10 MHz region is observed. The real part of the conductivity saturates to 
a maximum value in 1-10 GHz region. In both cases, the conductivity becomes zero in 
the microwave domain (>103 GHz). This strong frequency dependence could also be 
observed in the imaginary part of the conductivity. This is shown in Figure 1.7, which 
suggests an overdamped simple harmonic oscillator model. The characteristic crossover 
frequency 𝜔!", has been shown to increase with increasing the impurities in the crystal. 

This impurity concentration dependence is similar to that of the threshold electric field 
ET. This similarity suggests that the peak in the real part of the conductivity versus 
frequency originates from a collective-mode excitation of charge density waves [23]. The 
conductivity dependence in low-frequency regime is a characteristic behavior of all 
sliding CDW materials.  

 

Figure 1.6: Real and imaginary parts of the electrical conductivity of NbSe3 as a 
function of frequency [21]. 
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1.1.3 current oscillations, narrow-band and broadband noise 
In 1979, Fleming and Grimes observed the current oscillations and narrow-band noise 

phenomena in sliding charge density wave systems [17]. Conduction “noise” is one of the 
most peculiar and interesting phenomena associated with sliding CDW. For electric fields 
above 𝐸!, a sliding CDW system current response, in addition to the dc CDW current, 
contains an unusually large amount of broadband noise, and also coherent ac current 
oscillations. Fourier analysis on these coherent current oscillations reveals very sharp 
frequency components. Figure 1.8 shows a typical coherent current oscillation spectrum 
in NbSe3, when biased above 𝐸!. Sharp peaks in this spectrum are referred to as narrow 
band noise (NBN). A typical current oscillation spectrum contains a fundamental noise 
peak at 𝑓!"! and several harmonics of 𝑓!"! at 𝑓 = 𝑛𝑓!"! where 𝑛 = 1,2,3,…, and the 
amplitude of harmonic peaks decreases as  𝑛 increases. 

An important observation regarding narrow-band noise is the linear relation between 
the fundamental noise frequency 𝑓!"! and the dc current density of CDW. The excess 
current due to the sliding CDW can be written as 𝐼!"# = 𝑉!"(

!
!
− !

!!
), where 𝑉!" is the 

applied voltage, 𝑅  is the field-dependent sample resistance, and 𝑅!  is the low-field 
Ohmic resistance of the sample. Therefore, we may write CDW current density 𝐽!"# as a 
function of 𝑓!"!. 

 

Figure 1.7: Normalized real and imaginary parts of the frequency dependent 
conductivity of TaS3. The experimental data are fitted to an overdamped simple 
harmonic oscillator with a single relaxation time (solid line) and a distribution of 

relaxation times (dashed line). [22] 
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𝐽!"# = 𝑐𝑓!"! (1.8) 

 
Here, 𝑐 is a constant, which is a function of the type and quality of material, and 

temperature. Monceau et al. first proposed this relation. [24]  
Figure 1.9 shows the experimental evidence of this linear relation. In this experiment, 

the fundamental noise frequency is plotted as a function of CDW current density, for 
NbSe3 crystals in different temperatures [24].  

 

 

Figure 1.8: Noise spectra of sliding CDW in NbSe3 crystal for varius bias currents: (a) 
I=270 µA, (b) I=219 µA, (c) I=154 µA, (d) I=123 µA and (e) I=0 [17]. 
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The narrow-band noise phenomenon can be explained by considering the interaction 

of the sliding CDW with the pinning periodic potential made by impurities in the crystal. 
[25]. In order to understand the periodic nature of the pinning potential, it worth noting 
that “displacing the CDW by one period, results in the same energy configuration.” [8]. 
Therefore, the periodicity of the pinning potential is 𝑄! = 2𝜋/𝜆. In a classical single 
particle theory, this potential results in the following equation of motion: 

 
𝑑!𝑥
𝑑𝑡! +

1
𝜏
𝑑𝑥
𝑑𝑡 +

𝜔!!

𝑄!
sin𝑄!𝑥 =

𝑒𝐸
𝑚∗ 

This is a model for a “charged particle in a sinusoidal potential tilted by the applied 
electric field.” [8] Figure 1.10 shows a schematic of such a potential. This model could 
explain variety of experimental data, including the narrow band noise behavior. The 
moving charge particles create an electrical current that has a clear time-dependence as 
they change speed in moving along the staircase potential. 

 

 

Figure 1.9: Noise frequency as a function of CDW current density for NbSe3 for 
various temperatures. F1 is the fundamental frequency. [24] 
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1.1.4 Materials and CDW transitions 
In this manuscript, static and dynamic properties of K0.3MoO3 and NbSe3 thin crystals 

have been examined. In the following subsections the structure and electronic properties 
of these two materials are presented. 
Transition	
  metal	
  trichalcogenides,	
  NbSe3	
  
The transition metal trichalcogenides, MX3, with M=Nb or Ta and X=S or Se are 

classified as quasi-one-dimensional crystal structures. In NbSe3, as shown in Figure 1.11 
(a), trigonal prisms stack end-to-end to form infinite chains. Aniobium atom is located at 
the center of each selenium prism [28-29]. The axis parallel to chains is the b axis of 
crystal structure. All chains in the c direction are linked together via Nb-Se bonds. These 
bonds have ionic-covalent nature, and form slabs or ribbons in b and c directions.  

A NbSe3 unit cell has a monoclinic structure, and consists of six prismatic units. This 
is depicted in Figure 1.11 (b), where the six distinctive prisms are labeled. “In type III 

.  

Figure 1.10: Classical model for CDW transport. In this model a charge particle is 
moving in a sinusoidal potential resulting from the pinning impurities. Finite ET, NBN 

characteristics and ac conduction behavior in CDW materials can be described with 
this model. [8] 
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chains, each unit is rotated by 180° and displaced by 𝑏/2 with respect to the adjacent 
one.” [28] These units are grouped based on the distance between the selenium pairs. In 
type III, the Se-Se distance is 2.37Å, and thus has the strongest pairing. Type II has the 
weakest pairing (Se-Se distance is 2.91Å), and type I has the intermediate pairing (Se-Se 
distance is 2.49Å). 

 
The band filling of NbSe3 strongly depends on the bond nature of the three types of 

basis chains, and is as follows [30-31]: Each cation (niobium in this case) has 5 valence 
electrons, and therefore, there are 30 valence electrons per unit cell. The four chains with 
stronger Se-Se bond (i.e. type III and I) fill up 4×2 electrons for Se2

2-, and 4×2 electrons 
for Se2-, i.e. the total of 16 electrons. The two chains with weaker Se-Se bonds (i.e. type 
II) account for 2×6=12 electrons. The remaining 2 electrons are shared across four Nb 
atoms (0.5 electron each), which in a one-dimensional system, translates to a quarter-
filled band. 

The room temperature conductivity of NbSe3 along the chain axis (i.e. the b-axis), is 
high with the value of 𝜎||~4×10!Ω!!𝑐𝑚!!  [32-34]. However, the transverse 
conductivity (i.e. along a and c axis) is almost an order of magnitude lower. This is a 
quality of a moderately anisotropic compound. 

Two Peierl’s transitions have been observed in NbSe3. The first transition at 
𝑇!! = 144𝐾, forms a CDW that is incommensurate, and the corresponding wavevector is 
𝑄! = (0,0.243, 0) [15]. The second Peierl’s transition at 𝑇!! = 59𝐾, creates another 
independent CDW which is also incommensurate, and its corresponding wavevector is 
𝑄! = (0.5,0.259, 0.5). As discussed before, neither of these transitions can fully nest the 
Fermi surface, and consequently, NbSe3 stays metallic even below CDW transition 
temperatures. There are numerous experimental evidences [35-37] suggesting the 
existence of the CDW mode, exclusively in type III chains. The reason is the highly one-

  

Figure 1.11: (a) The chain structure of NbSe3. The b axis is parallel to the chains. (b) 
NbSe3 crystal structure projected on the a-c plane. A unit cell is highlighted by the 

dotted line. This includes a pair each of the three chain types [28-29]. 
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dimensional structure of these chains. Therefore, type I and type II chains remain 
ungapped, and thus, the overall characteristic of the crystal remains metallic.  

 
Potassium	
  Molybdenum	
  blue	
  bronze	
  K0.3MoO3	
  
Ternary transition metal oxides are a class of materials, which have the common 

chemical form of AxTyO, where A is an alkali metal, and T is a transition metal. In this 
class, a group of colored bronzes show exciting electronic properties. 

The red bronze K0.33MoO3, which is a semiconductor across all temperatures [38], and 
the purple bronze K0.9Mo6O17, which is a metal with a Peierl’s transition at 𝑇 = 120  𝐾 
[39], both have a quasi-two-dimensional structure. However, potassium and rubidium 
blue bronzes (K0.3MoO3 and Rb0.3MoO3 respectively), have quasi-one-dimensional 
structures, are metallic at room temperature, and exhibit Peierl’s transitions [40-41]. In 
K0.3MoO3 and Rb0.3MoO3, the CDW mode occurs at 𝑇! = 180  𝐾, and the CDW is 
incommensurate to the lattice. Here, I review the electronic properties of potassium blue 
bronze K0.3MoO3 in more details. 

The first thorough investigation on Potassium blue bronze K0.3MoO3 was conducted in 
1981 [42]. The X-ray diffraction, dc electrical measurements [42], and the optical 
reflectivity [43] experiments concluded that this material is a quasi-one-dimensional 
metal at room temperature, and undergoes a metal to semiconductor transition at 180  𝐾. 
Furthermore, this transition was linked to the Peierl’s transition and the formation of a 
incommensurate charge density wave [44]. Other unique transport properties of sliding 
CDW such as non-linear transport and narrow-band noise oscillations were also observed 
in potassium blue bronze, and were explained successfully within the collective CDW 
motion scheme [45].  

The blue bronze crystal is a side-centered monoclinic structure with the space group 
𝑐2/𝑚 [46-48]. This material is made of infinite sheets of MoO6 octahedra separated by 
potassium ions.  The MoO6 octahedra, are packed in groups of ten, and these groups are 
joined at the corners in [010] and [102] directions. Therefore, the blue bronze consists of 
infinitely long chains along the b axis, which also create a weakly connected sheet 
structure in the [101] direction. This is shown in Figure 1.12 (a). Three distinguished 
types of MoO6 octahedra are present in the blue bronze unit cell, which can be identified 
by their relative positions within the unit cell. This is depicted in Figure 1.12 (b).  

At room temperature, blue bronze, conducts almost an order of magnitude better along 
the b-axis, than along the a- or c-axis. The conductivity along the b-axis is 𝜎||~7×
10!Ω!!𝑐𝑚!! [49]. This anisotropy in conductivity is comparable to that of NbSe3.  

Figure 1.13 shows the resistance of the potassium blue bronze K0.3MoO3 as a function 
of 1/T. Below the Peierl’s transition temperature, K0.3MoO3 follows the typical 
temperature dependence of a semiconductor [42,51]. Diffuse X-ray experiments strongly 
support the formation of CDW below this transition temperature. From the strong 
satellite optical reflection, the reduced wavevector of Q=(0, 0.74, 0.5) [44] can be 
calculated for the created CDW. From dc transport, the deduced energy gap is 2𝛥 ≈
8𝑘!𝑇! . This is in rough agreement with equation 1.6. It is worth noticing that 𝑇! ≈
𝑇!!" 4 [50].  
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Figure 1.12: (a) Infinite chains of MoO6 octahedra along the b-axis in the blue bronze 
K0.3MoO3 structure. These chains are separated by potassium ions. (b) K0.3MoO3 

crystal structure in a-c plane. The side-centered monoclinic unit cell is shown by the 
dotted lines. Three different kinds of MoO6 octahedra are indicated by numbers (1, 2 

or 3) [48]. 

 

Figure 1.13: The b-axis electrical resistance of potassium blue bronze K0.3MoO3 as a 
function of 1/T [51].  
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By comparing the dc resistance versus temperature data for NbSe3 (Figure 1.6) and 

blue bronze K0.3MoO3 (Figure 1.13), two different CDW transitions are observed. The 
crystal structure in blue bronze K0.3MoO3 is more one-dimensional than NbSe3; and 
therefore, blue bronze has a higher Peierl’s transition temperature. Also, Peierl’s 
transition in NbSe3 is incomplete, and the material does not become fully gapped below 
transition temperature. However, in blue bronze K0.3MoO3, Peierl’s transition opens up 
an energy gap in the entire Fermi surface, and change the compound from a metal to a 
semiconductor.  

Beside NbSe3 and K0.3MoO3, there are number of other materials that show CDW 
characteristics, and exhibit sliding CDW. Table 1.1, compares the structure and the 
electrical properties of different CDW materials [8]. 

1.1.5 Motivations 
With recent advancements in understanding graphene’s unique electronic properties, 

and its dramatic difference with the bulk form, a new area of research in experimental 
solid-state physics, generally known as “beyond graphene”, has been started. In this area 
the finite-size effect, as well as fundamental changes in few-layer form of previously 
studied solids with layered structure are investigated. The layered structure of these 
materials allows for relatively easy exfoliation to create thin samples. 

Electronic properties of materials with CDW phases have been shown to be a strong 
function of the overall crystal dimension. For example, Thorn and associates [52] have 
comprehensively studied the finite-size effect on NbSe3 crystals as thin as 50nm. 

Table 1.1: The structural and electrical properties of some of CDW materials [8]. 
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However, two other dimensions of samples were kept larger than their corresponding 
phase correlation length L. 

In studying finite-size effect on CDW materials, two distinct characteristic lengths are 
relevant: The phase-correlation length, L (also known as Larkin-Ovchinnikov or 
Fukuyama-Lee-Rice length), and the amplitude correlation length, ξ. The amplitude 
correlation length, ξ is proportional to the Fermi velocity and is inversely proportional to 
the energy gap [35]: 

ξ  ~   
ħ𝑣!
Δ   

 
In NbSe3 ξ is 10-50 Å for both CDW phases [53].  
X-ray diffraction measurements have shown that typical values for L in NbSe3 are 

10µm and 1µm for the along the chain, 𝐿∥  and, transverse, 𝐿! correlation lengths, 
respectively. Samples with these dimensions are experimentally realizable. Finite size 
effects are observed in samples having at least one dimension below the characteristic 
length. Figure 1.14 shows a simple classification of dimensionality of the finite-size 
effects. 

In previous studies [52], finite size effects on CDW have been analyzed in 2D 
systems, where a noticeable increase in ET in thin samples was observed. However, no 
comprehensive studies on the finite-size effect on 1D and 0D CDW systems have been 
conducted. Since CDW dynamics are closely related to the underlying pinning potentials, 
and because the distribution and density of these pinning potentials dramatically change 
by reducing the dimension, a strong finite-size effect in 1D and 0D CDW systems is 
expected.  

 

 
Figure 1.14: “Dimensionality of finite-size effects for the most usual cases. A phase-

correlation volume is shown in green, a sample is red. Arrows denote the chain 
direction.” [54] 
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1.2 Thin NbSe3 Crystals  

1.2.1 Device Fabrication and Characterization 

In order to get the highest possible quality of crystal, I decided to use a top-down 
approach, by exfoliating thin samples from high-quality large crystals of NbSe3. I used 
NbSe3 crystals previously made in the Zettl group. Next, samples were thinned down 
using an exfoliation technique. Then, final devices were prepared by an e-beam 
lithography method, on a silicon-silicon dioxide substrate with pre-patterned alignment 
marks. 

1.2.1.1 Crystal growth 
I used NbSe3 crystals, previously grown by Michael Hundley [55], using a vapor-

transport technique, in the Zettl group. In this method, “Nb and Se in stoichiometric 
quantities, together with a transport agent (I2, ICl3, or excess Se) and any dopant, are 
placed in one end of a fused quartz ampoule, which is then evacuated and sealed. The 
ampoule is placed in a gradient furnace, and slowly heated to 700°C in a reverse 
temperature gradient, i.e., with the starting material end coldest. The Nb and Se react to 
form a powder of NbSe3, and any Nb on the walls of the ampoule transports to the source 
material end. A forward temperature gradient is then slowly established. NbSe3 and 
related volatile species transport from the starting material end to the cold end, where 
NbSe3 crystals nucleate at the ampoule walls and grow. Removal of Nb from the ampoule 
walls by the reverse gradient and slow establishment of the forward gradient minimizes 
the number of nucleation points and maximizes crystal size. 

“Crystals thus grown, have the form of long flat ribbons, with typical lengths of 
several centimeters, widths of 10-100 µm, and thicknesses of 1-10 µm. The total 
transported crystal mass is usually only a few percent of the mass of the starting 
materials.” [55] Figure 1.15 is a SEM image of a typical NbSe3 ribbon [56]. 

  

Figure 1.15: SEM image of a NbSe3 crystal which was grown using the vapor-
transport technique [56]. 
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1.2.1.2 The exfoliation technique 
My experience with exfoliating graphene helped me refine the exfoliation process in 

order to apply it to NbSe3 crystals. Single crystalline NbSe3 usually comes in thin, ribbon-
shaped whiskers, and are several centimeters in length. Since the bonds between quasi-
one-dimensional chains in NbSe3 are very weak, this material can be exfoliated very 
easily. I started with a few long ribbons of NbSe3 and placed them on a piece of scotch 
tape. After folding the tape onto itself several times, it was covered with thin NbSe3 
ribbons, which formed a grey film on the tape. I transferred a small amount of this film 
by exfoliating with a new tape. I repeated this process until the NbSe3 film on the tape 
became semi-transparent. Next, I applied the final tape, containing thin NbSe3 ribbons 
onto the target substrate. After applying pressure with my thumb, and leaving it for 15 
minutes, I slowly removed the tape, and examined the exfoliated crystals under the 
optical and electron microscope. Figure 1.15 shows a thin NbSe3 crystal, exfoliated on a 
Si-SiO2 substrate with pre-patterned gold alignement marks. 

1.2.1.3 E-beam lithography and nitrogen plasma treatment 
For this experiment, I used silicon wafers with a 285Å silicon dioxide layer on top, as 

the substrate. Before transferring the crystals to the substrate, I patterned a network of 
gold alignment marks, using conventional photolithography and lift-off techniques. I 
designed a photolithography mask, containing a network of 2×2 µm crosses separated by 
200 µm. The UV exposure step was completed in Marvell Nanolab Facilities, using the 
ksaligner photolithography machine. The metal evaporation and lift-off steps were 
carried out in the Zettl lab. 

After transferring the exfoliated crystals to the substrate, I located the thinnest crystals 
by using a combination of optical microscopy, Scanning Electron Microscopy (SEM), 
and Atomic Force Microscopy (AFM) techniques. Next, using SEM, I mapped the 
selected crystals to find their relative position with the alignment marks network. After 
that, I fabricated the electrical contacts, using e-beam lithography and lift-off procedures.  

 

Figure 1.15: The SEM micrograph of NbSe3 crystals on a Si-SiO2 substate with pre-
patterened gold alignment marks 

20μm	
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First, I experimented with the standard e-beam resist, a bilayer of MMA-PMMA. 
After exposing the resist with an electron beam, and subsequently developing it in a 
MIBK-IPA solution, I deposited a thin film of indium-chromium-gold tri-layer using e-
beam evaporation technique. Indium has been proven to form a great electrical contact 
with a large variety of crystals including the blue bronze [57]. The final contact patterns 
were formed with a lift-off step in acetone.  

I selected the indium-chromium-gold tri-layer, because it created the most uniform 
metal film on NbSe3 crystals. If deposited on NbSe3 crystals alone, indium does not form 
a uniform film, but forms isolated balls. I also tried depositing indium at liquid nitrogen 
temperature, using a thermal evaporation machine equipped with a sample cooling 
system. This also did not improve the quality of the indium film.  

However, even with the tri-layer metal film, the contact resistances of the final devices 
were too high. In order to solve the high contact resistance problem, right before placing 
the samples in the e-beam evaporation chamber, I performed a plasma treatment step. 
However, since PMMA has a very weak physical structure when placed in a reactive 
plasma environment, it gets etched and re-deposited, and hence, does not hold its pattern. 
Therefore, I changed the e-beam resist to ZEP, which has better resistance in etching 
environments than PMMA. Section 2.2.4 provides an overview of different e-beam 
resists and advantages of each. Table 1.2 compares the properties of PMMA and ZEP e-
beam resists [58].  

The e-beam lithography step with the ZEP resist is as follows: A spin coating 
technique was used to coat a bi-layer of MMA EL6 and ZEP-520A, at 4000 rpm and 
3000 rpm respectively, on substrates with previously mapped NbSe3 crystals.  Next, 
samples were baked at 180°C in air on a hot plate. For large patterns (i.e. contact pads), 
the e-beam lithography step was carried out in a NPGS system in the Zettl lab. For small 
features, I used the Crestec machine in the Nanolab, as described in section 2.2.4. The 
nitrogen plasma treatment step was performed in a 50 sccm flow of nitrogen, at 50 W 
power and for 30 seconds. In this condition, the plasma treatment step had a minor effect 
on the ZEP e-beam resist film. For this step, I used a Reactive Ion Etching (RIE) machine 
in the Zettl lab.  

 

 

Sensitivity to e-beam ZEP is ~5x more sensitive 

Resolution Almost equivalent 

Edge roughness ZEP has a greater line edge roughness (LER) 

Durability Etch selectivity of Si/ZEP is ~3x higher  

Table 1.2: Comparison between ZEP and PMMA e-beam resists [58]. 
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Figure 1.16: Schematic of the fabrication process for NbSe3 devices. The process steps 
were as follows: 1-Crystal exfoliation on a Si-SiO2 substrate with alignment marks. 2-
Deposition of ZEP e-beam resist. 3-E-beam lithography to pattern metal contacts. 4-
Nitrogen plasma treatment to enhance the ohmic contacts. 5-Deposition of indium-

chromium-gold tri-layer as the metal contact. 6-Lift-off. 
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After the RIE step, I immediately transferred the samples to an e-beam evaporation 
chamber where I deposited metal contact layers. The final thicknesses of indium, 
chromium, and gold films were 15nm, 5nm and 30nm, respectively. The deposition rate 
was maintained at 1 Å/s, for all metal films. For metal deposition, I used the e-beam 
evaporation machine in Zettl lab. Figure 1.16 shows a schematic of the entire fabrication 
process.  

1.2.1.4 Electrical measurement methods 

Gas-flow cryostat 
Most of low-temperature electrical measurements were performed in a continuous gas-

flow cryostat system, which was built in Zettl group. The system was composed of a 
helium dewar, a double walled stainless steel tube, and a cylindrical sample chamber with 
an opening port to place the sample for measurement. A schematic of the system is 
shown in Figure 1.17 (a). By controlling the current that passed through a resistive heater 
inside the dewar, the flow of the cold helium gas was controlled.  

Figure 1.17 (b) shows a schematic of the sample chamber. Cold helium gas exited 
through the two valves, located in the opposite end of the port. These valves could further 
regulate the flow of helium, and hence, the temperature inside the chamber. 

The sample holder consisted of a copper cup with a coil heater and a diode. I placed a 
secondary diode close to the sample, and provided multiple pairs of wires to bias and 
measure the sample, bias the heater coil, and read the diodes voltages. I also provided a 
stainless steel SMA coaxial cable for noise and high-frequency measurements.  A 
schematic of the copper cup is shown in Figure 1.17 (c). 

The copper cup heater coil and the attached diode were connected to a PID 
temperature controller. The gas-flow cryostat system was able cool down the sample to 
10K in less than 30 minutes, and control the sample temperature with 0.01K accuracy.   

DC-resistance versus temperature 
Figure 1.18 shows a schematic of the measurement setup for low-field dc-resistance 

vs. temperature. A NI Labview program was written to synchronize, measure and store 
the data from different instruments. A DT-670 silicon diode was used for a precise 
temperature measurement. A thermally conductive stycast was used to attach the diode 
and sample to a copper mounting post, and put them in thermal contact. Figure 1.19 
shows the calibration plot for DT-670 diode. This diode had a very high precision in 0-
20K range and a high precision above 20K. 
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Figure 1.17: (a) The gas-flow cryostat, (b) the sample chamber, and (c) the copper 
cup. Cold helium gas passed through the double-walled vacuum tube and exited 

from the two valves in the sample chamber. A PID temperature controller, connected 
to the copper cup, controlled the temperature of the sample inside the cup. From [59] 

with changes. 

a)	
  

b)	
  

c)	
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In order to precisely measure the dc-resistance, the effect of temperature on the 
conductivity had to be taken into account. In order to address the thermal effect multiple 
methods were employed, and the results were compared to ensure the accuracy of the 
measurement. These methods are as follows:  

1. The sample was biased with a dc-current in positive and negative polarities. 
The positive (Vp) and negative (Vn) voltages were measured, and the average 

 
 

Figure 1.19: Voltage versus temperature characteristics for a DT-670 temperature 
measurement silicon diode [60], when biased with 10µA dc current. 

 
 

Figure 1.18: A schematic of the setup used to measure the dc-resistance versus 
temperature. Sample was biased and measured with a Keithley 2602A system, the 

copper cup temperature was controlled with a PID temperature controller, and a DT-
670 silicon diode measured the sample temperature. A Labview program 

synchronized, stored, and controlled different modules. 
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of the two (Vp-Vn)/2 was recorded as the output. Thus, any voltage shift caused 
by thermal effects was neutralized.  

2. The sample was biased using a continuous low-duty cycle pulse signal with a 
microsecond pulse width and 1Hz frequency. The long period between pulses 
allows the sample to cool down.  

3. Using a lock-in amplifier, the sample was biased with a low-power (P=0.01 
nW) and low-frequency (500Hz) ac-signal. The lock-in allowed me to lower 
the power, and thus, minimize the heating effect. 

Threshold field detection 
Figure 1.20 (a) shows the measurement setup that was used to detect the threshold 

field. This measurement technique is based on the fact that, above the threshold field, a 
crystal with a charge density wave becomes a non-linear conductor where the charge 
densities carry the excess current. Figure 1.21 shows a typical NbSe3 I-V curve at 36K. 
The deviation from the linear conductivity starts at the threshold field. 

 

   
 

Figure 1.20: (a) The setup used to measure the threshold field. (b) The output signals 
from the two amplifiers follow each other closely, while the sample is in the linear 

regime. (c) As soon as the sample becomes non-linear (above the threshold field), the 
two pulses separate on the oscilloscope display.  

a)	
  

b)	
   c)	
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In the measurement setup shown in Figure 1.20 (a), amplifier gains can be fine-tuned 
such that, in a low-field regime, the output signal from the sample and the standard 
resistor (which is chosen to be close to the low-field resistance of the sample) on the 
oscilloscope precisely follow each other. While the sample is in the linear regime, 
increasing the current source power will increase, both Vsample and Vresistor, at the same 
rate, and therefore their respective pulse shapes on the oscilloscope will follow each 
other. However, above the threshold field, the increasing current source power will cause 
a faster increase in Vresistor versus Vsample. This is because, above the threshold field, 
sliding CDW carriers will decrease the total resistance of the crystal and hence the lower 
voltage. Therefore, the threshold field can be measured by measuring the bias current at 

which the two signals on the oscilloscope display start to separate. In order to minimize 
the heating effect, a microsecond current pulse, with a low duty-cycle, was employed as 
the bias source.  

Noise measurement circuit 
Charge density wave states have been shown to have interesting Narrow Band Noise 

(NBN) characteristics. A spectrum analyzer was used to detect the NBN signal from the 
sample. However, since the input impedance of most spectrum analyzers are 50 Ω, the 
direct measurement of the low-power NBN signal was not possible, and a low-noise 
amplifier was required. 

In order to fix the above problem, I built a low noise, large bandwidth amplifier 
circuit, similar to the circuit used in a previous study on bulk crystals with charge density 
waves [59]. The overall structure of the circuit was kept intact. However, the input 
impedance and the gain of the circuit were increased to support the higher impedance and 
the weaker signal of the thin film crystals. 

 
Figure 1.21: Current versus voltage characteristic of a bulk NbSe3 crystal at 36°K. The 

crystal becomes non-linear above the threshold field, where the CDW carriers slide 
and carry the excess current. 

𝐼!"#	
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A schematic of the low-noise measurement circuit is shown in Figure 1.22. The 
overall size and the relative position of different components were important to achieve 
the desired bandwidth. At the heart of the circuit a UA733 low-noise video differential 
amplifier was used.  Figure 1.23 (a) shows the gain vs. frequency for a UA733 IC. After 
amplification, the next module is a follower circuit, which utilizes a NTE108 NPN RF 
transistor and provides sufficient power for the spectrum analyzer. The output impedance 
of the circuit was designed to be close to 50Ω to match the input impedance of the 
spectrum analyzer. The circuit was tested to amplify signals up to 50MHz.  

	
  
In order to measure the NBN signal, the sample was biased with a dc electric current 

	
  
Figure	
  1.22:	
  Noise	
  measurement	
  circuit.	
  First,	
  UA733	
  amplifies	
  the	
  signal.	
  Next,	
  a	
  
follower	
  circuit	
  provides	
  the	
  required	
  power	
  for	
  the	
  spectrum	
  analyzer.	
  The	
  

circuit	
  was	
  built	
  similar	
  to	
  [59]	
  with	
  some	
  modifications.	
  

	
  
Figure	
  1.23:	
  (a)	
  UA733	
  gain	
  versus	
  frequency	
  characteristics	
  [61]	
  and	
  (b)	
  an	
  

Agilent	
  E4402B	
  spectrum	
  analyzer	
  [62]	
  	
  

27



using a Keithley 2602A system. A SMA coaxial cable transferred the noise signal to the 
noise measurement circuit. An Agilent E4402B spectrum analyzer (Figure 1.23 (b)) 
detected the amplified NBN signal. A Labview program was written to read and store the 
bias data from the Keithley, signal data from the spectrum analyzer, and temperature 
from the sample diode. The NBN detection setup is shown in Figure 1.24. 

	
  
	
  

	
  
Figure	
  1.24:	
  Narrow-­‐band	
  noise	
  measurement	
  setup.	
  The	
  noise	
  signal	
  from	
  the	
  
dc-­‐biased	
  sample	
  was	
  transferred	
  to	
  the	
  noise	
  measurement	
  circuit.	
  After	
  

amplification,	
  the	
  signal	
  was	
  detected	
  in	
  a	
  spectrum	
  analyzer.	
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1.2.2 Results and Discussion 

1.2.2.1 Exfoliation 
The exfoliation technique, described in section 1.2.1, was very effective, and I was 

able to achieve NbSe3 crystals as small as 18nm in thickness. Figure 1.25 shows an 
optical image of a typical exfoliated NbSe3 sample before (a) after (b) the removal of tape 
residue. The typical lateral dimension of the exfoliated crystals was 1-10µm. The 
thickness of the resulting crystals was mostly in 30-60nm range, and NbSe3 crystals as 
thin as 18nm was achieved with this method. 

 NbSe3 crystal structure is composed of quasi-one-dimensional wires. Therefore, after 
exfoliation, high aspect ratio NbSe3 crystals were expected. In my experiments, the 
typical aspect ratio of exfoliated NbSe3 crystals were 1:10 to 1:20.  

 

 

Figure 1.25: Optical image of exfoliated NbSe3 crystals on Si-SiO2 substarate before 
(a) and after (b) the removal of tape residue. Some exfoliated crystals are encircled in 

(a) and mapped crystals, as well as an aligment mark are denoted by arrows in (b). 
Wafer dicing tape from the Nanolab facilities was used for exfoliation. 

a)	
  

b)	
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1.2.2.2 Indium deposition 
Indium has a lower work function (4.09 eV) than gold (5.1-5.47 eV) or chromium (4.5 

eV) [63]. The lower work function (and thus higher Fermi energy) makes indium a good 
candidate for electrical contacts to blue bronze and NbSe3 crystals [57]. However, it is 
difficult to deposit a conformal layer of indium, because it does not wet the surface of 
blue bronze, NbSe3 or silicon dioxide, and instead, forms isolated balls of indium. An 80 
nm thin film of indium, deposited on a silicon dioxide substrate, is shown in Figure 1.26. 
Similar results were observed when depositing indium on blue bronze or NbSe3 crystals.  

I also studied the effect of the deposition rate by examining the indium films deposited 
with different deposition rates (3 Å/s, 1 Å/s, 0.7 Å/s and 0.5 Å/s). However, I observed 
no major differences in the deposited indium film. Furthermore, I experimented with low-
temperature deposition. The goal was to decrease the kinetic energy of deposited atoms 

 
Figure 1.26: An 80nm film of indium on Si-SiO2 substrate. The deposition was 

carried out at the room temperature, and the rate was 3 Å/s. 

 
Figure 1.27: Indium film deposited on Si-SiO2 substrate. The substrate 

temperature was kept at 70K and the deposition rate was maintained at 1 Å/s. 
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on the surface. In this study, the substrate was held at liquid nitrogen temperature during 
the deposition. Several deposition rates at this temperature were also experimented. 
Figure 1.27 shows an indium film deposited at 70K at 1 Å/s rate. The low-temperature 
deposition also did not improve the quality of the indium film.  

The most uniform film was obtained in a tri-layer of indium-chromium-gold. The 
thicknesses of the layers were 15nm, 3nm and 40nm for indium, chromium, and gold, 
respectively. The inner Indium layer ensured good electrical contact with the crystal. I 
chose chromium as the second layer in order to enhance the adhesion of the film to the 
substrate. And an outer gold layer was selected to prevent oxidation and improve the 
wire-bonding step. A SEM micrograph of an In-Cr-Au tri-layer, deposited on a NbSe3 
crystal, is shown in Figure 1.28.  

1.2.2.3 Contact resistance and plasma treatment 
As was expected, the condition of the crystal was important in order to achieve low 

contact resistance The ideal metal contact can only be made on a freshly cleaved surface 
of a crystal [57]. Therefore, in previous studies, large crystals were cleaved and contacted 
with silver paste inside a ventilated glove box. However, since the crystals were small in 
this study, lithography procedures were required. Therefore, I employed an alternative 
process to clean the surface. In this process, the samples were treated with a short 
nitrogen plasma step, right before the deposition of metal contacts. The nitrogen plasma 
removed any hydrocarbon residue on the surface, slightly doped the surface, and created 
surface roughness to lower the contact resistance. The SEM micrograph of a device 
fabricated with this method is shown in Figure 1.29. In this method, the contact resistance 
was 10-15% of the total resistance.  

 

Figure 1.28: SEM micrograph of indium-chromium-gold (15nm, 3nm, and 40nm 
respectively) tri-layer on NbSe3. The deposition was performed at the room 

temperature and the rate was maintained at 1 Å/s for all layers. 

31



1.2.2.4 Device fabrication 
Figure 1.30 shows two NbSe3 devices on a Si-SiO2 substrate. First, NbSe3 crystals 

were exfoliated on a silicon dioxide substrate, with pre-fabricated alignment marks. Next, 
large metal pads were patterned using an NPGS-SEM machine in the Zettl lab. Finally, 
using a Crestec e-beam lithography machine in the Marvell Nanolab, NbSe3 crystals were 
connected to the large metal pads. Two and four probe devices were fabricated in order to 
study the contact resistance effect.  

 

Figure 1.29: SEM image of a four probe NbSe3 device. An indium-chromium-gold tri-
layer was used as the metal contact. A plasma treatment step enhanced the ohmic 

contact. 

2 µm 

   

Figure 1.30: The final structure of two and four probe NbSe3 devices, fabricated on Si-
SiO2 substrate.  

20 µm 
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1.2.2.5 Bulk crystal electrical measurements 
 
a) dc-resistance study 

 
Resistance of a bulk sample versus temperature was measured in 10-220°K range. 

Figure 1.31 shows the normalized dc resistance versus temperature for a bulk NbSe3 
crystal. In order to find the transition temperature, 𝑇!, 1/𝑅!  (𝑑𝑅/𝑑𝑇) was calculated and 
its plot is shown in Figure 1.32. From this graph, the transition temperature for the first 
charge density wave state 𝑇!" was 144 °K, and for the second charge density wave state 
𝑇!" was 59°K. These numbers were in good agreement with previous reports, [15, 32-34] 
which indicated a strong thermal coupling between the temperature measurement diode 
and the sample.  
 

 
 

 
Figure 1.31: dc-resistance versus temperature for a bulk NbSe3 crystal. 
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b) Threshold Field Study  
 

I measured the threshold field in a bulk NbSe3 sample using the technique discussed in 
section 1.2.1.4. Figure 1.33 shows the threshold field for the first and the second charge 
density wave states in NbSe3 bulk crystals. These results are in good agreement with 
previous studies [52]. In addition, differential resistance was measured using a lock-in 
amplifier at low frequencies. 
 

c) Narrow-Band Noise Study 
 

Figure 1.34 shows the output signal from the noise detection circuit for a bulk NbSe3 
sample under a dc-bias at 49°K. The charge density wave current can be calculated by 
subtracting the expected linear current from the total current, when the sample is the non-
linear regime (Figure 1.21).  

As discussed in section 1.1.3, NBN peak frequency and charge density wave current 
have a linear relation. Furthermore, the slope of their linear relation has shown to be 
directly proportional to the density of charge density carriers [64]. Particularly: 
 

𝐼!"# = 𝑛𝑒𝐴𝑓𝜆 
 

where n is the CDW carrier density, A is the cross section of the sample and λ is the 
charge density wavelength which can be measured from x-ray diffraction data. 

 
Figure 1.33- Threshold field of the first and the second CDW state versus 

temperature for a bulk NbSe3 crystal. 
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Figure 1.35 displays the peak frequency in NBN measurement versus the 

corresponding charge density wave current in a bulk NbSe3 crystal. From the slope of the 
fitted line in this figure, n can be calculated to be 55.63  ×  10!"  𝐶/𝑐𝑚!. Since the NBN 
measurements were performed at 49°K, the density of charge density carriers at 0°K can 
be estimated from the mean-field theory approximation shown in Figure 1.36. 

 

 
Figure 1.34- Narrow-Band noise characteristics of a NbSe3 crystal. The signal was 
amplified with a low-noise amplifier circuit before being measured with a spectrum 

analyzer. 

	
  
Figure	
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From Figure 1.36, it can be assessed that at 49K, ~60% of the carriers are excited. 
Therefore, the total density of charge density carriers can be approximated to be  88.12  ×
  10!"  𝐶/𝑐𝑚!. This value is in a good agreement with previous studies [8]. 

1.2.2.6 Thin NbSe3 crystal measurements 
The data presented in this section were measured from thin NbSe3 crystals, exfoliated 

from the bulk crystal using the scotch-tape method described in section 1.2.2. Table 1.3 
summarizes the dimension and room temperature resistance of the samples. From the 
room temperature conductivity σ [8], and the dimension of NbSe3 crystals, the contact 
resistance can be estimated. The contact resistance in these samples was 15-20% of the 
total resistance. This amount was small enough to be ignored for this study, and 
therefore, two-probe measurements were performed. 

I used the Atomic Force Microscopy technique to measure the thickness of the 
crystals, and the width and length were measured from Scanning Electron Microscopy 
image.  

 
Figure 1.36: Normalized intensity of the x-ray peak versus temperature for both CDW 

states in NbSe3. The solid line is the mean-field approximation. X-ray amplitude is 
directly proportional to the CDW order parameter Δ [65].  

Sample 
No. 

Thickness 
(nm) 

Width 
(nm) 

Length 
(µm) 

Resistance 
at RT (kΩ) 

Contact 
Resistance (%) 

#1 55 550 7.4 0.76 19.5 
#2 34 450 4.6 0.92 18.3 
#3 31 280 3.2 1.08 14.6 
#4 18 150 1.1 1.2 15.1 

Table 1.3 – Thin NbSe3 crystals dimension, room temperature resistance, and contact 
resistance calculated from room temperature conductivity 4×10!  Ω!!𝑐𝑚!!. 
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a) DC-Resistance versus Temperature 
 

I measured the dc-resistance of thin NbSe3 samples in the same way as described in 
section 1.2.1.4. Samples were biased with a dc-current well below the threshold field. A 
Keithley 181 Digital Nanovoltmeter was used to measure the corresponding voltage, 
while a PID temperature controller ramped up the temperature from 10K to 220K. Figure 
1.37 shows the low-field dc-resistance versus temperature for 55nm, 34nm, 31nm, and 
18nm thick, along with a bulk NbSe3 samples. All curves are normalized to the resistance 
at 220K. 

Figure 1.37 shows that in thin film NbSe3 samples, the general behavior of the crystal, 
namely the overall metallic behavior of the crystal, remains intact. However, while thin 
film resistance closely follows the bulk crystal behavior in the first charge density wave 
region and above (T>59K), a significant divergence from the bulk behavior is observed in 
the second charge density wave region (T<59K). This divergence increases as the crystal 
becomes thinner.  
 

 
In order to study the transition temperature, the first derivative of R versus 

temperature for thin NbSe3 crystals are shown in Figure 1.38. Table 1.4 summarizes the 
two transition temperatures for different samples. From this table, no significant change 
in the first (Tc1), and second (Tc2) charge density wave transition temperatures were 
observed. 

 
Figure 1.37: Normalized total resistance versus temperature for thin NbSe3 crystals, 

compared with that of bulk crystal. As the crystal becomes thinner, the overall metallic 
behavior remains the same. However, the second CDW state deviates from that of the 

bulk. 
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b) Threshold field measurements 
 

Threshold field versus temperature for the first and the second charge density wave 
states are shown in Figure 1.39. No threshold field could be measured for the 18nm and 
31nm samples in the second charge density wave region.  

Figure 1.40 (a) shows the differential resistance versus applied electric field for 18nm 
sample at 49K and 110K. At 110K, a sharp drop at 2  ×  10!  𝑉/𝑐𝑚 suggests an active and 
sliding charge density wave state. However, at 49°K, no drop in the differential resistance 
was observed. The lack of drop in differential resistance can be attributed to the lack of 
CDW carriers.  

Differential resistance versus applied electric field was also measured for the 55nm 
thick NbSe3 crystal at 49K and 110K. The result is shown in Figure 1.40 (b). Finite 
threshold fields of 28  𝑉/𝑐𝑚  and 196  𝑉/𝑐𝑚  were observed at 49K and 110K, 
respectively. The finite threshold field suggests the existence of CDW carriers in the 
55nm sample.  
 

 
Figure 1.38: Differential resistance versus temperature for thin NbSe3 crystals. The 
first and the second CDW transition temperatures can be measured from this plot. 

Sample Thickness Bulk 55nm 34nm 31nm 18nm 
Tc1

 (K) 144 143 142 145 142 
Tc2(K) 58 55 52 52 63 

Table 1.4: Transition temperatures for the first and the second CDW in thin NbSe3 
crystals. 
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c) Narrow-Band Noise measurements 
 

Peak noise frequency versus charge density current density for 31nm, 34nm, 55nm 
and the bulk NbSe3 crystals, at 49K, are shown in Figure 1.41. In all instances fNBN 
versus JCDW show a linear relation where the slope of the fitting line becomes larger as 
the sample becomes thinner.  

 

 
Figure 1.39:  Threshold field versus temperature for the first and the second CDW in 
thin NbSe3 crystals. The threshold field in both CDW states increases as the crystal 
becomes thinner. However, the second CDW threshold field diverges in very thin 

samples.  

 
Figure 1.40: Differential resistance vs. applied electric field for (a) 18nm and (b) 5nm 
thick NbSe3 crystals. No drop in the differential resistance was observed in the 18nm 

thick sample, which suggests the lack of sliding CDW state. 
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From the slope of the fitted line, the charge carrier density can be estimated. Also the 
total CDW carrier density was estimated from the mean-field graph shown in Figure 
1.36. Table 1.5 summarizes the nc for different samples. This result suggests a decrease 
in the charge density wave carrier density, as the crystal becomes thinner. 

1.2.3 Discussion and Conclusions 

McCarten et al [52] previously studied the effect of finite size and doping 
concentration on the charge density state in NbSe3 and TaSe3. In that study, NbSe3 
crystals thicker than 50nm were measured and “the vanishing of 𝐸! in thin crystals near 
𝑇!!,” “due to thermally assisted depinning of the CDW” was observed. [52] Furthermore, 

 
Figure 1.41: Narrow-band noise peak frequency vs. CDW current density for thin 

NbSe3 crystals. The slope of the fitted line is proportional to the CDW carrier density. 

Sample Thickness Slope 
(𝑀𝐻𝑧  ×  𝑐𝑚!/𝐴) 

nc 
(1020 C/cm3) 
(at T=49°K) 

Total n0 
(1020 C/cm3) 

(Estimated at T=0K) 
Bulk 0.008 55.65 88.12 
55nm 0.021 22.47 37.45 
34nm 0.042 10.78 17.98 
31nm 0.074 6.02 10.04 

Table 1.5: CDW carrier density for bulk and thin NbSe3 crystals at 49°K (nc) and 0 °K 
(n0) 
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they found that in “thin crystals, 𝐸!increases with decreasing thickness as 𝐸! = 𝐾/𝑡, 
where K is roughly proportional to the impurity concentration.” They concluded that “the 
size dependence of CDW properties is due to a crossover in the dimensionality of the 
pinning from three to two dimensions which occurs when the crystal thickness becomes 
smaller than the CDW’s bulk transverse phase-phase correlation length.” [52] 

The scotch-tape exfoliation method, and plasma treatment of the crystals before 
depositing the metal contacts, allowed us to further explore the effect of the dimension on 
NbSe3 crystals, in the regime below 50nm.  

While increasing of the threshold field in thin samples had been observed before, the 
asymmetrical nature of this effect had not been observed, and had been assumed to 
happen in crystals thinner than 50nm. Figure 1.42 show the threshold field versus 
temperature for NbSe3 samples of various thicknesses from a previous study. 

Furthermore, from table 1.5, the CDW carrier density at 49°K is observed to decrease 
in thinner samples. This decrease in the carrier density also suggests a weaker CDW state 
in the second CDW state in thin NbSe3 crystals. 

The size effect on CDW behavior can be explained by surface pinning interpretation. 
In small crystals (i.e. thinner samples), CDW “is more strongly pinned near crystal 
surfaces than in the bulk.” The surface pinning can be caused by surface impurities or by 
commensuration of the CDW wave vector with the underlying lattice period near the 
surface [66]. 

As analyzed in [67], because of the surface pinning, 𝐸! should be linearly proportional 
to the surface-to-volume ratio of the crystal. However, for ribbon line NbSe3 crystals, 
with 𝑤 ≫ 𝑡:  
 

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
𝑣𝑜𝑙𝑢𝑚𝑒 =

2× 𝑙×𝑤 + 𝑤×𝑡 + 𝑙×𝑡
𝑙×𝑤×𝑡  

        = 2×
1
𝑙 +

1
𝑤 +

1
𝑡  

 
Figure 1.42: Threshold field vs. temperature for (b) the first and  (a) the second CDW 

state in NbSe3 with different thicknesses (above 50nm) [65].  

a)	
   b)	
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≈   
2
𝑡  

 
Therefore, E! ∝   

!
!
. 

The threshold field for the first CDW state follows the 1/t rule as described in [67]. 
Figure 1.43 shows E! versus t!! for bulk and thin NbSe3 samples at 120K. The dashed 
line is the fitted K/t line.  

The transport measurement results on thin NbSe3 crystals strongly suggest a non-
symmetric effect on the first and the second charge density wave state—namely, that the 
second charge density wave is being pinned more strongly as the crystal becomes thinner. 
However, no apparent change in the transition temperature in either CDW states was 
observed. This asymmetric size effect was also observed in a previous study [52], in the 
form of vanishing E! at T!". 

Figure 1.44 shows the low-field resistance versus temperature in the first and the 
second CDW state regions. The asymmetric nature of the effect of the thickness can 
clearly be observed from these graphs. 
 

The threshold field measurement (Figure 1.39) verifies the a-symmetrical nature of the 
size effect on CDW states in NbSe3 further. From this graph, the threshold field of the 
second CDW state increases more rapidly than the first CDW, by reducing the thickness 
of the sample.  

 
 
 
 
 

 
Figure 1.43: Threshold field versus inverse thickness at 120K.  Dashed line is the 

fitted 1/t line. The threshold field follows 𝐸! ∝   
!
!
 rule in thin crystals, which suggests 

surface pinning mechanism. 
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Theoretical analysis, along with experimental studies has concluded that the two CDW 
phases in NbSe3 are independent, and therefore, have different properties and parameters. 
Band structure calculations by Shima et. al. [35] suggests that the localization of two 
NbSe3 CDW phases occurs at two different reciprocal lattice locations. Furthermore, the 
first CDW phase, with 𝑇!! transition temperature, localizes around two chains of III and 
III’ (Figure 1.11-b). However, the second CDW phase, with 𝑇!! transition temperature 
occurs arround four chains I, II, I’, II’. Therefore, “at two different sites of the two-chain 
area and the four-chain area, the effects of impurity [or surface] potential[s] on sliding 
modes which cause the non-Ohmic conduction may be different.”1 [35] 

In addition, due to the different localization chains of the two CDWs in NbSe3, their 
respective orbital signatures are also different. The second CDW only has a 𝑑!! 
character, whearas the first CDW not only has a 𝑑!! character, but also a 𝑑!" character. 
Therefore, “it is expected that an amplitude of CDW of the [first CDW] in the direction 
perpendicular to the chain is larger than that of the former.” 

The difference in corresponding wave-vectors of the first and second CDW phases of 
NbSe3 could explain their unequal finite-size effect. Figure 1.45 shows the x-ray 
diffraction scan through the (1, 2.243, 0) and (0.5, 2.263, 0.5) peaks at T=30K [65]. Also, 
the inset in this figure depicts the relative position of these peaks in the reciprocal space. 
This graph “demonstrate[s] the distinct difference between the chain-axis periodicity of 
the two CDW's”. Figure 1.46 (a) is a schematic of a thin exfoliated NbSe3 crystal, and its 
corresponding crystal axis. Figure 1.46 (b) shows the NbSe3 atomic structure, and also 
denotes a, b and c crystal axis [35]. The b-axis of the crystal is along the bulk needle axis, 
and corresponds to the largest length of thin exfoliated crystals, L.  

The location of 𝑞! and 𝑞! in the reciprocal space suggests that the first CDW is 
exclusively formed along the b-axis (i.e. along the longest dimension in exfoliated 
crystals), whereas the second CDW has components parallel to the a-c plane (i.e. 
perpendicular to the longest dimension in exfoliated crystals). Thus, the perpendicular-to-

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 The study cited in [35] only discusses the effect of impurity potentials. However, 
similar concept can be applied to surface potentials, which increases as the crystal 
dimension decreases. 

 
Figure 1.44: Low-field dc-resistance versus temperature in the first and the second 

CDW state in NbSe3 bulk and thin crystals. As the crystals become thinner, the second 
CDW state deviates further from the bulk characteristics. However, the dc-resistance 

behavior in the first CDW region remains intact. 
 

a)	
   b)	
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b-axis component of the second CDW phase is strongly susceptible to the overall size of 
the crystal. Therefore, where no dramatic change in the first CDW phase was noticed, the 
second CDW phase was weakened considerably.  

 

 

 
Figure 1.45: X-ray diffraction scans of the (1, 2.24, 0) and the (0.5, 2.26, 0.5) 

superlattice peaks at T=30 K. “The component of the CDW wave vector along b* is 
clearly different for the two CDW's”. The q1 and q2 location in the reciprocal space is 

shown in the inset. [65] 
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Figure 1.46: Exfoliated NbSe3 crystals (b) and NbSe3 crystal struture [35] (a). The 

largest dimension of exfoliated samples corresponds to the crystal b-axis.  

44



1.3 Thin Blue Bronze KO.3MoO3 Crystals 

I experimented with fabricating thin Blue Bronze KO.3MoO3 crystals using the 
exfoliation technique, similar to NbSe3 crystals. The crystal structure of KO.3MoO3 is 
quasi-two-dimensional, as opposed to the crystal structure of NbSe3, which is quasi-one-
dimensional. Also, the bonds between MoO6 planes in KO.3MoO3 are stronger ionic 
bonds. Therefore, the scotch tape exfoliation approach is not very effective on blue 
bronze, because the bonds between the MoO6 planes are too strong to break with the tape 
force. In the end, the thinnest crystals that I could fabricate were thicker than 60nm. 

High contact resistance was another difficulty. Blue bronze crystals, even after plasma 
treatment, showed a relatively large contact resistance. I experimented with several 
materials as the metal contact, in order to achieve a low contact resistance. However, an 
acceptable contact resistance, similar to NbSe3, could not be realized.  

Due to exfoliation problems and high contact resistance, I was not able to perform 
reliable electrical measurements on thin blue bronze crystals. However, here I describe 
the bulk crystal growth, exfoliation results, and discuss some preliminary results as a 
reference. 

1.3.1 Device Fabrication and Characterization 

1.3.1.1 Crystal growth 
I used the electrochemical method to grow molybdenum bronze (blue KO.3MoO3 and 

red KO.33MoO3) crystals. The starting materials were K2MoO4 and MoO3 with 99.99% 
purity from Sigma Aldrich®. I combined K2MoO4 and MoO4 in 1:3.15 molar ratio, 
ground the mixture into a fine powder form, and melted it in a pyrex® beaker at 600°C. 
At this temperature, the two materials fused into one, and formed a black liquid. After 
cooling, I was left with a white solid material, which was a mixture of K2MoO4 and 
MoO4. Then, I re-ground the product into a fine power form, and placed it in another 
beaker, along with two platinum rods that were connected to a current source through a 

  

Figure 1.45: (a) The box oven and the current source used to grow the blue bronze 
K0.3MoO3 crystals. (b) The beaker containing a mixture of K2MoO4 and MoO3. The 
blue bronze crystals formed by passing a current through this mixture by a pair of 

platinum wires. 

a)	
   b)	
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pair of heat-resistant wires.  
The entire setup was then placed in a box oven and heated to 550°C. The crystal 

growth process was initiated with a 10mA of dc electric current. As the chemical reaction 
progressed, and the crystals were formed, the material inside the beaker became more 
resistive, and thus, the voltage increased to the source compliance value. The total 
reaction time was less than 24 hours. Figure 1.45 shows the box oven and the crystal 
growth system.  

The precise temperature at which the reaction took place was crucial. In order for the 
electrochemical reaction to happen, the temperature of the material, had to remain 
slightly (10-20°C) above its melting point. When the temperature was too low, the 
material would quickly solidify, and there would not be a reaction. On the other hand, 
when the temperature was too high, the internal energy of the ions were too high, and the 
applied electric field could not separate them and there would not be a reaction. I found 
that the optimal temperature for electrochemical growth of blue bronze crystals was 550-
570°C. 

The result of this electrochemical reaction was a hard black material. However, once it 
was cracked open, numerous small shiny crystals were spotted inside. This method 
resulted in both blue and red molybdenum bronze crystals. After removing the crystals 
from the rest of the material, they were separated based on their color. The typical size of 
the crystals was 2mm x 2 mm x 1 mm. Figure 1.46 shows an optical image of blue bronze 
K0.3MoO3 crystals [68].  

1.3.1.2 Exfoliation technique 
As was mentioned before, exfoliation of blue bronze crystals was more difficult than 

NbSe3. The principal source of this difference was in the quasi-two-dimensional structure 
of blue bronze crystal, as opposed to the quasi-one-dimensional structure of NbSe3. In 

  

Figure 1.46: Optical image of blue bronze KO.3MoO3 crystals, grown with the 
electrochemical method. [68]  

1mm 
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order to achieve thin blue bronze samples, I tried several exfoliation approaches, and the 
most effective method was as follows:  

Using a pair of tweezers, I held a small crystal of blue bronze a few centimeters above 
a clean piece of scotch tape, with its sticky side up. With a sharp razor, I scratched a 
corner of the crystal, and this resulted in several small KO.3MoO3 crystals on the tape. 
After that, I started the normal exfoliation with these small crystals. Because of their 
relatively small size, and thus large surface to volume ratio, the tape force could break 
plane-plane bonds, and successfully exfoliate them. 

After exfoliating several times onto scotch tapes, I applied the final tape containing 
thin crystals to the target substrate, and examined exfoliated crystals on the substrate, 
under the optical and electron microscope. The thickness of the crystals was measured 
using an atomic force microcopy (AFM) system. I was able to exfoliate crystals with the 
thicknesses down to 10nm for NbSe3 30nm for KO.3MoO3. Figure 1.47 shows the SEM 
micrograph of a typical NbSe3 sample with exfoliated crystals on a silicon-silicon dioxide 
substrate with the pre-patterned alignment marks. 

1.3.1.3 E-beam lithography and nitrogen plasma treatment 
This step was preformed similar to what described for NbSe3 crystals in section 

1.2.1.3. 

 

Figure 1.47: The SEM micrograph of blue bronze KO.3MoO3 crystals on a Si-SiO2 
substate with pre-patterned gold alignment marks 
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1.3.1.4 Electrical measurement methods 
Room temperature electrical measurements, and preliminary resistance versus 

temperature measurements were performed in a cryogenic probe station system in the 
Zettl lab, which is located in 67 Birge Hall. Helium gas was used in order too cool down 
the sample down to 100°K. The CDW transition in blue bronze occurs at 180°K. 

1.3.2 Results and Discussion 

1.3.2.1 Exfoliation 
The exfoliation technique, described in section 1.2.2, was effective in achieving blue 

bronze crystals as thin as 60nm. Figure 1.48 shows a Scanning Electron Microscopy 
(SEM) image of a typical exfoliated blue bronze sample (a) and its corresponding Atomic 
Force Microscopy (AFM) image (b). The inset in Figure 1.48 (b) is the height profile of 
the sample, which shows a ~90nm thin flake of blue bronze. The typical lateral 
dimension of the exfoliated crystals was 1-10µm. 

 Blue bronze crystal structure is composed of quasi-two-dimensional planes. 
Therefore, after exfoliation, low aspect ratio blue bronze crystals were expected. In my 
experiments, the typical aspect ratio of exfoliated blue bronze crystals were 1:1-1:3. 
However, in addition to the typical low-aspect ratio blue bronze crystals, a large number 
of high aspect ratio (larger and 1:10) blue bronze crystals were also observed. Further 
characterizations are required to find the crystal orientation of these crystals.  

1.3.2.2 Contact resistance and plasma treatment 
The plasma treatment step was performed on all blue bronze thin crystals, before 

contact metal deposition. Even though, the nitrogen plasma step reduced the contact 
resistance significantly, a typical residual contact resistance after the plasma treatment 

 

Figure 1.48: a) SEM micrograph b) AFM image of exfoliated blue bronze crystals. 
The inset in (b) is the height profile along the red line and shows a 90nm thin flake of 

blue bronze. 

a)	
   b)	
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step was 200-250% of the total crystal resistance.  This value was calculated using the 
special conductivity of blue bronze [8]. Figure 1.49 shows a SEM image of a thin blue 
bronze device, fabricated on a Si-SiO2 substrate. 

1.3.2.3 Device fabrication 
Figure 1.50 (a) to (c) shows the different stages of the fabrication process for blue 

bronze. Exfoliated crystals on a silicon dioxide substrate, with pre-fabricated alignment 
marks, are shown in the SEM micrograph in Figure 1.50 (a). Next, large metal pads were 
patterned using an NPGS-SEM machine in the Zettl lab. This is depicted in the colored 
SEM image of Figure 1.50 (b). Finally, using a Crestec e-beam lithography machine in 
the Marvell Nanolab, the blue bronze and NbSe3 crystals were connected to the large 
metal pads. This is shown in the optical image in Figure 1.50 (c). Two and Four-contact 
devices were fabricated in order to measure the contact resistance.  

1.3.2.4 Preliminary electrical measurements 
After plasma treatment, the blue bronze resistance decreased from few giga ohms to 

few tens of kilo ohms. Initial results from electrical measurements on thin blue bronze 
crystals suggest an increase in the CDW transition temperature.  Blue bronze, in its bulk 
form, has a metal to semiconductor transition at 180K. In the resistance versus 
temperature measurement of a 60nm thin crystal of blue bronze, a transition temperature 
of 205°K was observed. However, more experiments are required in order to verify this 
finding, and determine its origin. 

 

Figure 1.49: SEM image of a blue bronze device. An indium-chromium-gold tri-layer 
was used as the metal contact. A plasma treatment step enhanced the ohmic contact. 
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Figure 1.50: Fabrication process of a single blue bronze device. (a) The exfoliated 
crystals were analyzed and the desired crystals were mapped using SEM technique. (b) 

Large metal pads (Ti-Au bi-layer shown in yellown) were patterned with e-beam 
lithography using an NPGS system. (c) Smal metal wires (In-Cr-Au tri-layers) were 

patterned to connect the crystals to large pads, with an e-beam lithography technique, 
using the Crestec machine at the Nanolab. 

a)	
  

b)	
  

c)	
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Chapter 2 

Graphene under periodic potential 

2.1 Theories and Background 

Long before the first report of exfoliated graphene by Andre Geim [1,2], numerous 
theoretical studies on graphene had been conducted and published in the literature [3,4]. There 
were also multiple attempts to experimentally fabricate this material [5-8]. However, in the 
end, Ander Geim and Konstantin Novoselov won the 2010 Nobel Prize in Physics for 
“groundbreaking experiments regarding the two-dimensional material graphene” [9].  
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Since then, there have been countless experimental and theoretical investigations into the 
properties of this new material. These investigations have revealed several unique physical 
and electronic properties, along with many realized and potential applications. 

In this section I give a brief background on Graphene and some of its unique electronic 
properties. My focus is on the behavior of charge carriers in graphene under an external 
periodic potential. Since, in first approximation, graphene can be considered a two-
dimensional electron gas system, I start with summarizing the general properties of two-
dimensional electron systems. Next, I review the theory of the unique band structure of 
graphene. And finally, I study the effect of applying a potential superlattice on a sheet of 
graphene. 

2.1.1 Two-dimensional electron systems 
A conductor forms a “two-dimensional electron system” (2DES), when its thickness is 

smaller than the wavelength of the electrons inside. Such a system, if the Coulomb interaction 
is ignored, can be approximated as a “gas” of free particles, or a “two-dimensional electron 
gas” (2DEG). 2DEG is able to move with no resistance in the 2D plane. In this 
approximation, electron movement along the third axis could be ignored. Several interesting 
quantum effects arise in such a system.  

 

Figure 2.1: The energy band and charge diagram of a MOSFET device in flat band, 
accumulation, depletion and inversion (𝑉! > 𝑉!) condition. The inversion layer can be 

modeled as a 2DES [10].  

The most commonly known applications of 2DES are in MOSFETs (metal–oxide–
semiconductor field-effect transistor) and HEMTs (high-electron-mobility transistors). In 
Figure 2.1 a schematic of a typical MOSFET band diagram is shown [10]. And, Figure 2.2 is 
the typical band-diagram of a GaAs/AlGaAs HEMT device [11]. 
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Figure 2.2: The typical band diagram of a GaAs/AlGaAs high electron mobility tranisistor 
(HEMT) device. A 2DEG is formed at the heterojunction. [11]  

Elementary quantum mechanics tells us that an electron in a potential well 𝑉(𝑧) only 
occupies one of discrete energy levels 𝐸!. If the electron is only trapped in one direction, but 
is free to move along the other two directions, using the effective mass theory, the 
wavefunction of such an electron could be found by solving [12] 

𝐸 −𝑖∇ + 𝐻! Ψ = 𝑖ℏ
𝜕Ψ
𝜕𝑡  (2.1) 

where 𝐻’ = 𝑉(𝑧). The energy of an electron in crystal could be expressed in terms of its 
reciprocal lattice wavenumber 𝑘. In a hypothetic infinite crystal,  𝐸(𝑘) forms energy bands. 
The first order approximation of energy eigenvalues near the band edge can be written as 

𝐸 𝑘 = 𝐸 𝑘! +
1
2

𝜕!𝐸
𝜕𝑘!𝜕𝑘!

𝑘!𝑘!
!,!

 (2.2) 

Hence, the 𝐸 −𝑖∇  operator in equation (2.1) can be written as  

𝐸 −𝑖∇ =
𝑝!𝑝!
2𝑚!,!!,!

 (2.3) 

Here, 𝑝!  and 𝑝!  are momentum operators, and the effect of the periodic potential is 
expressed in terms of the effective mass tensor  

 

𝑝! =
ℏ
𝑖
𝜕
𝜕𝑥!

 

 
(2.4) 
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1
𝑚!"

=
1
ℏ!
𝜕!𝐸(𝑘)
𝜕𝑘!𝜕𝑘!

!!!!

 

Here, 1/𝑚!" components are evaluated at the band edge (k0). 
When 1/𝑚!"  matrix is diagonal, the answer to 𝐻𝛹 = 𝐸𝛹  is a function 𝛹  with the 

following general form: 

Ψ!,!!,!! = 𝑒!"!!𝑒!"!!𝑓!(𝑧) (2.5) 

 
where 𝑓!(𝑧) is a solution to the equation 

−
ℏ!

2𝑚!!

𝑑!𝑓!
𝑑𝑧! + 𝑉 𝑧 𝑓! = 𝐸!,!𝑓! (2.6) 

Therefore, the total energy of electron is  

𝐸! 𝑘! , 𝑘! = 𝐸!,! +
ℏ!

2𝑚!!
𝑘!! +

ℏ!

2𝑚!!
𝑘!! (2.7) 

The 𝐸!,! energies (𝑛 = 0,1,2,…) have discrete values. Thus, each 𝐸!(𝑘! , 𝑘!) form a “sub-
band”, which is labeled by its corresponding n-value. Since electrons in these sub-bands are 
free to move in 𝑘! and 𝑘! directions, they can be modeled as a 2D electron gas system.  

 

2.1.2 Theory of Graphene  
Crystal	
  structure	
  
Graphene is a single sheet of carbon atoms, which are connected through sp2 hybridization 

bonds. The resulting honeycomb structure is shown in Figure 2.3. The side length of a 
graphene unit cell is 2.461Å [13]. Calculating the density of carbon atoms in this structure is a 
straightforward task and the result is 3.81✕1015 atoms/cm2. In graphite, which consists of 
graphene sheets stacking in a particular orientation (AB or Bernal stacking), the distance 
between the sheets is 3.37Å [3]. In “AB” or Bernal stacking, adjacent graphene sheets are 
shifted by 1/3 of a lattice constant, because it provides the most energetically favorable 
structure. This can be seen in Figure 2.4. 

Graphene unit cell consists of two carbon atoms, which form two separate sublattices, A 
and B. Each sublattice is a network of triangles, and a graphene sheet can be visualized as a 
combination of the A and B sublattices, which are shifted relative to each other.  
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Figure 2.3: Graphene honeycomb structure. There are two atoms per unit cell and hence the 
crystal is made from two separate sublattices A and B. The nearest-neighbor carbon-carbon 

distance is 1.42 Å. 

 

Figure 2.4: Graphite AB or Bernal stacking is energetically, the most favaroable structure for 
graphene sheets. 

Band	
  structure	
  
The energy band structure of graphene can be calculated using the tight-binding method, 

with considering the second-hopping correction [13]. Using this method, at the M-point of the 
reciprocal lattice, a 4  𝑒𝑉, and at the Γ-point, a 19  𝑒𝑉 energy gap are observed [13]. The 
resulting band structure is six-fold symmetric, and the conduction and valence bands meet 
each other at K and K’ points; thus, form six cones or “valleys”. However, only two of these 
valleys are unique and they are often referred to as the Dirac points.  

By solving the energy spectrum of carriers in graphene, within a tight-binding 
Hamiltonian, it is straightforward to show that  [14]. 
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𝐸± 𝒌 = ±𝑡 3+ 𝑓(𝐤)− 𝑡!𝑓(𝒌) 

𝑓 𝒌 = 2 cos 3𝑘!𝑎 + 4 cos
3
2 𝑘!𝑎 cos  (

3
2 𝑘!𝑎) 

(2.8) 

In this relation, the plus sign describes the upper band, and the minus sign describes the 
lower band. The band structure of graphene is shown in Figure 2.5.  

By expanding the band structure in equation 2.6, close to K and K’ vectors (i.e. the Dirac 
points), one can obtain the famous Dirac point energy-momentum dispersion relation as 

𝐸± 𝒒 = ±𝑣! 𝒒 + 𝑂[(
𝑞
𝐾)

!] (2.9) 

where 𝑣! = 3𝑡𝑎/2 is the Fermi velocity, and its value is 𝑣!~10!  𝑚/𝑠. The onset in Figure 
2.5 shows one of these Dirac points. 

 

Figure 2.5 Band structure of graphene. Conduction and valence bands meet at K-points of the 
reciprocal lattice. These points are called Dirac points. At a Dirac point, the energy-

momentum dispersion is linear [14]. 

The energy-momentum relation at each of these points, as the name suggests, is identical 
to the massless Dirac equation. The only difference is the existence of a “pseudospin” instead 
of the fermion spin. This pseudospin emerges from the phase difference of electron 
wavefunctions on two sublattices, and is responsible for the change in the electron mobility in 
the presence of an external periodic potential, as is discussed in section 2.1.3. 
Density	
  of	
  states	
  
The energy band structure around each Dirac points is symmetric. Therefore, one can 

calculate the density of states, using the standard procedure as follows [15]. 
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The k-space volume of a single state is (2π)2/A (where A is the area of the sample). Thus, 
the total number of carriers in the material can be written as 

𝑁 = 4
𝜋𝑘!!

4𝜋!/𝐴 =
𝑘!!𝐴
𝜋  (2.10) 

The factor of 4 comes from spin and “valley” degeneracy in graphene. Valley degeneracy 
stems from the existence of two energetically identical Dirac cones in graphene. Therefore, 
the Fermi wave vector 𝑘! is only a function of 2-D charge density n in the material, i.e. 
𝑘! = 𝜋𝑛. 

To calculate the density of state, we need to write 𝑁 as a function of 𝐸!. By assuming 
linear dispersion around the Dirac points, 𝐸! = ℏ𝑣!𝑘!: 

𝑁 = 𝐴
𝐸!!

𝜋ℏ!𝑣!!
 (2.11) 

Thus, the density of states per unit sample area will be 

𝐷 𝐸! =
2 𝐸!
𝜋ℏ!𝑣!!

=
2 𝑛
𝜋ℏ𝑣!

 (2.11) 

Relation 2.11 shows a zero density of states at the Fermi level. 
Mobility	
  
In the Drude model for electron transport, we assume that the charge carriers frequently 

scatter as they move inside a medium [16]. Therefore, in order to characterize the transport 
properties of a material, two parameters are needed: 1- the number of charge carriers (n) and 
2- a parameter that shows how easy it is for electrons to travel through the material. This 
parameter could be either mobility µ, mean scattering time τ, or mean free path λ. 

For graphene samples in this study, Drude model is valid because, the sample size is 
generally larger than the mean free path of electrons. Therefore, electrons undergo several 
collisions in traveling through the sample. 

In Drude model, the conductivity σ can be written as 
𝜎 = 𝑛𝑒𝜇 

where n is the carrier concentration, e is the electron charge, and µ is the mobility of 
charge carriers.  

2.1.3 Effect of a periodic potential on graphene 
The unexpected and interesting behavior of charge carriers in graphene under periodic 

potential, has been investigated theoretically [17-18], and realized experimentally in recent 
years. One example of such behaviors is the highly anisotropic propagation of charge carriers 
in graphene, where the group velocity of electrons could reduce to zero in one direction but 
remain unchanged in others [18]. Figure 2.6 is a schematic of graphene in a 1D (a) and a 2D 
(b) periodic potential. 

57



In order to investigate this effect, consider applying a superlattice potential, with a spatial 
period, which is much larger than the nearest-neighbor carbon-carbon distance, on a sheet of 
graphene. In this situation, the momentum transfer from the superlattice is too small to scatter 
graphene electrons from one Dirac point to the other Dirac point. Therefore, one can simply 
study one Dirac point, without loosing any information. 

Since the unit cell of graphene has two carbon atoms, a two-component basis vector can 
represent charge carriers eigenstates. Working in the effective-hamiltonian formalism, the 
Hamiltonian that electrons, in the states that are near the K-point, feel can be written as: 

𝐻! 𝑘 = ℏ𝑣!
0 −𝑖𝑘! − 𝑘!

𝑖𝑘! − 𝑘! 0  (2.13) 

where 𝑣! is the Fermi velocity, and 𝑘 the wavevector of quasiparticles, measured from the 
K point. The eigenstate of this Hamiltonian is 

𝑟 𝑠, 𝑘 =
1
2
𝑒! !!! .! 1

𝑖𝑠𝑒!!!  (2.14) 

where s is +1 or -1 for the eigenstate above or below the Fermi energy, respectively. And 
𝜃! is the angle between the 𝑘 vector and 𝑘! direction. In this formalism, the energy spectrum 
is 

 

Figure 2.6 graphene under periodic potential or superlattice. The spatial period of the 
external potential is much larger than the nearest-neighbor carbon-carbon distance [18]. 

58



𝐸 = 𝑠ℏ𝑣!𝑘 (2.15) 

Then, when a periodic potential U(r) is applied to graphene, the scattering amplitude 
between states can be written as: 

𝑠, 𝑘 𝑈(𝑟) 𝑠!, 𝑘′ =
1
2 1+ 𝑠𝑠!!

!!"!,!!! 𝑈(𝐺)𝛿!!,!!!
!

 (2.16) 

Here 𝐺 and 𝑈(𝐺) are the reciprocal lattice vector, and the corresponding Fourier transform 
component of the external periodic potential, respectively. And 𝜃!,!!!   is the angle between 
𝑘 − 𝐺 and 𝑘. From 2.16, the energy dispersion relation and eigenstates of quasiparticles of 
graphene in a periodic potential can be obtained, by solving the following set of linear 
equations: 

𝐸 − 𝜀!,! 𝑐 𝑠, 𝑘 = 
1
2 1+ 𝑠𝑠!!

!!"!,!!! 𝑈(𝐺)𝑐(𝑠!, 𝑘 − 𝐺)
!!,!

 (2.17) 

where E is the superlattice energy eigenvalue, and 𝜀!,! = 𝑠ℏ𝑣!𝑘  is the energy of 
quasiparticles before applying the periodic potential. 𝑐(𝑠, 𝑘) and 𝑐(𝑠’  , 𝑘 − 𝐺) are amplitudes 
of the mixing among different unperturbed quasiparticle states. 

For a weak external potential, where 𝑈(𝐺) ≪ 𝑣! 𝐺 , quantum perturbation theory gives a 
moderately accurate approximation, which is also physically intuitive. Using the second order 
perturbation approximation  

𝑣! − 𝑣!
𝑣!

= −
2 𝑈(𝐺) !

𝑣!! 𝐺 ! 𝑠𝑖𝑛!
!!!

𝜃!,!  (2.18) 

From Equation (2.18), it is clear that for weak external potentials, the amount of velocity 
renormalization scales with the square of potential amplitude. For a hypothetic material 
similar to graphene, except with no chiral carriers, Equation (2.16) becomes 

𝑠, 𝑘 𝑈(𝑟) 𝑠!, 𝑘′ = 𝑈(𝐺)𝛿!!,!!!
!

 (2.19) 

And thus, Equation (2.18) becomes 

𝑣! − 𝑣!
𝑣! !"!!!"#$%&

= −
2 𝑈(𝐺) !

𝑣!! 𝐺 !
!!!

 (2.20) 

Equation (2.20) shows that the velocity renormalization in a non-chiral electronic system is 
isotopic, and independent of the transport direction. 
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One-­‐dimensional	
  graphene	
  superlattice	
  
Solving the set of equations 2.17 shows that for the states with wavevector k, the group 

velocity is highly anisotropic, and is a strong function of the k direction. For example, the 
normalized group velocity as a function of wavevector angle, for a 1D Kronig-Penny type 
periodic potential, with various barrier heights of U, spatial periods of L, and barrier widths of 
W is  

𝑣! − 𝑣!
𝑣!

= −
𝑈!!! 𝐿!

𝜋!𝑣!!
1
𝑛! sin

! 𝜋𝑤
𝐿 𝑛

!!!

sin!  (𝜃!,!) (2.21) 

This function is plotted in figure 2.7. 
Figure 2.7 shows that for those states that their corresponding k vector is perpendicular to 

the periodic direction (𝑣!), group velocity is reduced the most. Whereas, when the k vector is 
parallel to the periodic direction, the group velocity is not changed whatsoever. This is a 
counter-intuitive outcome; because, the group velocity is reduced the most when charge 
carriers are moving parallel to the barriers, but it is not changed when the carriers are crossing 
the barriers. 

 

Figure 2.7: The group velocity of charge carriers parallel to k vector (k measured from the 
Dirac point) versus the angle θk between the k-vector and the direction of the periodic 

potential [18]. 

One can reduce the parallel-to-potential component of the group velocity to zero, by 
changing the potential height while keeping L and w constant, or by changing L while 
keeping U and w constant. These conditions are shown in Figure 2.8 and Figure 2.9, 
respectively.  
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Figure 2.8: The group velocity of charge carriers in a 1D graphene superlattice, with 𝑘 
perpendicular to the periodic direction, 𝑣!, in units of 𝑣!, versus 𝑈!! (solid line), and that in a 

superlattice made from a fictitious system of non-chiral fermions with properties otherwise 
identical to those in graphene (dashed line) [18]. 

It is important to keep in mind that this phenomenon is a unique characteristic of charge 
carriers in graphene. And the pseudospin behavior of these carriers is responsible for this 
anisotropy. In order to better understand the physics of this effect, consider an invented two-
dimensional system, identical to graphene in every aspect except the charge carrier chirality. 
When a 1D periodic potential is applied to this non-chiral 2D electron system, the group 
velocity will be reduced isotropically. The behavior of this system is shown with dotted line 
in Figure 2.8.  

Another interesting phenomenon in graphene superlattices is energy gap opening at the 
edge of the brillouin minizone, as shown in Figure 2.10. When the chirality of charge carriers 
is not considered, gap opening at the MB is nearly constant and independent of k. However, in 
graphene, due to the pseudospin characteristic of charge carriers, the energy gap is a strong 
function of k, and is vanished when k is along the periodic potential direction, which is 
equivalent of minizone center in the reciprocal lattice. 

 

Figure 2.9: Graphene charge carriers’ 𝑣! versus spatial period (L) of the external periodic 
potential. Red, green and blue lines correspond to different potential widths (w) of 5 nm, 10 

nm and 25 nm, respectively [18]. The external potential barrier height is kept fixed. 
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Figure 2.10: Energy gap at the superlattice Brillouin zone or MB of a 1D graphene 
superlattice. a) Energy of charge carriers in a 1D graphene superlattice versus the component 
of the wavevector k parallel to the periodic potential direction (kx) at a fixed ky .Red and blue 

lines correspond to ky being zero and 0.012 Å−1, respectively. b) ΔE versus ky for charge 
carriers in a 1D graphene superlattice (solid lines) and that in a superlattice made from a 
fictitious system with states without chirality but otherwise identical to graphene (dashed 

lines). Red, green and blue lines correspond to U1D being 0.1 eV, 0.3 eV and 0.5 eV, 
respectively [18]. 

Particularly, this absence of the gap at the center of the minizone, can be explained as 
follows: Since the scattering potential’s periodicity is much larger than the inter-carbon 
distance, it is not able to back-scatter the charge carriers [19-21], and therefore no energy gap 
opens at the center of the MB. 
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2.2 Device Fabrication 

Prof. Steven Louie and his research group provided the theoretical inputs for this 
project. 

2.2.1 Exfoliation of graphite 
Mechanical exfoliation or “scotch-tape” technique is the first reported method for 

fabrication of graphene sheets [1]. Due to the weak interplanar pi-bonds, and strong in-
plane sigma bonds, individual sheets of graphene can be removed from the graphite bulk 
by the scotch-tape exfoliation method.  

In this method, first, Kish graphite or highly oriented pyrolytic graphite (HOPG) was 
thinned down with a sterile sharp razor blade, on a clean glass or mica surface. Then, a 
thin flake of graphite was transferred to a piece of scotch tape. After multiple folding and 
unpeeling of the tape onto itself, the graphite flake gradually became thinner, and 
randomly sized and distributed flakes of single or few sheets of graphene were made. 
Usually, when the majority of graphite flakes became optically transparent, the chance of 
finding single layer graphene sheets was maximized.  

Then, the scotch tape containing thin graphite flakes were applied to a previously 
cleaned and prepared substrate. After leaving the tape on the sample for few minutes, the 
tape was removed slowly, and the substrate was examined under the optical microscope. 
Single sheets of graphene are distinguishable under optical microscope. Next, the tape 
residue was removed by merging the sample in acetone for few minutes, and a 
subsequent rinse in Isopropanol Alcohol-IPA. 

The exfoliation process, which results in far better graphene quality than other 
methods (specifically CVD), is inherently a random process. And this randomness is one 
of the main disadvantages of using graphene in industrial applications.  

A few notes on mechanical exfoliation of graphene: 
• In order to achieve the maximum tape-to-substrate transfer rate, the substrate has 
to be very clean, and previously treated with weak oxygen plasma for a short period 
of time. In my experience 30 seconds of oxygen plasma at 50 W power and 50 sccm 
flows was sufficient.1 
• The brand and the type of tape are critical in the outcome. For example, the 
commonly used red scotch tape leaves an excessive amount of residue. I 
experimented with several tape brands, and I concluded that the blue dicing tape, has 
enough adhesion to exfoliate graphene, and leaves the least amount of residue on the 
substrate. I acquired this type of tape from the Berkeley Nanolab facilities. 
• Distinguishing between single and few layer graphene flakes was challenging. A 
graphene flake sitting on a silicon substrate with 285nm of silicon oxide shows a 
high optical contrast with the substrate, and thus, easy to distinguish under an optical 
microscope. However, the contrast between single and multi layer flakes is small. I 
had access to the optical microscope equipment at Prof. Crommie’s lab, which 
includes RGB spectrum analyzer software. By analyzing the captured image of 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 These parameters are specifically tuned for the plasma etching system at the Zettl lab in 
Physics Department of UC Berkeley.  
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exfoliated flakes on the substrate, this software determined whether a particular area 
of a flake is a single or a multi layer graphene sheet. In addition, I confirmed the 
number of layers with Raman spectroscopy. 
Figure 2.11 shows a typical exfoliated graphene sample. I used substrates with 

285nm of SiO2 on Si for all my experiments. Before graphene transfer, I prepared the 
substrate by patterning a network of alignment marks (20 µm apart), using 
photolithography, depositing a Titanium-Gold (5nm-50nm respectively) bilayer, and a 
subsequent lift-off. I used this alignment mark network, to pattern the contact electrodes. 
Also, I treated the substrates with oxygen plasma as discussed above. 

 

Figure 2.11: Single and few layer graphene flakes fabricated by mechanical exfoliation 
method on SiO2/Si substrate which had pre-patterned alignment marks. 

2.2.2 Graphene CVD growth and transfer method 
As discussed above, the mechanical exfoliation technique is very slow and 

unpredictable. Also in this method, the resulting single layer graphene flakes, are 
typically few 10s of micron in size. However, chemical vapor deposition (CVD) 
technique can grow large sheets of single layer graphene, and the process is fast, reliable 
and scalable. The main disadvantage of the CVD method is the usually poor quality of 
the resulting graphene. CVD graphene is created from single crystal domains with 
different orientations that are patched together, and thus, it has a polycrystalline structure. 

The first successful attempt to grow CVD graphene has been made in Ruoff group in 
2009 [22]. In CVD mechanism hydrocarbon molecules from the precursor (i.e. methane 
CH4) are absorbed on the substrate surface (i.e. copper). The substrate temperature is 
maintained at a level, which is high enough to break the hydrocarbon bonds, but at the 
same time, does not melt the substrate. Since copper has very low carbon solubility at this 
temperature, carbon atoms, broken from the precursor, are insoluble in the copper, and 
thus, graphitize on the surface. 

Likewise, other transition metals have been used as catalysts to grow graphene. For 
example, CVD growth of graphene on Ni films results in few or many layer graphene 
sheets. This is mainly due to the higher solubility of carbon atoms in Ni films. 
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I followed the process that was developed by William Regan, a fellow Zettl group 
colleague, for graphene CVD growth and transfer. I also experimented with lower 
pressure in the graphene growth process, in order to get larger single crystal domains.  

Figure 2.12 shows the carbon CVD system that I used for growing graphene. And 
Figure 2.13 is a schematic of the setup [22]. 

 

Figure 2.12: A picture of the carbon CVD system used for graphene and carbon nanotube 
synthesis. The substrate sits inside a quartz tube in a furnace; The precuser gas flows  

enter the quartz tube through stainless steel lines on the left, and exit to a vacuum pump 
on the right [23]. 

 

 

Figure 2.13: A schematic of the CVD system for graphene and hBN growth (This 
schematic is the courtesy of Kris Erickson) [24] 

65



The process and parameters that I used to grow graphene is shown in Figure 2.14. I 
used methane gas as the hydrocarbon source, and a 25µm thick copper foil (Alfa Aesar 
No. 13382, 99.8%) as the catalyst.  

I followed a three-step CVD growth process: 
1. Annealing the copper foil at 1020°C in hydrogen for 20-30 minutes. 
2. Growing with a low methane flow of 20 sccm for 5 minutes, to enlarge the single 

crystalline grains. 
3. Growing with a high methane flow of 120 sccm for 5 minutes, to cover the entire 

copper surface, and form a uniform film. 
When this process is complete, I opened the oven lid in order to cool down the 

sample to the room temperature rapidly. The hydrogen and methane flow was kept 
unchanged during the cooling step. 

 

Figure 2.14: The CVD method used to grwoth graphene. The sample temprature was 
ramped up to 1020°C in 120sccm of hydrogen flow. Next, a 5 minutes slow growth with 

a 20sccm flow of methane, and a 5 minutes rapid growth with a 120sccm flow of 
methane were followed. Finally, the sample was rapidly cooled down to room 

temperature. [23] 

The resulting graphene sheets, grown with this method, had of a few tens of µm 
single crystalline grain size. Also, they covered the entire copper foil. After CVD growth, 
the copper foil became shinier, as shown in Figure 2.15. 

 

Figure 2.15: Comparison between a copper foil before and after graphene CVD growth 
[23]. 
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The next step was to etch the growth catalyst (i.e. copper foil), in order to transfer the 
graphene sheet to another substrate. First, the copper foil, covered with the graphene film, 
was coated with a thin layer of a particular polymer. Then, the sample was floated on 
surface a copper etchant solution, which dissolves the copper from the bottom, and thus, 
leaves the graphene side intact. When the entire copper film was etched, the remaining 
graphene-polymer film was scooped out, on the target substrate. The final substrate, 
containing the graphene-polymer film, was slowly dried at 60 °C on a hotplate. Finally, 
the polymer was dissolved in acetone, and the sample was annealed in hydrogen at 300 
°C to remove any polymer residue.  

I used PMMA (Polymethyl methacrylate) as the transferring polymer. I 
experimented with two types of PMMA: A4 and A2, which are 4% and 2% weight 
solution in anisole, respectively. I used the spin coater at the Zettl lab, and the Headway 
spinners at Marvel Nanolab facilities. The polymer thickness is mainly a function of the 
polymer solution concentration, and the spin coating speed. The thickness of different 
PMMA concentrations as a function of spin speed is shown in Figure 2.16 [25].  

 

Figure 2.16: Film thickness versus spin speed, for different PMMA solutions. This data is 
provided in MicroChem PMMA datasheet [25]. I had similar thickness results. 

Choosing the right polymer thickness is a trade-off between being able to easily see 
the floating graphene-polymer film on the etching liquid, and the remaining polymer 
residue on the final sample. On the one had, when the PMMA film was too thin, after 
etching the copper, it was difficult to find and scoop out the practically transparent 
graphene-PMMA film. On the other hand, coating with a thick PMMA film resulted in a 
final graphene sample with lots of residue. Acetone and hydrogen annealing could not 
remove this amount of residue. Coating the sample with PMMA A2 at 3000 rpm, was 
found to result in a moderately visible graphene-PMMA film, and a clean final result. 

Two commonly used etching solutions for copper are ferric chloride (FeCl3) and 
sodium persulfate (Na2(SO4)2). For an equal weight concentration, sodium persulfate 
etches the copper slower, and thus, more uniform than ferric chloride. Therefore, I used 
sodium perfulfate as the etchant, and the etching process took a few hours at room 
temperature. 
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Scooping out the floating graphene-PMMA layers required practice and patience. 
For the etching solution, I used beakers that are deep enough for the scooping substrate, 
to easily fit under the graphene-PMMA film. I transferred the graphene-PMMA layers to 
another beaker containing clean DI water. I repeated this step two more times to remove 
any residue from the etching solution. Then, using the same method, the graphene-
PMMA film was transferred to the final substrate. 

I kept the substrate, containing the graphene-PMMA film on a hot plate at 60 °C 
overnight. This slow drying process ensures a good adhesion between the graphene sheet 
and the substrate. Next, In order to remove the PMMA layer, I submerged the sample in 
an acetone solution for 30 minutes. Then, the sample was rinsed in IPA, and blow-dried 
in nitrogen. Finally, using a tube furnace with a 50sccm hydrogen flow, the sample was 
annealed for 30 minutes. I used optical microscope and Raman spectroscopy, in order to 
verify the success of graphene transfer. 

2.2.3 Device fabrication 
The goal of this project was to study the effect of periodic potentials on the 

electronic transport of graphene. Several fabrication processes was considered in order to 
achieve this structure. Here, I discuss the main methods that I pursued, and their 
advantages and disadvantages. 
Sub	
  15nm	
  electron	
  beam	
  lithography	
  

I will describe this method in more details in this manuscript. The main challenge in 
this technique was to lift-off and resolve smaller than 20nm features. Figure 2.17 shows a 
schematic of the final device fabricated with e-beam lithography. 

 

 

Figure 2.17: Schematic of a graphene device with a periodic potential. E-beam 
lithography technique was used to fabricate this device. 

Thin	
  Film	
  stacking	
  
This method will also be discussed in detail. In this method, an e-beam lithography 

step on the side of a silicon wafer (approximately 500µm thickness) was required. Figure 
2.18 shows a stack of metal-oxide layers. The graphene device was fabricated on the side 
of this structure.  
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Figure 2.18: A multilayer metal-oxide stack. A graphene sheet was tranferred on a side of 
this structure, and metal contacts were patterned. 

Direct	
  writing	
  on	
  graphene	
  with	
  TEM	
  
From unclean samples and/or sample holders, carbohydrate residue remains in 

Transmission Electron Microscope (TEM) chambers. This carbohydrate residue can be 
used as ”ink” for writing on a transparent substrate, like graphene. A former post-doctoral 
fellow at the Zettl group, Dr. Jannik Meyer, has showed that a properly focused electron 
beam, can break the hydrocarbon bonds, and deposit an amorphous carbon film on the 
substrate [26]. The resolution of this direct writing technique is extremely high, and 
below 1nm resolution has been achieved. The idea was to use this technique to pattern the 
desired periodic potential on graphene.  

After refining and debugging the computer code, written by Dr. Meyer, and fine-
tuning the TEM2 alignments, I was able to reproduce and enhance previous results. The 
developed computer program in C++ language, converted an 8-bit TIFF input image to a 
file, containing a series of commands to control the TEM’s beam position and dwell time. 
The C++ code is shown in Figure 2.19, and a typical output file is shown in Figure 2.20.  

I was able to get 1nm resolution with this technique. Figure 2.21 (a) shows three 
lines, each smaller than 1nm wide, written on a graphene sheet in a TEM chamber. Figure 
2.21 (b) is the initial TIFF image pattern.  

The main challenge in this approach was to pattern the electrical contacts in order to 
measure the transport properties. This technique needed a TEM transparent layer, and 
therefore, the graphene sheet had to be suspended on a TEM grid (i.e. Quantifoil). Thus, 
no supporting substrate for the fabrication of electrical pads existed. Furthermore, the 
periodic potential was originated from the deposited amorphous carbon, which was a 
conductor, and had a significant affect the electrical properties of graphene. Also, in this 
approach, the potential barrier as fixed. Due to the mentioned shortcomings, we decided 
not to pursue this method. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
2 I used the Joel Transmission Electron Microscopy machine at Zettl group. 
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////////////////////// 
//compile: g++ main.cpp difftiff.cpp -Wno-deprecated -ltiff 
 
#include "difftiff.h" 
#include <iostream> 
#include <stdio.h> 
#include <math.h> 
#include <cstdlib> 
 
using namespace std; 
 
int main(int argc, char **argv) 
{ 
  if (argc!=2) 
    { 
      cerr<<"Usage: "<<argv[0]<<" infile.tif "<<endl; 
      exit(3); 
    } 
   
  difftiff* pattern=new difftiff(argv[1]); 
   
  pattern->tiffout("verify.tif"); 
 
  //get min, max 
  int min=65536; 
  int max=0; 
  for (int x=0; x<pattern->width; x++) 
    for (int y=0; y<pattern->length; y++) 
      { 
 int val=pattern->safeget(x,y); 
 if (val<min) min=val; 
 if (val>max) max=val; 
      } 
   
  cout<<"Min value: "<<min<<endl; 
  cout<<"Max value: "<<max<<endl; 
  cout<<"Enter exposure time corresponding to (max-min) value, in seconds: " 
      <<endl; 
  float expmax; 
  cin>>expmax; 
  cout<<"Enter pixel step size: " 
      <<endl; 
  int stp; 
  cin>>stp; 
 
  FILE* scanlist=fopen("scanfile.s","w"); 
   
  int ox=0; 
  int oy=0; 
  int dx,dy; 
  float time=0; 
  float time2=0; 
 
  fprintf(scanlist,"number stepsize = %i\n",stp); 
  fprintf(scanlist,"number dose = %f\n",expmax/((float)(max-min))); 
  fprintf(scanlist,"number shifttime = 0.257\n\n"); 
 
  for (int x=0; x<pattern->width; x++) 
    for (int y=0; y<pattern->length; y++) 
      { 
   int value=((int)(pattern->safeget(x,y)-min)); 
   time+=value; 
      } 
 
  for (int x=0; x<pattern->width; x++) 
  { 
    for (int y=0; y<pattern->length; y++) 
      { 
   int value=((int)(pattern->safeget(x,y)-min)); 
   if (value>0) 
   { 
       dx=x-ox; 
       dy=y-oy; 
       ox=x; 
       oy=y; 
       fprintf(scanlist, 
        "EMBeamShift(%i*stepsize,%i*stepsize)\n",dx,dy); 
       fprintf(scanlist,"sleep(dose*%i-shifttime)\n",value); 
       time2+=value; 
   } 
      } 
    //check whether Esc was pressed at the end of each line 
    fprintf(scanlist,"if(GetKey()==27)\n{\nbreak\n}\n"); 
    fprintf(scanlist,"openandsetprogresswindow(\"Writing line %i of %i\",\"%i / %i done\",\"Esc to stop\")\n", 
     x+1,pattern->width,((int)(time2*expmax/((float)(max-min)))), 
     ((int)(time*expmax/((float)(max-min))))); 
  } 
   
  //move beam away from final point to avoid a big black blob at the end  
  dx=ox/4; 
  dy=oy/4; 
  fprintf(scanlist, 
   "EMBeamShift(%i*stepsize,%i*stepsize)\n",dx,dy); 
   
  fclose(scanlist); 
 
  cout<<"Estimated write time: "<<time*expmax/((float)(max-min))<<" seconds"<<endl; 
 
  return 0; 
} 

Figure 2.19: The computer programm written in C++ language, that converts an 8-bit 
TIFF image to a list of commands for TEM machine. 
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number stepsize = 15 
number dose = 0.000153 
number shifttime = 0.257 
 
if(GetKey()==27) 
{ 
break 
} 
openandsetprogresswindow("Writing line 1 of 7","0 / 159 done","Esc to stop") 
EMBeamShift(1*stepsize,1*stepsize) 
sleep(dose*65535-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65533-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65535-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65533-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65535-shifttime) 
if(GetKey()==27) 
{ 
break 
} 
openandsetprogresswindow("Writing line 2 of 7","49 / 159 done","Esc to stop") 
if(GetKey()==27) 
{ 
break 
} 
openandsetprogresswindow("Writing line 3 of 7","49 / 159 done","Esc to stop") 
EMBeamShift(2*stepsize,-4*stepsize) 
sleep(dose*65535-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65533-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65535-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65533-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65535-shifttime) 
if(GetKey()==27) 
{ 
break 
} 
openandsetprogresswindow("Writing line 4 of 7","99 / 159 done","Esc to stop") 
if(GetKey()==27) 
{ 
break 
} 
openandsetprogresswindow("Writing line 5 of 7","99 / 159 done","Esc to stop") 
EMBeamShift(2*stepsize,-4*stepsize) 
sleep(dose*65535-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65533-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65535-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65533-shifttime) 
EMBeamShift(0*stepsize,1*stepsize) 
sleep(dose*65535-shifttime) 
if(GetKey()==27) 
{ 
break 
} 
openandsetprogresswindow("Writing line 6 of 7","149 / 159 done","Esc to stop") 
EMBeamShift(1*stepsize,-5*stepsize) 
sleep(dose*65533-shifttime) 
if(GetKey()==27) 
{ 
break 
} 
openandsetprogresswindow("Writing line 7 of 7","159 / 159 done","Esc to stop") 

EMBeamShift(1*stepsize,0*stepsize)  
 
 

 
 

Figure 2.20: A typical output file from the written C++ program. By loading this file, 
with a .s extension, the TEM software could control the position and dwell time of the 

beam [26]. 
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Figure 2.21: (a) Three straight lines written by direct writing in the TEM chamber. The 
width of each line is around 1nm. The scale bar is 2nm. (b) The 8-bit starting image file 

for this pattern. The written computer program converted this image to a series of 
commands, readable by the TEM software. 

Focus	
  Ion	
  Beam	
  (FIB)	
  technique	
  
Focused Ion Beam (FIB) is a microscopy technique, which can also be utilized for 

etching or deposition. In the etching mode, energetic heavy ions bombard a thin film to 
create a trench. Except, the smallest feature size that has been achieved with this 
technique is 65nm [26], which is far larger than the required feature size in this project. 

 

Figure 2.22: A nanochannel, etched into a gold thin film, using FIB technique. The trench 
width is approxximately 65nm [26]. 

In the deposition mode, a small amount of metal (i.e. platinum), in the form of an 
organic gas, can be introduced in a FIB chamber. Thin metal lines can be formed by 
focusing the beam on a substrate, and thus, locally decompose the metal-containing gas. 
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Natural	
  one-­‐dimensional	
  materials,	
  like	
  NbSe3	
  or	
  Hollandite	
  crystals	
  

Many natural crystals are known to have quasi one-dimensional structures. For 
example, Hollandite is a family of crystals, containing natural one-dimensional ionic 
wires. These crystals could potentially be employed, in a particular configuration, to 
apply a one-dimensional periodic potential on graphene. 

However, in these natural materials, the distance between the conductive ionic wires 
is 5-10 Å, which is very close to the carbon-carbon distance in graphene. Therefore, this 
structure is not particularly suitable for the graphene-supperlattice experiment. However, 
because of the close match between these two fundamental distances, studying the 
graphene transport properties on Hollandite is an interesting separate experiment which 
worth pursuing. Figure 2.22 compares unit cell dimensions of Hollandite and graphene 

  

Figure 2.23: The dimension of a (a) Hollandite (b) graphene unit cell. This fundamental 
dimension is close in these two structures. 

I thoroughly studied all the discussed fabrication options, and as a result, the first 
two methods (sub 15nm e-beam lithography and thin film stack) were experimented.  
These two methods are discussed in more details. 

 

2.2.4 Sub 15nm electron beam lithography 
In the theoretical study of the effect of periodic potential on graphene, the 

fundamental periodicity below which the effect was experimentally measurable was 
estimated to be 10-20nm. The modeling and simulation results suggested that the effect is 
negligible in larger supperlattices. However, the highest e-beam resolution accessible 
with the SEM equipment in the Zettl lab3 was around 50nm.  

Therefore, I improved the resolution of the e-beam lithography technique in the Zettl 
lab, by further aligning the electron-beam, depositing a thinner e-beam resist, and finding 
the optimized exposure dose. However, some parameters were not tunable. For example, 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 This SEM is equipped with Nanometer Pattern Generation System (NPGS) for electron 
beam and ion beam lithography. 
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in that particular SEM machine, the maximum accelerating voltage was 30kV, which was 
not sufficient for high-resolution e-beam lithography. Essentially, lower accelerating 
voltage means less energetic electrons. Therefore, in order to fully expose the e-beam 
resist, the area dose (or dwell time) of the beam had to be set higher, which significantly 
reduced the resolution. Furthermore, the minimum beam size in this particular SEM 
machine was around 10nm, which was too large for achieving features smaller than 
20nm.   

Due to all these limitations, I decided to use the e-beam lithography equipment at the 
Marvell Nanolab Facilities. The e-beam lithography machine in the Nanolab is a Crestec 
CABL-9510CC Electron Beam Lithography System, with a 50kV accelerating voltage. 
This machine is specifically designed for high-resolution e-beam lithography, with a 
nominal resolution of 10nm.  

Several types of e-beam resists are commercially available. Generally, for lift-off 
purposes, positive-tone e-beam resists are used. In a positive-tone resist, the exposed 
sections of the resist dissolve in the developing solvent. For etching and other 
applications, negative-tone resist are more common. Some commercially available e-
beam resists include: 

Positive-tone:  
• Polymethyl methacrylate (PMMA): This material can be purchased under 

MicroChem 950PMMA and MicroChem 495PMMA names. Numbers show 
the polymer’s molecular weight. This product is available in different 
concentrations and solutions.  

• ZEP520A: This is a relatively new e-beam resist, which is available through 
Zeon Chemical Corp. This resist is capable of resolving very small features. 
However, the main advantage of ZEP over PMMA is in its superior 
resistance in various etchant environments, including plasma. This high 
etching resistance makes ZEP, a suitable option for the processes that involve 
etching or acidic environment. Figure 2.24 shows an e-beam dose test 
experiment on a ZEP e-beam resist layer. 

Negative-tone: 
• SU-8: This is an epoxy-based negative photoresist. Even though, SU-8 is 

very sensitive to the electron-beam, however, it does not result in high- 
resolution structures. I could repeatedly achieve 100nm feature size on SU-8.  

• XR-1541 (HSQ, hydrogen silsequioxane): This is a high-resolution negative-
tone e-beam resist, which is available through Dow Corning®. I was able to 
repeatedly achieve 10nm feature size with this resist. 

 
There is also a class of co-polymers that is used to enhance the lift-off process. The 

most well known resist in this category, is MicroChem MMA. However, when trying to 
achieve the smallest possible feature size, these co-polymers tend to drastically reduce 
the resolution. Therefore, I avoided using them when fabricating very small structures. 
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Figure 2.24: Dose test experiment of ZEP-520A e-beam resist by Crestec machine. (a) 
150 µC/cm2, (b) 180 µC, (c) 210 µC, (d) 240 µC, (e) 270 µC, (f) 300 µC, (g) 330 µC, (h) 

360 µC, (i) 390 µC and (j) 420 µC. 
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Here, I describe lithography processes, with which I achieved the best resolution 
using SEM and Crestec machines, located in the Zettl lab and the Nanolab, respectively. 
It is worth mentioning that, in order to obtain the highest possible resolution, the resist 
thickness had to be kept minimum. The trade-off is that, the lift-off of thicker metal 
layers is not possible. 
E-­‐beam	
  lithography	
  with	
  FEI	
  SEM	
  XL	
  3000	
  equipped	
  with	
  Nanometer	
  

Pattern	
  Generation	
  System	
  (NPGS)	
  
This SEM machine, which is shown in Figure 2.25, is located in LeConte Hall 87. I 

addition to NPGS, this SEM machine is also equipped with an Electron Diffraction 
Spectroscopy (EDX), and a Nano-scaled Mechanical Manipulation (Attocube Stage) 
system.  

 

Figure 2.25: FEI-SEM XL 3000 system located at 87 Birge Hall. This machine is 
equppied with a NPGS system for e-beam lithography.  

Figure 2.26 shows E-beam lithography steps. These steps are described in detail 
below:  

Cleaning	
  the	
  substrate	
  
I used acetone and IPA as cleaning agents, and nitrogen blow for drying.  
Coating	
  the	
  e-­‐beam	
  resist	
  

In order to achieve the highest possible resolution, I used 950PMMA A2 (2% weight 
in anisole). I used the spinner machine in Birge Hall 129. The coating process was 
performed at 4000 rpm, and the resulting film was 40-50nm in thickness. In order to 
enhance the lift-off step, I often spun a MMA EL 6 (6% weight in ethyl lactate) layer at 
4000rpm, under the PMMA resist. I baked the MMA at 150°C for 30 seconds, before 
spinning the PMMA. The overall thickness of the resulting MMA-PMMA bi-layer was 
120-150nm. 

Pre-­‐bake	
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The spin coating step was followed by a 15 minute bake on hot plate at 180°C. 
Depositing	
  gold	
  nanoparticles	
  for	
  focusing	
  purposes	
  

If the substrate is fully clean, the coated resist surface becomes completely flat and 
feature-less, which is required to achieve the best possible resolution. However, it is 
extremely difficult to focus on the surface of a flat film of e-beam resist. Since a perfect 
beam focus is essential in high-resolution e-beam lithography, while the sample was on 
the hot place, I manually dropped cast a small amount of a solution containing gold 
nanoparticles (Sigma Aldrich, Gold Nanoparticles, 10nm diameters in IPA) on the 
substrate corners. Subsequently, the resulting gold nanoparticles were used as focusing 
features.  

Beam	
  alignment	
  and	
  measurement	
  	
  
Perfect alignment of the beam is critical in achieving high-resolution lithography. 

Specifically, lens misalignments and stigmations have to be minimized. When perfectly 
aligned, the beam has the minimum size, and it is perfectly circular in shape. Next, I 
measured the beam current by magnifying the beam into a faraday cup, which collects all 
electrons in the beam. I repeated this procedure for all spot sizes. I normally used spot 
size 1 for the smallest features (100nm or less), spot size 3 for few-micron size features 
(5µm or less), and spot size 5 for large features, like contact pads. The typical current 
value for spot size 1 was 30pA.  

NPGS	
  setup	
  and	
  writing	
  
The NPGS software took a DesignCAD file, containing the desired pattern, and 

accordingly, sent commands to the SEM software. These commands controlled the beam 
shutter, beam deflection and the stage position. In order to align the new patterns with the 
previously made features, a picture of the sample can be incorporated in the DesignCAD 
file. Typically, I used a network of crosses as alignment marks. While setting up the 
NPGS software, I defined area that alignment marks were to be found, and their 
respective shapes. The NPGS searched the defined area for alignment marks, and 
automatically rotated and translated the whole design accordingly. 

Spot Spacing Area Dose 

Spot 1 15nm 350 µC/cm2 

Spot 3 50nm 400 µC/cm2 

Spot 5 100nm 400 µC/cm2 

Table 2.1: The optimum value of area dose and line spacing, the two key parameters in 
the NPGS e-beam lithography process. These parameters are adjusted for the SEM 

machine in the Zettl group. 
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The two key parameters to set up, when writing patterns with the NPGS, are area, 
dose and spacing between exposures. Table 2.1 summarizes the optimum parameters for 
each spot size. 

Before starting the NPGS program, I corrected the tilting error by manually focusing 
on four corners of the sample, using the deposited gold nanoparticles, and saving the 
resulting focusing information in the NPGS software. With this data, the NPGS software 
calculated the X-Y focus correction matrix. This step is critical, because without a perfect 
focus, high-resolution e-beam lithography is not possible. 

Developing	
  the	
  exposed	
  resist	
  	
  
I used a 1:3 mixture of MIBK-IPA, which is available for purchase from 

MicroChem. A 30 seconds soaking in this solution at room temperature was sufficient to 
completely develop the pattern. 

Depositing	
  the	
  thin	
  films	
  	
  
For a successful and clean lift-off step, the film thickness had to remain smaller than 

half of the resist thickness. On the MMA-PMMA bilayer resist, I usually deposited a 50-
60nm thin film. The deposited films were Ti-Au or Cr-Au bilayers as metal contacts, or 
TiO2-Ti as periodic potential. 

Lift-­‐off	
  
Acetone is an effective solvent of PMMA and MMA. I usually immersed the sample 

in an acetone beaker and kept it overnight. Then, the sample was rinsed in acetone-IPA 
flow, and blew dry in nitrogen. 
 

 

Figure 2.26: The e-beam lithography process for a MMA-PMMA bilayer resist. 
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E-­‐beam	
  lithography	
  with	
  Crestec	
  CABL-­‐9510CC	
  Electron	
  Beam	
  Lithography	
  
System	
  

This machine is located in the 3rd floor of the Marvell Nanolab Facilities, and is 
shown in Figure 2.27. Crestec is “a high precision e-beam lithography tool (writer) 
capable of resolving 10nm features” [28].   

 

Figure 2.27: Crestec e-beam lithography machine, located in the UC Berkeley Marvel 
nanolab facilities. This machine is capable of resoliving 10nm features [28]. 

The majority of e-beam lithography process with Crestec is similar to that of FEI 
SEM XL 3000: 

Cleaning	
  the	
  substrate	
  
As described above. 
Coating	
  the	
  e-­‐beam	
  resist	
  

I used Headway spinner machine to coat the substrate with PMMA or MMA. I used 
the following pre-programmed recipe: 

1. First ramp: 500rpm to 4000rpm in 3 seconds 
2. Main spin: 4000 rpm for 60 seconds 

Also, I experimented with HSQ 2% negative-tone e-beam resist. I spun HSQ at 
5000rpm for 60 seconds with no co-polymer layer.  

Pre-­‐bake	
  
The pre-bake process for PMMA and MMA was similar to the one described above. 

However, I baked HSQ 2% for 4 minutes at 80 °C.  
Depositing	
  gold	
  nanoparticles	
  for	
  focusing	
  purposes	
  

This step was not necessary in Crestec machine, because it was equipped with a 
built-in sample containing gold nanoparticles, which can be used to fine tune the 
stigmation and focus.  

Beam	
  alignment	
  and	
  measurement	
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Crestec is equipped with a laser feedback system to compensate for X-Y focus 
misalignment. Perfect alignment of the beam could be verified, by focusing the beam on 
an arbitrary spot of the PMMA surface, and image the result after a few seconds; the 
mark left by the beam on the surface had to be a completely well-defined circular shape. 

Crestec	
  setup	
  and	
  writing	
  	
  
When the beam was properly aligned, I setup the software, by determining the beam 

current value, with which I waned to write the patterns and the dwell time. For small 
features, I set the current at 50pA or 25pA. The dwell time was determined by 
performing several dose test experiments, to find the optimum condition for my 
experiment. 

The alignment procedure in Crestec was performed with a joystick system, which 
was used to position the center of the each alignment mark, at the center of screen. The 
entire alignment process was performed twice. 

Developing	
  the	
  exposed	
  resist	
  
The process for developing PMMA and MMA resists was similar to the one 

described above.  
For developing HSQ resists, I used Tetramethylammonium hydroxide TMAH 25% 

solution in water. The samples were soaked in this solution for 30 seconds, and rinsed 
with DI water for 90 seconds, and followed by a blow dry in nitrogen. 

Post-­‐bake	
  
PMMA and MMA layers do not need any post-bake treatment. However, I baked 

HSQ resists for 2 minutes at 120°C, in order to further enhance their physical structure, 
and increase their resistance in the plasma etch step. 

Thin film deposition and lift-off processes were done as described previously.  

2.2.5 Metal-Oxide multi-layer stack 
I also experimented with other approaches in order to achieve a one-dimensional 

periodic potential, with the spatial period of ~10nm. One such approach was a multilayer 
stack of metal and oxide layers. A schematic of the process is shown in Figure 2.28. This 
fabrication process was conducted in collaboration with Dr. Jiyoung Chang, a post-
doctoral fellow at Zettl group.  

In this process, the graphene device was fabricated on the side of the stack structure, 
and the superlattice applied the desired one-dimensional potential on graphene. Key 
parameters in this fabrication procedure were the type of materials used in the stack, the 
number of layers, and the thickness of each layer. 
Material	
  	
  

The main challenge was to choose a metal and oxide combination, which when stack 
up, had the minimum amount of stress. The stack made out of chromium and silicon 
dioxide combination showed a high amount of stress residue, which caused the entire 
stack to peel off. We also experimented with yttrium and titanium dioxide combination, 
and yttrium and silicon dioxide combination. These combinations showed high stress 
residue as well.  
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Figure 2.29 shows the intrinsic stress in chromium, iron, and titanium thin films as a 
function of thickness [29]. Titanium thin film is known to have a small amount of stress 
residue. Therefore, titanium and titanium dioxide combination was used in the multi-
layer stack structure. 
Film	
  thickness	
  

Practically, the metal and oxide layer thickness could be as thin as desired. However, 
for a periodic potential structure with a very small periodicity, the gate thickness (i.e. the 
space between the gate and graphene sheet) needed to be very small as well. A quick 
simulation showed that the thickness of the gate oxide had to be at least half of the 
distance between the metal layers, in order to have a significant charge separation on the 
graphene. In other words, for the charge concentration under metal layers to be twice as 
the charge concentration under oxide layers, the gate thickness had to remain very small. 
We were not able to grow a thinner than 5nm gate oxide, which had a low-leakage; 
therefore, the superlattice layer thickness was set to be twice that value, or 10nm. 
Number	
  of	
  the	
  layers	
  

By consulting with Prof. Louie’s group, who first proposed the theory of periodic 
potential effect on graphene, the number of layers was set to be more than 30 metal 
layers, or 60 layers total.  

After fabricating the metal-oxide superlattice, and before transferring the graphene 
sheet a freshly cleaved surface was needed to expose. However, simply dicing the 
structure, was not an option, because it resulted it would blend the layers together. The 
best result was obtained by breaking the sample. In this method, first, using a diamond 
scriber, two deep marks on two far ends of the sample were created. Then, the sample 
was placed on a surface with small step, and by applying force on the floated part the 
sample was broken in half. The two resulting substrates have a smooth and well-defined 
metal-oxide superlattice on their cross section. 

Before transferring the graphene sheet, the multi-layer stack had to become 
electrically separate from the graphene. Therefore, a thin oxide layer was deposited on 
the cross section. This oxide layer acted as the gate oxide. 

At first, we experimented with a 5nm zirconium dioxide (ZrO2) layer, deposited 
using Atomic Layer Deposition (ALD) technique. I used the ALD system at Prof. Javey’s 
lab, and collaborated with Mahmut Tosun, a PhD student in that research group. 
However, the resulting ZrO2 film showed large gate leakage. Next, yttrium oxide was 
tested. Several groups have been able to grow this material by oxidizing thin films of 
yttrium on hot plate. The resulting yttrium oxide films have shown to act as high quality 
gate oxides with low leakages []. We deposited a 2-3 nm yttrium film using e-beam 
evaporation technique, and then, oxidized it on a hot plate at 200 °C for one hour in air. 
The preliminary results of this approach were promising. However more experiments 
were needed to confirm the low gate leakage claim. 
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In order to successfully transfer graphene sheets on the narrow side, a long drying 
step was required, which ensured an adequate adhesion between the graphene layer and 
the gate oxide. Raman Spectroscopy was used to verify the successful transfer of 
graphene layer.  

In order to pattern electrical contacts, the side of the substrate had to be coated with 
PMMA e-beam resist. However, standards spin coating on the narrow side of the silicon 
wafer was not possible. In order to overcome this issue, a PMMA layer, spun on another 
substrate (e.g. copper) was transferred on the side of the substrate. The transfer method 
was similar to graphene transfer described in section xxx, except no graphene layer was 
present between copper and PMMA. The transferred PMMA layer was flat, and uniform 
across the sample edges. Then, electrical contacts were fabricated using standard e-beam 

 

Figure 2.28: The fabrication process of a metal-oxide superlattice structure, and the 
graphene device. (a) A metal-oxide superlattice was fabricarted by sequential 

deposition of metal and oxide films. (b) A graphene layer was transferred to the side 
of this superlattice structure. The supper lattice applied the periodic potential. (c) 

Metal contacts were patterned on the graphene layer. 
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lithography and lift-off techniques. Finally, The electrical properties of the device were 
measured in a cryogenic probe station. 

 

 

Figure 2.29: The intrinsic stress of chromium, iron and titanium thin films as a 
fucntion of thickness [29]. 
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2.3 Results and Discussion 

2.3.1 Sub 15nm e-beam lithography 
The first step of lithography was to deposit the large metal pads. A bilayer of titanium 

and gold, with 5nm and 45nm respective thicknesses, was patterned using the lift-off 
technique. Figure 2.29 shows Scanning Electron Microscopy (SEM) images of typical 
metal pad structures, which were made using the SEM machine equipped with the NPGS 
software at the Zettl lab. E-beam evaporation and lift-off processes were also conducted 
at the Zettl lab. 

   

Figure 2.29: SEM micrograph showing the metal contact pads for two different graphene 
devices. After removing the graphene layer from unwanted areas, the periodic potential 

was fabricated at the center of the pads. 

Figure 2.30 summarizes the four possible structures for a graphene supperlattice 
device, fabricated by e-beam lithography techniques. Since dielectric constant of oxides 
(i.e. 80 for TiO2 layers) were larger than air, among the four candidates, the device 
structure shown in Figure 2.30 (a) had the strongest charge modulation effect on 
graphene layer. Device structures shown in Figure 2.30 (b), (c), and (d), were easier to 
fabricate. However, due to the electric field expansion between the gate metal and the 
graphene layer, they show a significantly smaller modulation effect.  

After fine-tuning the Crestec parameters thoroughly, and conducting several dose test 
experiments, I was able to obtain smaller than 15nm features on PMMA e-beam resists. 
However, in order to fabricate the desired periodic potential, a successful lift-off step of 
an oxide-metal bilayer was required. This bilayer was meant to act as the gate structure. 
Therefore, the key challenge in fabricating the oxide-metal bilayer device structure 
(Figure 2.30-a) was to resolve the sub 25nm features in the lift-off step. Figure 2.31 
shows the lift-off result for 25nm and 15nm wide line structures. As shown in this image, 
no well-defined below-25nm structures could be fabricated with this technique.  
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a)  

 

b)  

 

d)  

 

e)  

Figure 2.31: Four proposed strucutres for a graphene superlattice device. (a) Nanometer 
sized (10-15 nm wide) bi-layers of oxide-metal fabricated with a lift-off technique. (b) 

Metal fingers formed on a film of gate oxide. (c) HSQ fingers fabricated on a film of gate 
oxide and a thin film of metal covers the entire strucutre. The potential modulation comes 
from the difference in the effective dielectric constant of the regions with and without the 

HSQ fingers. (d) HSQ fingers acts as the etching mask to form fingers on a second 
graphene layer which is transferred on the gate oxide. The second graphene layer, 

provides the periodic potential for the other graphene layer underneath. 

The device structure shown in Figure 2.30 (b) was easier to lift-off. In this process, 
first, the graphene layer was covered with a 3-5nm thick gate oxide using the ALD 
technique. Next, sub 20nm narrow metal lines were patterned on top of the oxide layer. 
However, since in this case, the surface underneath the e-beam resist is an insulating 
oxide, the resulting lithography resolution was degraded. Figure 2.32 shows 25nm, 20nm, 
and 15nm wide line, fabricated from titanium on a graphene sheet, covered with a 3nm 
aluminum oxide thin film. Therefore, no smaller than 20nm lines was achieved in this 
structure as well.  
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Figure 2.33 shows the SEM image of 25nm wide lines of HSQ 2% negative resist, 
patterned on a SiO2 substrate, using the Crestec machine at the UC Berkeley Nanolab 

  

Figure 2.31: The lift-off results from a 30nm thick bi-layer of Cr-Au on a graphene 
sheet for (a) 25nm and (b) 15nm wide line structures. 

a)	
   b)	
  

 

  

Figure 2.32: (a) 25nm, (b) 20nm and (c) 15nm wide linse, fabricated from titanium, 
using lift-off technique. The substrate is a graphene sheet covered with a thin oxide 

film. 

b)	
   c)	
  

a)	
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facilities. For the optimum results, when the beam current was 50pA and 60000 dots per 
60µm were exposed, the beam dwell time was tuned at 36µs. Figure 2.34 show results 
from the dose test experiment on HSQ 2% e-beam resist, using the Crestec machine. 

 

Figure 2.33. 15nm HSQ lines, written on a graphene sheet, using Crestec nanolithography 
tool at the UC Berkeley Nanolab facilites.  

Finally, Figure 2.35 shows 15nm wide lines, patterned with HSQ on a graphene sheet. 
Due the excellent electrical conductivity of graphene, very high-resolution e-beam 
lithography was possible. Therefore, fabrication of sub-15nm lines of HSQ 2% on 
graphene layers was a proof of concept that the structure shown in Figure 2.30 (d) was  

 

Figure 2.35: The SEM micrograph of 15nm lines of HSQ 2% on graphene using e-
beam lithography technique. 
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Figure 2.36: Dose test result on a HSQ 2% resist film, with 50 pA beam current using 
Crestec machine in the UC Berkeley Nanolab facilites. The images are of 20nm HSQ 

lines wirtten with 42 µs (a), 40 µs (b), 38 µs (c), 36 µs (d), 34 µs (e), 32 µs (f), 30 µs (g), 
28 µs (h), 26 µs (i), 24 µs (j) dwell time. 

a)	
   b)	
  

c)	
   d)	
  

e)	
   f)	
  

g)	
   h)	
  

i)	
   j)	
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The most reliable method that was used to verify a successful transfer of graphene 
single layers, and approximately measure their quality was Raman spectroscopy. Figure 
2.36 shows a typical Raman spectrum, measured form a single layer graphene. The 
graphene layer was synthesized with the CVD method on copper foil, and was 
subsequently transferred to a SiO2 substrate. In this measurement, the wavelength of 
Raman laser was 514nm. The larger peak is the 2D peak, which is located at 2680 cm-1, 
and the smaller peak is the G peak, and it is located at 1585cm-1. The G-peak height is 
nearly one third of the 2D peak height.  

 

Figure 2.36: Raman spectrum of a single layer graphene, transferred on a Si-SiO2 
substrate. The spectrum was measured with a 514nm laser. 

Figure 2.37 shows typical Id versus Vg characteristics of a single layer graphene 
device at different Vds. The measurement was performed before fabricating the potential 
superlattice, and at room temperature. The V shape Id-Vg curve is the signature of 
graphene devices. The device has its maximum resistance (~350KΩ) at the Dirac point. 

 

 

Figure 2.37: Id versusVg for a typical graphene device at room temperature, measured 
before fabricating the potential superlattice. 
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2.3.2 Metal-Oxide multilayer stack system  
All experiments in this section were performed in collaboration with Dr. Jiyoung 

Chang.  
Figure 2.39 displays the cross section SEM image of a metal-oxide superlattice, 

fabricated by stacking 90 layers of chromium and 90 layers of Al2O3, alternatively. The 
thickness of each layer is 7-7.5 nm, and the entire superlattice thickness is 1350 nm. Cr 
and Al2O3 layers were deposited using an e-beam evaporation system, without breaking 
the vacuum. Figure 2.3 shows that the side surface of the sample as not smooth at edges, 
and thus, the surface was not suitable for transferring the graphene layer, and the 
subsequent e-beam lithography steps. We were able to further improve the surface 
roughness by breaking the silicon wafer along its crystallographic orientation. 

   

Figure 2.39: SEM micrograph of a metal-oxide superlattice consists of 180 layers of Cr 
and Al2O3. The thickness of each layer is 7-7.5 nm. 

At the time of writing, this project was still underway. Graphene transfer and electrical 
contact lithography steps had been completed, and low-temperature electrical 
measurement in a Cryogenic Probe Station was in progress.  

2.3.3 Conclusion and future experiments 
The desired structure to observe the superlattice effect in graphene, fell within the 

nominal resolution range of the accessible lithography systems. However, the nominal 
resolutions are usually measured in an ideal situation, where the substrate is very 
conductive, and the e-beam resist is ultra thin. Among the proposed structures, shown in 
Figure 2.31, the configuration in Figure 2.31 (d) was the most promising one. In this 
structure, electron beam creates the periodic potential on a very thin HSQ layer, which is 
coated on a graphene layer - a highly conductive substrate. In addition, no lift-off step is 
required in this method. At the time of writing, this method was also being pursued.  
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Chapter 3 

Other experiments 

3.1 C60 filled carbon and boron-nitride nanotubes 

Joseph Jankowski, an undergraduate student researcher at the Zettl lab, helped me 
with all experiments described in this chapter. 
Motivations	
  

The superconductivity behavior of alkali-metal compounds of fullerene (C60) has 
been known since 1991 [1-2]. For example, K3C60 and Rb3C60 crystals show 
superconductivity transitions at Tc of 20.3 K and 30.5 K, respectively [3]. However, the 
underlying mechanism of this phenomenon is still a point of debate, and several theories 
have been proposed [3]. Since the superconductivity effect is closely related to the energy 
and types of phonons in a material, low-dimensional structures with altered phonon 
spectrum are an effective medium to study and analyze the superconductivity behavior. 
The goal in this project was to fabricate a one-dimensional chain from C60 molecules, and 
then, dope them with potassium or rubidium atoms. The result would be a one-
dimensional K3C60 or Rb3C60 structures. In order to achieve such one-dimensional 
structure, C60 molecules were intercalated inside nanotubes. In Figure 3.1 shows the 
schematic of a double helix structure, made from C60 molecules inside a nanotube [4]. 
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The nanotube could be made out of carbon, or boron-nitride, and also, it could be a 
single-wall or a multi-wall structure. 

 

Figure 3.1: A double helix structure created by C60 molecules inside a nanotube. The tube 
could be made out of carbon or boron-nitride [4]. 

While using carbon nanotube would allow us to easily create electrical contacts with 
the C60 chain, the highly conductive graphitic tube walls could interfere with the transport 
measurement. In the same way, while using boron-nitride nanotubes would have the 
advantage of making C60 chains electrically insulated, it could complicate the fabrication 
of electrical contacts with the chains. Therefore, in order to compare the effect, I 
fabricated device structures, with both, carbon and boron-nitride nanotubes,. 
Fabrication	
  process	
  

Since, most typical carbon nanotube growth methods result in capped carbon 
nanotubes, before filling multiwall carbon nanotubes with C60 molecules, first, tubes had 
to become uncapped. 

In order to open the caps, carbon nanotubes were oxidized at around 600°C for 10 
minutes in air. The exact length of oxidation was critical, because, short oxidation steps 
left most nanotubes capped, while long oxidation steps destroyed the entire, or a 
significant portion of nanotubes. In addition, the oxidation temperature and duration were 
strong functions of carbon nanotubes quality. For example, opening the cap in high 
quality tubes, created by arc-discharge method at the Zettl lab, was very challenging. The 
oxidation process was monitored using a Thermogravimetric Analyzer (TGA) system at 
the Zettl lab, where the sample total mass was monitored during the course of oxidation.  

In the gas form, C60 Molecules are attracted by nanotubes through van der Waals 
force [5]. Therefore, the previously un-capped carbon nanotubes, and C60 crystals (99.5% 
purity from Sigma Aldrich) were placed in a 1/4” quartz tube. Then, using a vacuum 
pump, the quartz tube was pumped down to 10-5 Torr, and was sealed using a hydrogen 
torch. The resulting quartz ampule was placed in a box oven at 570°C for 36 hours. The 
vapor pressure of C60 in this condition is 1-100 mTorr [6]. Next, the amplues were left to 
cool down to the room temperature, and C60-filled nanotubes were removed.  

Transmission Electron Microscopy (TEM) analysis showed full and partially filled 
nanotubes, fabricated with this method, which is depicted in Figure 3.2. In order to 
protect C60 molecules from the TEM high-energy electron beam while imaging, a lower 
accelerating voltage (80kV as opposed to 100kV) was set.  
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Figure 3.2: TEM images of multi-wall carbon nanotubes filled with C60 buckyballs. The 
scale bars are 10 nm. 

After TEM examining the samples by TEM, C60 filled carbon nanotubes were 
dispersed in an Isopropanol Alcohol (IPA) solution, with an ultrasound dispersion tool 
for one hour. Next, by coating at 2000 rpm, carbon nanotubes were transferred to a 
silicon substrate with a 300nm SiO2 layer, and pre-patterned alignment marks. Then, 
SEM technique was used to find and map C60 filled nanotubes on the substrate. Finally, 
metal contacts were patterned by e-beam lithography technique. In addition, in order to 
verify the existence of C60 molecules inside tubes, silicon-nitride Si3N4 membranes were 
used as the substrate, which allowed TEM examination of nanotubes. 

Figure 3.3 shows the SEM micrograph of the final structure of a C60 filled carbon 
nanotube device, made on a silicon-nitride membrane. Electrical contacts were made 
from titanium-gold bi-layers. Electrical measurements on the device were conducted in 
the Zettl group’s cryogenic probe station, located at 67 Birge Hall. 
Further	
  experiments	
  

At the time of writing, the electrical measurements of C60 filled carbon nanotubes 
were in progress. Similar device structures with boron-nitride nanotubes instead of 
carbon nanotubes were also fabricated.  

Theoretically, C60 chains require a substantial amount of extra electric charge1 in 
order to become superconductor. In this experiment, the applied field from the back-gate 
provided the extra charge. 
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a)	
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Figure 3.3: C60 filled carbon nanotube devices made on a 20nm thin silicon-nitride 
membrane. The metal contacts are a Ti-Au bi-layer. 
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3.2 Single boron-nitride nanotube optical waveguide and transducer 

Motivations	
  
Nanoelectromechanical systems in general, and nano-scale cantilevers in particular 

hold the world’s record of sensitivity in measuring displacement [7], force [8], and mass 
[7,9,10]. However, they usually suffer from bandwidth [11-12], or optical diffraction [13-
14] limits. This project was based on a report in which, a nano-scale silicon 
nanocontilever transducer was fabricated. Due to the non-interferometric mechanism of 
transduction in this structure, it did not suffer from the diffraction limit [15]. Figure 3.4 
shows the device structure.  

 

Figure 3.4: (a) “Optical microscope image of the photonic circuitry, showing the 
nanomechanical cantilevers in the centre and the two grating couplers at the ends of the 

waveguides.” (b) “SEM image of the end-to-end coupled waveguide nanocantilever 
devices. The inset shows how the ends of the nanocantilevers are offset by 25 nm in the 

out-of-plane direction. The waveguide cross-section is 500×110 nm2” [15] 

Due to the high Young’s modulus, and the low mass density of nanotubes, they tend 
to be superior candidates as nano-cantilevers. However, since this type of transducer was 
an optomechanical system, a large band gap material (i.e. boron-nitride nanotube) was 
required. The diameter of a typical multiwall boron-nitride nanotube is significantly 
smaller than the silicon nano- cantilever used in the reported experiment2. Therefore, in 
order to verify that the boron-nitride nanotubes were able to act as optical waveguides, I 
fabricated a similar structure, but with no gap in the middle. I used a single boron-nitride 
nanotube, and in order to compensate for the smaller nanotube cross-section, I performed 
the experiments with lasers in the visible range3. 
Fabrication	
  Process	
  

The device structure consisted of two optical waveguides, attached to a single boron-
nitride nanotube, which is located in the center. In order to couple the incoming laser 
beam to the optical mode of waveguides, optical couplers were created at each 
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  The	
  silicon	
  nanocantilever’s	
  cross-­‐section	
  was	
  110×500	
  nm2,	
  and	
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  of	
  a	
  
typical	
  boron-­‐nitride	
  nanotube	
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  30-­‐100	
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waveguide’s end. The laser beam entered one of waveguides through its optical coupler, 
and after passing through the boron-nitride nanotube and the second waveguide, exited 
from the following coupler, and was detected by a CCD, or a photodetector device. 

I replicated the same waveguide structure that was used in ref. 15. However, I 
experimented with different materials in the waveguide structure.  Table 3.1 shows a list 
of experimented materials and their corresponding energy gap, and refractive index.  

 

Material  Gap (eV)  n  

Al2O3 8.8  1.63  

TiO2 3.5  2.45-2.9  

ZrO2 5.8  2  

SU-8 In UV 1.57 

Table 3.1: Comparison between materials that was tested for the optical waveguide body. 
The structure guided the optical beam to, and from the boron-nitride nanotube. 

In order to achieve a high-quality waveguide, it has to be created from high 
refractive index materials, with small surface roughness. Among the tested materials, SU-
8 had the lowest refractive index. However, using SU-8 significantly simplified the 
fabrication process by eliminating the lift-off step. SU-8 is a negative tone e-beam and 
photoresist. Therefore, after examining all the materials listed in table 3.1, SU-8 polymer 
was selected as the waveguide material. 

In order to fabricate the device, first, I dispersed the boron-nitride nanotubes 
(BNNT), by sonicating BNNTs in IPA for one hour. Then, I transferred the tubes to a Si-
SiO2 substrate with pre-patterned alignment marks, by spin coating at 2000 rpm. Next, 
SU-8 waveguides were attached to boron-nitride nanotubes, using e-beam lithography 
technique. The rectangular shape at each waveguide’s end is an optical coupler, which is 
responsible to match the incoming light to the proper waveguide’s optical mode.  

Boron-nitride tubes in this experiment were 10-20μm in length, and 50-100nm in 
diameter. The thickness of the SU-8 layer was around 300 nm.  
Results	
  and	
  Future	
  Experiments	
  

Figure 3.5 shows typical waveguide structures, fabricated from the materials 
mentioned in Table 3.1. Figure 3.6 is the AFM image of a device made from ZrO2 (a) and 
TiO2 (b,c). As displayed in Figure 3.6, the resulting oxide layers, deposited with the ALD 
machine built in the Zettl lab, exhibited a poor surface roughness. Figure 3.7 shows the 
final structure of the device, made with SU-8 waveguides, which is connected to a boron-
nitride nanotube at the center.  

Optical measurement experiments were conducted at the Prof. Wang’s lab in Physics 
Department. The measurement setup consisted of a stage to mount the sample, a 514 nm 
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laser, and a CCD detector. The laser beam was focused on one of the couplers with a 30° 
angel. The output was detected from the other waveguide using the CCD camera. 

  

Figure 3.5: Waveguide structures made from ZrO2 (a) and Al2O3 (b). Oxide layers were 
deopisted by ALD technique, and waveguide structures were formed using the lift-off 

method.  

 

 

 

 

Figure 3.6: AFM analysis of oxide layers deposited with a ALD technique. 30 nm layers 
of ZrO2 (a) and TiO2 (b and c) show large surface roughnesses. The inset in (c) is the 

height profile along the red line. 

a)	
   b)	
  

a)	
   b)	
  

c)	
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Figure 3.7: SEM micrograph of the waveguide device structure. Two SU-8 waveguides 
are connected to a 10 µm long boron-nitride nanotube at the center.  

Figure 3.8 shows the output as measured by the CCD camera, from the device shown 
in Figure 3.7. The same experiment was conducted on a similar device, except with no 
BNNTs. This result shows that a single boron-nitride nanotube is able to perform as an 
optical waveguide. However, in order to calculate the energy loss in the waveguide, a 
more quantitative analysis was required. Energy loss measurements could be conducted 
with photodetectors by measuring the output beam power, and compare it to the source 
power. The next step in this project was to measure the boron-nitride waveguide device 
with a photodetector, and find the energy loss. 

 

Figure 3.8: The output signal from the second SU-8 waveguide, detected by a CCD 
camera, confirmng that the beam was able to pass through the BNNT. 

 
In addition, other experiments such as etching the underneath substrate to suspend 

the boron-nitride nanotube, fabricating a single-clamped BNNT cantilever, by leaving a 
small gap between the nanotube and one of waveguides, and measuring the sensitivity of 
the resulting device as a mass, or a force sensor. 

a)	
   b)	
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