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Abstract

Advanced Architectures for Efficient mm-Wave CMOS Wireless Transmitters

by

Jiashu Chen

Doctor of Philosophy in Engineeing - Electrical Engineeing and Computer Sciences

University of California, Berkeley

Professor Ali M. Niknejad, Chair

With fast growing consumer demand for high speed mobile data capacity, wireless spec-
trum has become increasingly precious. This drives the evolution of the personal wireless
communication, with new standards developed to improve the spectral efficiency. However,
the available spectrum below 10GHz is very limited and packing more bits per second into
the same bandwidth requires larger energy consumption as well as more stringent radio and
MODEM performance. As a result, such an approach is not sustainable for meeting the
future demand. A natural path is to move into higher frequency bands which have larger
spectrum bandwidth but less commercial usage. Recent years have witnessed vast tech-
nology development on V-band (60GHz) Wireless Personal Area Networks (WPAN) and
E-band (80GHz) point-to-point cellular backhauls. Meanwhile, the advancement of low-cost
CMOS technologies enables researchers to significantly improve the integration level of high
speed mm-wave radios with traditional analog and digital circuitry. However, current mm-
wave radio transmitters suffer from short communication distance and low energy efficiency.
This is mainly caused by the reduced performance of the CMOS transmitters employing
traditional Power Amplifiers (PAs) that suffer from low transistor breakdown voltage, low
power gain and poor back-off characteristics. This dissertation investigates the challenges of
designing efficient mm-wave transmitters for both long range and short range applications,
and proposes concepts and techniques that can potentially break the barriers imposed by
the low cost digital CMOS process. The scope of investigation and proposal extends from
the architecture level down to the transistor level. Specifically, on-chip and spatial power
combining techniques are analyzed and implemented to achieve larger transmitter Equiva-
lent Isotropically Radiated Power (EIRP). To enhance the average efficiency for modulated
signals with high Peak-to-Average-Power-Ratio (PAPR), a direct digital-to-RF conversion
architecture is proposed and implemented, enabling dynamic DC power scaling. Finally, a
Quadrature Spatial Combining concept is introduced to eliminate the tradeoff between low
insertion loss and high isolation present in a traditional Cartesian architecture with on-chip
signal combiners. Prototype chips are fabricated and tested in 65nm CMOS technology to
verify the proposed architectures and techniques.
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Chapter 1

Introduction

Since the global smartphone revolution, the consumer demand for wireless data capacity
has been rocketing. The percentage of Internet traffic coming from mobile devices has
increased dramatically from less than 1% in 2009 to more than 20% in 2012, and it’s predicted
that the mobile data traffic volume will grow 15 times within the next five years (Fig. 1.1) [1].
This increasing data demand constantly drives the evolution of the wireless communications,
with new standards being developed to provide higher speed and larger capacity. In less than
a decade, the data rate of both WiFi and cellular networks have increased from less than
1Mbps to more than 100Mb/s today. This is mainly achieved by using larger radio bandwidth
and obtaining higher spectral efficiency. For example, the 802.11g standard utilizes 20MHz
bandwidth with 64QAM modulation scheme whereas the draft 802.11ac standard utilizes
160MHz bandwidth with highest modulation scheme of 256QAM, which results in 16 times
data rate improvement. However, the available spectrum below 10GHz is very limited and
packing more bits per second into the same bandwidth requires larger energy consumption as
well as much more stringent radio and modem performance. As a result, current approaches
may not be sustainable for meeting the future demands.

In contrast, the mm-wave frequency band has much larger spectrum bandwidth but
very minimum commercial usage. In recent years, much effort has been made to utilize the
advantages of the mm-wave frequency band. One example is the development of the 60GHz
Wireless Personal Area Networks (WPAN). The 7GHz unlicensed bandwidth provides 10
times speed improvement compared to the current 802.11n standard, and therefore enables
various new applications such as wireless HD video streaming, instant data synchronization.
Another example is the E-band (71-76GHz, 81-86GHz) cellular backhaul. Compared to
current wireless backhaul systems which use congested frequency bands below 38GHz, the
E-band backhaul not only improves the data rate by at least 4 times, but also enables
spectrum reuse due to the narrow beam feature of the long distance mm-wave transmission.

The ubiquitous deployment of mm-wave wireless communications is made possible by
the low cost integrated Complementary Metal Oxide Semiconductor (CMOS) solution. Tra-
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Figure 1.1: Predicted mobile traffic growth

ditionally all the mm-wave radios are implemented by discrete components or compound
semiconductor based Monolithic Microwave Integrated Circuits (MMICs), which are not
only expensive but also limited in capabilities. Due to process scaling, CMOS technology
which was mainly used for digital computations and certain low frequency analog circuits,
is now capable of operating at speeds in excess of 100GHz. According to ITRS roadmap
for RF CMOS technology as shown in Fig. 1.2, the maximum transit frequency (fT ) will
reach 1THz by the end of this decade [2]. Taking full advantages of the increasing tran-
sistor speed, researchers are now able to design circuit blocks and complete transceivers
in the mm-wave frequency domain using bulk CMOS. In the past decade, a clear trend is
seen that engineers have been aggressively pushing the envelope of mm-wave CMOS design,
demonstrating sources and detectors beyond 500GHz and fully integrated transceivers close
to 300GHz (Fig. 1.3).

In spite of the glory that the circuit frequency world record is being set every year,
the mm-wave CMOS radios today have fairly short communication range. The reasons are
two fold. First, the path loss increases with the frequency and therefore larger Equivalent
Isotropically Radiated Power (EIRP) is needed at higher frequency to cover the same amount
of transmission distance. Second, due to low transistor breakdown voltage and parasitic
loss, CMOS transmitters have much inferior power delivery capability at higher frequencies,
limiting the achievable output power and EIRP. In addition to short link distance, current
CMOS mm-wave radios also have very poor energy efficiency, particularly on the transmitter
side. The efficiency of current mm-wave transmitters is only about 20% to 30% of WiFi and
celluar transmitters in the sub-10GHz frequency range. Among many factors that cause this
phenomenon, low transistor breakdown voltage, low power gain and large passive loss are
the major contributors.

What’s worse? To obtain better spectrum efficiency and immunity to multipath effect,
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modern communication modulation schemes use high order QAM and Orthogonal Frequency
Division Multiplexing (OFDM). As a result, the modulated radio signal usually has fairly
high Peak-to-Average-Power-Ratio (PAPR), which means the transmitter has to back-off
from its peak output power level. For a linear transmitter, which has been the default choice
for almost all mm-wave radios, the power efficiency decreases linearly with output power
level, therefore the average efficiency diminishes very quickly when the transmitter backs
off from its peak momentum. As an example, a typical linear mm-wave transmitter with
10% peak efficiency will only have 2.5% average efficiency at 6 dB back-off when delivering
modulated signals. This means for every 100W of power consumed, 97.5W are being wasted.
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The same back-off characteristic exist for WiFi and cellular counterparts, however since
the peak efficiency is much higher, the average efficiency is also proportionally better. In
addition, various average efficiency enhancing techniques have been introduced at both the
architecture level and the circuit level for WiFi and cellular transmitters, demonstrating
remarkable improvement. In contrast, there is much less similar endeavor at the mm-wave
domain, mainly due to the difficulty of adopting existing architectures and techniques.

This dissertation investigates the challenges of designing efficient mm-wave transmitters
for both long range and short range applications, and proposes concepts and techniques that
can potentially break the barriers imposed by the low cost digital CMOS process. The scope
of investigation and proposal extends from the architecture level down to the transistor level.
Indeed it’s shown that the holistic optimization for a particular application at different design
hierarchies is the key to achieving overall energy efficiency. The important contribution of
this dissertation is summarized below.

1. The fundamentals of the CMOS process are analyzed from mm-wave radio designers’
perspective. Bottlenecks have been identified that prevent the implementation of high
performance mm-wave transmitters.

2. The traditional Class-E/F switching amplifier family has been extended with the po-
tential benefits explained.

3. mm-Wave on-chip power combining techniques are analyzed. A compact and low-loss
solution is proposed to enhance the output power of single-element transmitters. An
optimization procedure is outlined and the theoretical limits are predicted.

4. The general design procedure for mm-wave linear Power Amplifiers (PAs) is docu-
mented.

5. The pros and cons of various beamforming transmitter architectures are analyzed. The
optimal architecture choice is predicted based on array size, operating frequency and
process.

6. An analog baseband phase shifting beamforming transceiver is implemented for short
range high data rate links.

7. The direct digital-to-RF conversion architecture is analyzed and compared to tradi-
tional efficiency-enhancing architectures. Optimal mm-Wave CMOS implementation
is proposed.

8. The concept of Quadrature Spatial Combing is proposed to solve the dilemma between
minimizing insertion loss and minimizing undesired load-pull.

The remainder of the dissertation is organized as follows. Chapter 2 discusses the basic
features of wireless transmitters, including various architectures and link budget analysis. It
also introduces the most important block inside the transmitter: the power amplifier. Differ-
ent classes of power amplifier topologies are presented, with insights on the design difficulty
at mm-wave frequencies. Chapter 3 presents the design procedure for linear transmitters,
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with focus on techniques that improve the PA output power. Various on-chip power com-
biners are discussed, and a compact solution is used to realize a 19dBm 60GHz PA. Chapter
4 focuses on using beamforming techniques to improve the transmitter EIRP. The tradeoff
among several different beamforming architectures is presented. An optimal analog base-
band phase shifting topology is chosen for an ultra-low power 4-element 60GHz phased-array
transmitter covering 2 meters of communication range. In Chapter 5, the main focus shifts
to the average efficiency enhancement. It first discusses the existing techniques including
envelope tracking, Envelope Elimination and Restoration (EER), and outphasing, as well as
the reasons why current architectures are not suitable for mm-wave applications. It then
introduces the concept of direct digital to RF conversion as an effective approach for en-
hancing back-off efficiency of mm-wave transmitters. Optimal circuit level implementation
is also presented. In particular, the concept of quadrature spatial combining is introduced
as an effective signal combiner for Cartesian transmitters. A WiGig prototype is built based
on the proposed transmitter architecture and measurement results are presented. Finally,
Chapter 6 summarizes the important findings of the research.

5



Chapter 2

Wireless Transmitter Basics

2.1 Link Budget Analysis

TX RX

G
TX

P
TX

P
RX

G
RX

R

Figure 2.1: Wireless link budget analysis

The wireless radio design usually starts from the link budget analysis, which determines
the specifications for individual blocks based on the application requirements such as distance
and data rate. Fig. 2.1 shows a wireless link with a transmit to receive antenna distance of R.
The transmitter delivers an output power of PTX , and the antenna gains are GTX and GRX

for the transmit and receive side respectively. According to the Friis transmission equation,
the received signal power at the receiver input is,

PRX = PTX ×GTX ×GRX × (
λ

4πR
)2 (2.1)
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FSPL (dB)
Frequency (GHz) R=2m R=10m R=100m

0.9 38 52 72
5 52 66 86
60 74 88 108

Table 2.1: FSPL for different distances and frequencies

or in dB units,

PRX = PTX +GTX +GRX − 20 log(
4πR

λ
) (2.2)

= EIRP +GRX − FSPL (2.3)

EIRP = PTX +GTX (2.4)

FSPL = 20 log(
4πR

λ
) (2.5)

where EIRP is the transmitter output power plus the transmitter antenna gain and the last
term is the Free Space Path Loss (FSPL). FSPL describes the loss in signal power level
due to line-of-sight propagation through free space. It assumes isotropic antennas on both
the transmit and receive side. Table. 2.1 lists the FSPL for various link distances at three
different carrier frequencies. One can already observe the challenge for mm-wave transmitter
design here. The FSPL increase with the carrier frequency, e.g the FSPL at 900MHz for
10 meters is around 52dB, but it increases by 36dB when the carrier frequency goes up
to 60GHz. To maintain the same transmission distance, the transmitter EIRP must be
increased correspondingly.

The link specs are ultimately set by the receiver Signal to Noise Ratio (SNR) requirement.
The SNR at the receiver output can be expressed as follows,

SNRRXo = PTX +GTX +GRX − FSPL− 10 log(kT )− 10 log(BWRX)−NFRX (2.6)

where BWRX is the receiver bandwidth and NFRX is the receiver noise figure. From Eq. 2.6
one can see the second challenge for mm-wave transmitters. For the same received SNR,
larger data rate links require larger receiver bandwidth and therefore require larger EIRP.
Current mm-wave standards demand a radio bandwidth significantly larger than any exist-
ing WiFi or cellular standard. For example, the WiGig standard utilizes a RF bandwidth
of 1.76GHz, which is 44 times bigger than the 40MHz bandwidth utilized by the 802.11n
standard. As a result, mm-wave transmitters need to deliver larger EIRP for the same SNR
level.

The minimum SNR requirement depends on the modulation scheme and Bit Error Rate
(BER). The BER can be expressed as a function of the energy per bit to noise power spectral
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density ratio (Eb/N0),

BERBPSK = Q(

√

2Eb

N0

) (2.7)

BERQPSK = Q(

√

2Eb

N0

) (2.8)

BERM−aray−QAM =
4

k
(1− 1√

M
)Q(

√

3k

M − 1

Eb

N0

) (2.9)

where M is the number of constellation points and k is the number of bits per symbol. Eb/N0

can be further expressed in terms of SNR,

Eb

N0

=
1

k

Es

N0

=
1

k

BWRX

fs
SNR (2.10)

The receiver RF bandwidth is usually designed to be roughly equal to the Nyquist symbol
frequency and therefore Eq. 2.10 can be simplified to,

Eb

N0

=
1

k
SNR (2.11)

Using this relation, the BERs in Eqn. 2.7-2.9 can be expressed in terms of SNR directly,

BERBPSK = Q(
√
2SNR) (2.12)

BERQPSK = Q(
√
SNR) (2.13)

BERM−aray−QAM =
4

k
(1− 1√

M
)Q(

√

3

M − 1
SNR) (2.14)
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Fig. 2.2 plots the BER as a function of SNR for BPSK, QPSK, 16QAM and 64QAM
modulation schemes. In modern wireless systems, expected BER at the radio front-end
output is around 10−3 to 10−4 1, and therefore the minimum received SNR needs to be
greater than 7dB for BPSK, 10dB for QPSK, 17dB for 16QAM and 23dB for 64QAM. As a
result, with the same receiver, higher order modulation schemes require higher transmitter
EIRP. Fig. 2.3 plots the required EIRP as a function of communication distance to achieve
a BER of 10−3, and compares a 2.4GHz link with 40MHz RF bandwidth and a 60GHz link
with 5GHz bandwidth. In both cases, the receiver has an isotropic antenna (GRX = 0dBi)
and 5dB noise figure. Clearly, the 60GHz link requires much larger EIRP for covering the
same distance, illustrating the aforementioned challenges. Note that the EIRPs shown in
Fig. 2.3 represent the average values, which means transmitters need to handle peak EIRPs
several dBs higher, depending on the PAPR of the modulation scheme.

2.2 Wireless Transmitter Architectures

Most modern wireless transmitters can be classified into two different categories 2: the
superheterodyne3 architecture and the direction conversion architecture. Common in both
architectures, there are four major sub-systems in the RF front-end: analog baseband, fre-
quency generation, modulation and frequency conversion, and power amplification. The
analog baseband first converts the coded baseband I/Q digital bits into continuous time
analog signals through Digital-to-Analog-Converters (DACs), and subsequently filters the
analog signals to reject unwanted high frequency spectral contents. The filtered I/Q signals
are used to modulate a high frequency carrier signal known as the Local Oscillator (LO) sig-
nal. The modulated signal is amplified to achieve required power level by the PA. The high
frequency LO signal is usually generated by a Phase-Lock-Loop (PLL) taking highly accu-
rate frequency reference from a quartz crystal. In a superheterodyne transmitter (Fig. 2.4),
the modulation takes place at an Intermediate Frequency (IF) which is lower than the final
RF carrier frequency. Then the modulated signal is up-converted by a mixer. There are
two major advantages: first, since the frequency generation block only needs to synthesize
a lower frequency, it can achieve lower power consumption and better phase noise perfor-
mance; second, modulation at IF is more power efficient and linear, and it also reduces
the operating frequency of the calibration circuits4. However, superheterodyne transmitters
need a band-pass filter after the up-conversion mixer since the mixer produces undesired
spectral contents 2×IF frequency away from the RF carrier, which is known as the image.
Image leaking through the transmitter not only reduces the desired signal power, but also
potentially interferes with other communication links operating at the image frequency band.

1The errors are being corrected by equalizers and error decoders in the digital MODEM
2Except for non-coherence detection based modulation schemes such On-Off Keying (OOK) or Frequency

Modulation (FM). These modulation schemes are less spectral efficient and the corresponding transmitter
architecture is much simpler. In fact, they existed long before the CMOS radios.

3Sometimes simply referred to as hererodyne
4This is especially true for mm-wave transmitters where high frequency blocks need proper impedance

matching and careful layout.
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To eliminate the image problem, direction conversion architecture can be used, in which
the modulation happens at the final RF carrier frequency. This means the image is actual
the signal itself, and therefore no filtering is required. However, one practical problem of
the direction conversion transmitter is the VCO pulling. Since the PA output contains a
wideband signal around the carrier and the amplitude level is usually very large (e.g. 20dBm
output power with 50Ω load corresponds to 3.3V of swing), the VCO oscillation frequency
may be dragged around by the parasitic feedback from the PA. A good layout that isolates the
PA from the VCO reduces the pulling effect, however, it’s almost impossible to completely
block the feedback paths from the PA since they exist everywhere: supply coupling, substrate
coupling and even reflection from the package! Pulling at close-in frequencies can be corrected
by the PLL, but unfortunately the PLL usually has a much lower bandwidth compared to
the data bandwidth, and therefore is not effective in reducing pulling at higher frequencies.
A common solution is to synthesize a clock that is multiples of the desired LO frequency, as
shown in Fig. 2.5. It’s generally much more difficult to pull a VCO running at the multiples
of the pulling signal frequency.

2.3 Power Amplifiers (The ABCDEFs)

The most power consuming block in a wireless transmitter is the power amplifier. In a
WLAN transmitter, the PA usually contributes over 60% of the total power consumption
[3]. As a result, the power efficiency of the PA is directly related to the battery life of mobile
devices. To quantify the PA efficiency, several efficiency measures are used. The most widely
used measures are the drain efficiency (ηD)

5 and the Power Added Efficiency (PAE). The
drain efficiency is defined as the ratio between the useful output power Pout and the DC
power supplied to the drain of the PA device PDC ,

ηD =
Pout

PDC

(2.15)

The drain efficiency tells how much power is being dissipated during the DC to AC power
conversion. The losses include power dissipation in the transistor as well as in the passive
matching network. On the other hand, PAE takes into account of the additional power used
to drive the PA device and is defined as the ratio between the added power Pout − Pin and
the DC power PDC ,

PAE =
Pout − Pin

PDC

(2.16)

The PAE is related to ηD by the power gain of the PA GP ,

PAE = ηD(1−
1

GP

) (2.17)

The significance of the PAE measure can be understood when analyzing a cascaded chain of
similar amplifiers. Assume each amplifier has a drain efficiency of ηD and a power gain of

5It’s also referred to as collector efficiency in bipolar PAs
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GP , the output power and the DC power of the nth stage are,

Pout(n) =
Pout

GN−n
p

(2.18)

PDC(n) =
1

ηD

Pout

GN−n
p

(2.19)

Summing the DC power of each stage, the total DC power is,

PDC =
N
∑

n=1

PDC(n) =
Pout

ηD

1− 1
GN

P

1− 1
GP

(2.20)

The cascaded PAE is,

PAEcascaded =
Pout(1− 1

GN
P

)

Pout

ηD

1− 1

GN
P

1− 1
GP

= ηD(1−
1

GP

) = PAE (2.21)

Therefore, the cascaded PAE is identical to the single-stage PAE. When N approaches a
sufficiently large number, the input power becomes negligible and the PAE represents the
total power efficiency of the amplifier chain.

Depending on the input-output relation, power amplifiers are usually categorized as linear
amplifiers and non-linear amplifiers. Within each category, multiple classes are defined
according to the voltage and current waveforms. The following subsections will describe
these different classes.

2.3.1 Linear Classes (Class-A/B/AB)

Linear amplifiers produce an output signal that is an exactly scaled version of the input
signal. In other words, the gain of a linear amplifier is constant, independent of the input sig-
nal level. All linear amplifiers are transconductance amplifiers, meaning the device operates
as a current source with a transconductance gain of gm. The simplest class that produces
a linear behavior is Class-A. In Class-A amplifiers, the transistor is biased at a sufficiently
large overdrive voltage so that it’s conducting current all the time. The voltage and current
waveforms at the drain node are shown in Fig. 2.6. The largest voltage swing obtainable
is Vdd − Vov and the largest current swing obtainable is the DC bias current Idbias, which
is usually set to half of the maximum current Imax that the transistor can sink in order to
maximize the linear current swing. As a result, the largest power obtainable is,

PA
out =

1

2
VswIsw =

1

4
(Vdd − Vov)Imax (2.22)

Note that in order to achieve this maximum obtainable output power, an appropriate load
impedance is needed to simultaneously maximize the voltage and current swings. This
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optimal load impedance can be expressed as a ratio of the voltage swing and the current
swing,

RA
opt = 2

Vdd − Vov

Imax

(2.23)

When the load impedance is smaller than RA
opt, the amplifier becomes current limited, mean-

ing that there isn’t enough current swing to generate the maximum voltage swing. Likewise,
if the load impedance is larger than RA

opt, the amplifier becomes voltage limited, meaning
that only a fraction of the current swing is sufficient to saturate the voltage swing. In both
cases, the output power decreases from PA

out. The peak drain efficiency of Class-A amplifiers
is obtained when RA

opt is presented,

ηAD =
PA
out

PDC

=
(Vdd−Vov)Imax

4
VddImax

2

=
Vdd − Vov

2Vdd

≈ 50% (2.24)

Class-A amplifiers have all the attractiveness except for the efficiency. 50% of the DC power
is dissipated on the transistor when the product of drain voltage and current is non-zero.
In other words, the transistor dissipates power whenever there’s overlap between non-zero
voltage and current waveforms. Therefore, it’s obvious that in order to improve the efficiency,
the overlapping period needs to be reduced.

A simple way to achieve this goal is to bias the transistor at the threshould voltage
such that the transistor is conducting current during half of the cycle. Such amplifiers are
known as Class-B amplifiers, and the drain node voltage and current waveforms are shown in
Fig. 2.7. Since the transistor is only conducting current 50% of the time, the amount of V-I
overlap is greatly reduced. The current going into the transistor drain becomes a half-wave
rectified sine, with a fundamental component of Imax

2
and a DC value of Imax

π
. The output

power, optimal load impedance and the drain efficiency of Class-B amplifiers can be found
in a similar way,

PB
out =

1

2
VswIsw =

1

4
(Vdd − Vov)Imax (2.25)

RB
opt = 2

Vdd − Vov

Imax

(2.26)

ηBD =
PB
out

PDC

=
(Vdd−Vov)Imax

4
π

VddImax

=
π(Vdd − Vov)

4Vdd

≈ 79% (2.27)

Compared to Class-A amplifiers, Class-B amplifier has much better peak drain efficiency,
but maintains the same peak output power. The disadvantage is that the amplifier becomes
slightly nonlinear, due to the varying effective bias condition at the input. However, the
amplifier is fundamentally considered as a linear class due to the transconductance behavior
of the device.

To improve the linearity of Class-B amplifiers, the gate bias of the transistor can be
set slightly higher than the threshold voltage so that the transistor is conducting current
more than half of the cycle, but still much less than the entire cycle. This sub-category is
called Class-AB amplifiers. As a result, the efficiency will lie between Class-A and Class-B
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amplifiers. To find the power and efficiency of Class-AB amplifiers, the current swing and
DC current are first expressed as a function of the conduction angle α, defined as the total
number of radians in one cycle during which the transistor is conducting current,

Isw =
1

2π
[

α− sinα

1− cos(α/2)
]Imax (2.28)

IDC =
1

2π
[
2 sin(α/2)− α cos(α/2)

1− cos(α/2)
] (2.29)

Next, the output power, optimal load impedance and the drain efficiency of Class-AB am-
plifiers can be found,

PAB
out =

1

4π
[

α− sinα

1− cos(α/2)
](Vdd − Vov)Imax (2.30)

RAB
opt = 2π[

1− cos(α/2)

α− sinα
]
Vdd − Vov

Imax

(2.31)

ηAB
D =

PAB
out

PDC

=
1

2

Vdd − Vov

Vdd

α− sinα

2 sin(α/2)− α cos(α/2)
(2.32)

α ⊂ [π, 2π] (2.33)

2.3.2 Non-Linear Classes (Class-C/D/E/F)

Unlike linear amplifiers, non-linear amplifiers lack of amplitude linearity. They usually
produce significant amplitude-to-amplitude (AM-AM) and amplitude-to-phase (AM-PM)
distortions. As a result, they cannot be directly used for convey amplitude modulated
signals. However, most non-linear amplifiers are still linear in phase, and have no phase-to-
phase (PM-PM) distortions. Therefore, they are often used for amplifying phase modulated
signals such as GMSK signals. The biggest advantage of most non-linear amplifiers is the
high drain efficiency. A linear transconductance amplifier can be turned into a non-linear
amplifier by biasing the transistor below threshold voltage. Such amplifiers are known as
Class-C amplifiers (Fig. 2.8). Class-C amplifiers conduct current less than half of the cycle,
and have smaller window of V-I overlap. Therefore, the efficiency of Class-C amplifiers is
even higher than that of Class-B amplifiers. The expression for output power, optimal load
impedance and efficiency of Class-C amplifiers is the same as Class-AB amplifiers, but the
conduction angle is smaller than π.

PC
out =

1

4π
[

α− sinα

1− cos(α/2)
](Vdd − Vov)Imax (2.34)

RC
opt = 2π[

1− cos(α/2)

α− sinα
]
Vdd − Vov

Imax

(2.35)

ηCD =
PAB
out

PDC

=
1

2

Vdd − Vov

Vdd

α− sinα

2 sin(α/2)− α cos(α/2)
(2.36)

α ⊂ [0, π] (2.37)
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In theory, Class-C amplifiers can have drain efficiency as high as 100%. However, this
is achieved at zero conduction angel, which means the output power also drops to zero
according to Eq. 2.34. Unlike Class-AB amplifiers, Class-C amplifier has a clear tradeoff
between output power and drain efficiency.

Due to the low output power level, Class-C amplifiers are seldom used as a stand-alone
amplifier unit6. More widely used non-linear amplifiers are switching amplifiers. In switching
amplifiers, transistors behave like switches, and it’s either in triode region or in cut-off region.
This is in contrast with transconductance amplifiers in which transistors remain in saturation
region.

A switching amplifier can be constructed with an inverter which produces a square volt-
age waveform. In order to extract the fundamental component, a series LC band-pass filter
can be added at the output. Such amplifiers are known as Class-D amplifiers (Fig. 2.9).
Since only fundamental frequency current can flow through the filter, each of the two tran-
sistors contribute half cycle of the sine current waveform. Since there’s no V-I overlap, the
theoretical peak drain efficiency is 100%. The maximum voltage and current swings are,

Vsw =
2

π
Vdd (2.38)

Isw = Imax (2.39)

Therefore the output power, optimal load impedance and the drain efficiency can be found,

PD
out =

1

π
VddImax (2.40)

RD
opt =

Vsw

Isw
=

2

π

Vdd

Imax

(2.41)

ηDD =
VswIsw

2VDCIDC

≈
1
π
VddImax

Vdd
1
π
Imax

= 100% (2.42)

Note that the peak drain efficiency can only be achieved at very low frequency, where the
transistor capacitance is negligible. Unfortunately, the power spent charging the transistor
drain node parasitic capacitance increases linearly with frequency. Besides this charging
power loss, the parasitic capacitor also smooths the edges of the square waveform, and
thereby introduces finite V-I overlap. As a consequence, Class-D amplifiers are seldom used
for high frequency designs due to dramatically reduced efficiency.

Class-E amplifiers can absorb the transistor parasitic capacitance into an impedance
tuning network while ensure non-overlapping V-I waveforms (Fig. 2.10)[4, 5]. When the
switch is off, the current flowing into the drain is zero while the drain voltage is non-zero.
The voltage waveform reaches zero right before the switch is turned on, after which the
drain voltage remains zero when the transistor sinks current. Such transition behavior is
called Zero Voltage Switching (ZVS). ZVS not only ensures non-overlapping V-I waveforms,
but also avoids charge loss when the switch turns on. In fact, Class-E amplifiers satisfy not
only ZVS but also Zero derivative Voltage Switching (ZdVS), meaning the derivative of the

6It’s often used in conjunction with other amplifiers for efficiency enhancement, such as Doherty amplifiers
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Figure 2.8: Schematics and V-I Waveforms of Class-C amplifiers
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Figure 2.9: Schematics and V-I Waveforms of Class-D amplifiers
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voltage waveform at the time instant when the switch turns on is also zero. This property
significantly reduces the efficiency sensitivity due to the passive component variations. The
typical Class-E implementation is shown in Fig. 2.10. A series LC filter is used so that the
load impedance is only seen at the fundamental frequency. As a result, the transistor sees
inductive load impedance at the fundamental frequency while it only sees the parasitic drain
capacitor at all harmonics. An inductor choke is used to provide the DC current path. The
derivation for the required tuning impedances is skipped here, since it’s given in multiple
literatures [6, 7, 8].

PE
out ≈ VDCIDC =

1

FPI

VddImax =
1

2.86
VddImax (2.43)

ZE
C,opt = FPIFC

Vdd

Imax

= 8.985
Vdd

Imax

(2.44)

RE
opt = 0.1836ZE

C,opt = 1.65
Vdd

Imax

(2.45)

XE
opt = 1.152RE

opt = 1.9
Vdd

Imax

(2.46)

FPI = 2.86 (2.47)

FC = π (2.48)

ηED ≈ 100% (2.49)

The final amplifier class in alphabetical order is Class-F. Class-F amplifiers are con-
structed based on Class-B amplifiers. In order to further improve the efficiency of Class-B
amplifiers beyond 79% while not sacrificing the output power, odd harmonics can be added
to the voltage waveform. The addition of the odd harmonics shapes the voltage waveform
from a sine to a square, and thus reducing the V-I overlap. By increasing the number of
harmonics, the efficiency can approach 100% eventually. To implement this idea, a bank of
filters need to be inserted in series at the amplifier output to present Open Circuit (O.C.)
impedance to the transistor at odd harmonics to enrich the odd harmonic content in the
drain voltage waveform while a low-pass filter is needed at the output to eliminate all the
even order harmonics (Fig. 2.11). When sufficient harmonics are added, the waveform re-
sembles that of Class-D amplifiers. The output power, optimal impedance and efficiency of
Class-F amplifiers are,

P F
out =

1

2

4

π
Vdd

1

2
Imax =

1

π
VddImax (2.50)

RF
opt =

Vsw

Isw
=

8

π

Vdd

Imax

(2.51)

ηFD =
VswIsw

2VDCIDC

≈
1
π
VddImax

Vdd
1
π
Imax

= 100% (2.52)

Similar to Class-D amplifiers, the efficiency of Class-F amplifiers is also degraded by the
parasitic capacitance at the transistor drain node. In addition, it requires large number of
filters for harmonic generation which introduces insertion loss. As a result, the beauty of
Class-F amplifiers is usually lost in implementation.
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Figure 2.10: Schematics and V-I Waveforms of Class-E amplifiers
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2.4 The Extended Class-E/F Family

As discussed in the previous section, Class-E amplifiers have ZVS waveform character-
istic. In fact, there are numerous impedance tuning networks which can produce the ZVS
waveform. It was not until recently that the relation between different impedance tuning
networks was well discovered. In [8], it’s summarized that many of the ZVS tuning networks
belong to the Class-E/F family. Different members of the family correspond to different
harmonic impedances, with Class-E and Class-F−1 being the two extremes: Class-E has
no harmonic impedance tuning while Class-F−1 has impedance tuning at all harmonics.
The essential rule of the Class-E/F harmonic tunings in [8] is as follows: the effective load
impedance needs to be open circuit at even harmonics but short circuit at odd harmonics.
Table. 2.2 shows examples of some Class-E/F tunings in terms of harmonic impedance.

It’s also shown in [8] that the power, efficiency and gain of a Class-E/F amplifier can be
expressed in terms of a set of technology dependent parameters such as transistor resistance
and capacitance, defined in Table. 2.3, and also a set of technology independent parameters
called the waveform figures of merit. The waveform figures of merit are determined by the
combination of the harmonic load impedances and are unique to each tuning class. They
are defined as follows,

FV =
Vpk

VDC

(2.53)

FI =
IRMS

IDC

(2.54)

FPI =
Ipk
IDC

(2.55)

FC =
VDCIDC

V 2
DC/ZC

(2.56)

FV is the ratio between the peak and DC voltages. FI is the ratio between the RMS and
DC current. FPI is the ratio between the peak and DC current. FC is the ration between
the DC power and the reactive power stored on the drain capacitor. Under the condition
that the transistor is sized to be largest possible given the capacitance constraint, the drain
efficiency, power gain and PAE can be expressed as follows,

ηEF
D = 1− (F 2

I FC)2πf0(roncout) (2.57)

GEF = ηEF
D (

coutV
2
bk

pin
)(
FC

F 2
V

)2πf0 (2.58)

PAEEF = (1− 1

GEF
)ηEF

D (2.59)

Note that here the loss due to the transistor finite on-resistance is taken into account.

The original Class-E/F family in [8] only considers open or short load for harmonic
terminations, however, it turns out ZVS waveform can be achieved using arbitrary harmonic
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Tuning f0 2f0 3f0 4f0 5f0 6f0 7f0

E

C
X
opt R

opt C C C C C C

E/F2

C
X
opt R

opt

Open

C C C C C

E/F3

C
X
opt R

opt C

Short

C C C C

E/F2,3

C
X
opt R

opt

Open Short

C C C C

E/F2,3,4,5

C
X
opt R

opt

Open Short Open Short

C C

F−1

R
opt

Open Short Open Short Open Short

Table 2.2: The harmonic impedance specifications of several original Class-E/F tunings
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Vbk Breakdown voltage (V )
ron normalized transistor on-resistance (Ωm)
cout normalized transistor output capacitance (F/m)
cin normalized transistor input capacitance (F/m)
pin normalized input driving power (W/m)

Table 2.3: Technology dependent parameters

Harmonic Z of the 

original Class-E/F 
Harmonic Z of the 

extended Class-E/F 

Figure 2.12: Harmonic impedance region of the extended Class-E/F family on the Smith

Chart

terminations. Resistive termination at harmonics is undesired since it introduces additional
harmonic resistance loss, therefore only purely reactive harmonic impedance is considered.
In other words, the harmonic impedance of the extended Class-E/F family includes not only
the O.C. and S.C. points on the Smith Chart, but also the entire perimeter, as shown in
Fig. 2.12. Table. 2.4 shows several examples of the extended Class-E/F tunings with their
corresponding naming conventions.

The extended Class-E/F tunings provide much larger design flexibility for performance
optimization, especially when making tradeoffs between gain and drain efficiency. In order
to see the impact of harmonic impedance on the amplifier performance, consider the Class-
E/FX2 tuning with inductive second harmonic termination of X2. X2 is the second harmonic
load reactance (in parallel with the transistor drain capacitor, as shown in Table. 2.4) nor-
malized to the fundamental impedance of the drain capacitor ( 1

ω0C
). Fig. 2.13 plots the V-I

waveform of the Class-E/FX2 with various X2 values. The amplifier starts as a Class-E am-
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Tuning f0 2f0 3f0 4f0 5f0 6f0 7f0

E

C
X
opt R

opt C C C C C C

E/FX2

C
X
opt R

opt X
2

C C C C C C

E/FX2,X3

C
X
opt R

opt X
2

C X
3

C C C C C

Table 2.4: The harmonic impedance specifications of several extended Class-E/F tunings
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Figure 2.13: V-I Waveforms of the Class-E/FX2 tunings with various X2 values
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Figure 2.14: Waveform FoM of Class-E/FX2 tunings as a function of X2

plifier when X2 is infinity. When X2 decreases, stronger second harmonic content is present
in the current waveform. When X2 reaches 0.5, the amplifier becomes Class-E/F2, since
the load reactance cancels out the reactance of the drain capacitor, presenting an overall
O.C. at the second harmonic. Further decreasing X2 keeps enriching the second harmonic
content until the minimum instantaneous current reaches zero. Since it’s undesired to have
reverse direction current through the transistor, there’s a lower limit on the X2 value. For
Class-E/FX2, the minimum X2 is 0.391. Based on V-I waveforms, the four waveform figures
of merit can be calculated. Fig. 2.14 plots FV , FI , FC and FPI as a function of X2. When
X2 decreases from infinity (no second harmonic tuning), FV increases while FC decreases,
meaning larger peak to average voltage ratio and larger drain capacitance tolerance. Low
FC is desired from drain efficiency point of view since larger transistor size can be used to
reduce the on resistance loss. On the other hand, the behavior of both FI and FPI is non-
monotonic. Both FI and FPI decreases initially until it reaches the minimum value and they
start to climb back up. The minimum is obtained when X2 is 0.5. Since low FI is desired for

25



10
−1

10
0

10
1

10
2

0.94

0.95

0.96

0.97

0.98

0.99

DE

X2

10
−1

10
0

10
1

10
2

6

7

8

9

10

11

12

13

14

G (dB)

X2

10
−1

10
0

10
1

10
2

0.76

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

PAE

X2

(a) f0 = 2.4GHz

10
−1

10
0

10
1

10
2

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

DE

X2

10
−1

10
0

10
1

10
2

6

7

8

9

10

11

12

13

14

G (dB)

X2

10
−1

10
0

10
1

10
2

0.72

0.74

0.76

0.78

0.8

0.82

0.84

PAE

X2

(b) f0 = 10GHz

10
−1

10
0

10
1

10
2

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

DE

X2

10
−1

10
0

10
1

10
2

6

7

8

9

10

11

12

13

14

G (dB)

X2

10
−1

10
0

10
1

10
2

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

PAE

X2

(c) f0 = 60GHz

Figure 2.15: ηD, Gp and PAE of Class-E/FX2 amplifiers as a function of X2
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efficiency, X2 = 0.5 gives the best FI value. Note that with X2 = 0.5, the tuning becomes
Class-E/F2.

Based on a typical 65nm CMOS technology, the drain efficiency, power gain and PAE of
Class-E/FX2 amplifiers can be plotted as a function of X2 for different operating frequencies,
as shown in Fig. 2.15. There’s a clear tradeoff between drain efficiency and power gain:
decreasing X2 decreases the product F 2

I FC and therefore improves the drain efficiency; but
due to decreased FC , or equivalently increased transistor size, larger input power is needed
which leads to reduced power gain. The optimal PAE point depends on not only technology
parameters, but also the operating frequency. At 2.4GHz, the optimal PAE is obtained
when X2 is roughly 2. At 10GHz, the optimal PAE is obtained when X2 is around 0.6.
Finally at 60GHz, the optimal PAE is obtained when X2 is around 0.45. Intuitively, the
decreasing optimal X2 value is caused by the fact that ηD drops with increasing frequency,
and therefore larger transistor sizes are needed to reduce the on resistance loss, which means
lower FC value is desired.

2.5 High Frequency Challenges

CMOS technology scaling has dramatically improved the transistor speed, as a result,
significant progress has been achieved in integrating many of the mm-wave circuit blocks.
However, mm-wave power amplifiers still face many design challenges. Fig. 2.16 shows a
performance survey of the state-of-the-art CMOS PA over a wide frequency range. A clear
trend can be observed here: both output power and efficiency drop with increasing operating
frequency. This trend can be explained by multiple reasons. Since the product of transistor
ft and breakdown voltage is kept roughly constant during technology scaling, the breakdown
voltage reduces as ft improves. The thin oxide breakdown voltage is around 15MV/cm, and
with oxide thickness in the order of 1nm, the breakdown voltage is usually around 1V. This
means all the mm-wave devices need to operate from a very low supply voltage, which directly
affect the PA output power since power is proportional to the voltage square. To deliver
more power with the same supply voltage, the transistor need to deliver more current and
therefore it needs to see a smaller load impedance. This means an impedance transformation
network is needed at the PA output. However, the insertion loss of the matching network
is inversely proportional to the impedance transformation ratio, and larger desired output
power translates into larger insertion loss in the matching network. The result is that with
a simple LC impedance transformation network, there is a limit on the obtainable output
power [9]. To make things worse, technology scaling not only shrinks the copper metal
thickness but also reduce the distance between top metal layer and the silicon substrate,
thus reducing the Quality factor (Q factor) of on-chip passives. It’s also shown in [9] that
the maximum obtainable output power is proportional to the square of the Q factor.

The main factor that contributes to the reduced efficiency at high frequency is the reduced
transistor power gain. For Class-A/AB amplifiers, the drain efficiency of mm-wave PA is
in fact very comparable to their low frequency counterpart, however, since the Maximum
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Figure 2.16: A survey of CMOS PA performance

Stable Gain (MSG) drops with increasing frequency, more power is needed to drive the PA.
At 60GHz for example, a single stage PA can only provide 5-6dB power gain after including
the passive loss. According to Eq. 2.16, the PAE can be much lower than the drain efficiency
due to the low power gain. Driver stages are usually used to boost the overall gain of the
PA chain, but it’s also shown in Eq. 2.21 that cascading gain stages do not affect the PAE7.

7In practice, adding driver stages slightly improves the overall PAE since the drive stages are impedance
matched for maximum power gain, and therefore exhibit a different ηD and Gp profile than the last PA
stage.
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Chapter 3

Linear Transmitter

Most higher order single carrier modulation schemes such as QAM require a linear analog
front-end to preserve the relative amplitude information. Even seemingly constant envelope
signals such as Nyquist rate BPSK has a non-zero PAPR after low-pass filtering. As a result,
linear transmitters are widely used today. To cover longer communication distance, larger PA
output power is desired to increase the transmitter EIRP. In addition, Orthogonal Frequency
Division Multiplexing (OFDM) technique is widely used in wireless communication today to
mitigate the multi-path effect. One downside of such technique is the large signal PAPR.
With increased signal PAPR, the peak output power level must be boosted accordingly,
presenting a further challenge. This chapter discusses techniques for increasing the output
power level of the linear class PAs while maximizing the efficiency.

3.1 Power Combining Techniques

As shown in [9], with a LC type of impedance transformation network, the output power
of a single transistor PA cannot be increased indefinitely due to increased insertion loss.
Therefore the only way to further increase the output power is to combine power from mul-
tiple transistors through a power combiner. A very intuitive idea is to use direct current
summing (Fig. 3.1a). The advantage of such an approach is simple in implementation and
low insertion loss. However, since each transistor sees N times higher impedance than the
load where N is the number of combined branches, additional impedance matching network
is needed in order to increase the total output power. As a result, the maximum obtain-
able output power stays roughly the same as a single transistor PA. The only benefit is
that since each transistor is much smaller, transistor internal wiring loss can be reduced.
Current summing based mm-wave PAs have shown limited output power, typically below
14dBm at 60GHz [10, 11]. Another well-known approach is Wilkinson combiners. Unlike
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Figure 3.2: Equivalent circuit model of a transformer

direct current summing, the impedance of each Wilkinson input port remains 50Ω, therefore
the total output power can be doubled without the need of additional matching network.
Combining power from more than two transistors require cascading Wilkinson combiners.
This results in a linear-in-dB increase in the passive loss after the PA, which reduces the
efficiency and limits the maximum obtainable output power level. An alternative is to use
corporate structures [12] which has smaller loss than the cascaded implementation. However,
the required characteristic impedance of each transmission line (T-line) increases with the
number of branches in the corporate structure, which impose a limit on the maximum num-
ber of branches given the finite range of on-chip T-lines impedance. Another disadvantage of
Wilkinson combiners is the large size, which is proportional to the wavelength of the carrier
signal. Even with meandered T-lines, a single Wilkinson combiner still occupies more than
200µm by 200µm. As a result, Wilkinson combiner based PAs are typically very bulky [13].

The most popular power combining approach is based on transformers (Fig. 3.1c). On-
chip transformers are constructed by two vertically or horizontally coupled inductors. The
equivalent circuit model of a transformer is shown in Fig. 3.2. The voltage and current at
the primary and secondary ports are related by,
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[

Vp

Vs

]

=

[

jωLp +Rp −jωM
jωM −jωLs −Rs

] [

Ip
Is

]

(3.1)

M = k
√

LpLs (3.2)

n =

√

Ls

Lp

(3.3)

The Q-factors of the primary and secondary inductors are defined as,

Qp =
ωLp

Rp

(3.4)

Qs =
ωLs

Rs

(3.5)

It’s proven in [9, 14] that the maximum efficiency of a transformer only depends on Qp, Qs

and k,

ηmax =
1

1 + 2
QpQsk2

+ 2
√

1
QpQsk2

(1 + 1
QpQsk2

)
(3.6)

This maximum efficiency is obtained when the following condition is met,

ωLs =
1

ωCL,series

(3.7)

ωLp =
α

1 + α2

RL

n2
(3.8)

α =
1

√

1
Q2

s
+ Qp

Qs
k2

(3.9)

Clearly, larger Q-factor and k-factor lead to higher efficiency or equivalently lower insertion
loss. One important observation here is that the efficiency is independent of the impedance
transformation ratio (≈ n2 = Ls

Lp
). This effectively means the tradeoff between output power

and matching network loss is eliminated, and higher output power level can be achieved
without incurring larger passive loss.

In Fig. 3.1c, the transformer combines the signals from a push-pull pair (pseudo-
differential pair) through voltage stacking. This effectively means each transistor sees half
of the load impedance, and maximum output power can be delivered by each transistor is
twice that of a single transistor PA. Combining the power of two such transistors, the total
output power is four times larger. Transformers offer additional advantages such as built-in
differential to single-ended signal conversion and convenient DC bias through center tap in
a multi-stage design. Mm-Wave PAs based on such transformers have shown output power
beyond 12dBm with decent efficiency [15, 16, 17].
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3.2 DAT Combiners

Although the insertion loss of a transformer is in theory independent of the impedance
transformation ratio, in real implementation, the k-factor reduces when n increases. Since
the efficiency of a transformer is proportional to the k-factor as shown in Eq. 3.6, the insertion
loss does gradually increase with the impedance transformation ratio. Therefore, n cannot
be increased arbitrarily to increase the power level. The better way to increase the power
level without incurring additional transformer loss is to stack voltages from more transistors,
and it can be achieved by breaking the transformer primary winding into multiple sections,
with each section loaded with a push-pull transistor pair. This technique was introduced in
[18], known as Distributed Active Transformer (DAT). The original DAT has four differential
pair and combines the power from eight identical transistors. Due to voltage stacking, the
load impedance seen by each transistor is one eighth of the load impedance. Therefore each
transistor can deliver eight times larger output power than a single transistor PA, and by
combing eight such transistors, the total maximum output power enhancement is 64 times
[9]. The output power level can be increased by increasing the number of input ports in the
primary side, and the combined power is proportional to N2. Since the transformer geometry
remains the same, the insertion loss is kept constant. Fig. 3.3 shows the maximum combined
output power as a function of number of input ports with different supply voltages. The
output power increases by 6dB when the number of inputs doubles. Although the concept
was first developed for microwave PAs, it can be naturally extended to higher frequency. In
theory, the output power can be increased indefinitely by increasing the number of combined
input ports. In practice though, transistors have certain dimension and the interconnect wires
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Figure 3.4: Increase the number of inputs to the limit.

also contribute to the total inductance of the primary winding. One can keep increasing the
number of input ports until the point that the transistor lateral dimension is comparable to
the length of the inductor slab (Fig. 3.4). At this point, there’s no room on the primary
winding perimeter to accommodate additional transistors. Further increasing the number of
input ports does not improve the output power. In fact this limit can be derived based on
a particular process (65nm CMOS is used for all the following derivation).

For a single-turn 1:1 transformer driven by a single transistor, the load impedance for
the transistor is untransformed (50Ω). Based on Eq. 2.23, the optimal bias current for the
transistor is equal to the supply voltage and load impedance ratio,

Ib,opt =
Imax

2
=

Vdd

RL

(3.10)

Vov is neglected for simplicity. For 1-V supply, Ib,opt is 20mA. In a typical 65nm CMOS
process, the current-density iden for maximum ft is around 0.5mA/µm. Therefore, 40µm
device size is needed and this corresponds to roughly 40fF of output capacitance (cout =
1fF/µm). The inductance needed to resonate out this capacitance is around 176pH at
60GHz. This sets the basic requirement of the PA and the transformer when the number
of input is unity. Every time the number of input ports doubles, the load impedance seen
by each transistor drops by half and therefore each transistor size needs to be doubled
for maximizing the voltage swing. This means the inductance needed for each transistor is
halved while the total loop inductance remain constant. Assuming a square shape single-turn
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inductor, the inductance can be expressed in terms of the diameter as follows:

L = 0.2πD × 1.27(ln(
2.07

β
) + 0.18× β + 0.03× β2) (3.11)

where D is the diameter and β is the filling factor and is equal to 0.0833 for the square
shape. Rearranging the terms,

D =
L

0.2π × 1.27(ln(2.07
β
) + 0.18× β + 0.03× β2)

(3.12)

For N numbers of inputs, the size of each single transistor needs to be,

W0 = N
Ib,opt
iden

(3.13)

On the other hand, the maximum lateral dimension allowed on one side of each transistor
is,

l0,max =
πD

N
(3.14)

In a typical 65nm CMOS process, each finger extends about 0.25µm including gate, source
and drain area. As a result, the maximum number of finger allowed to fit in l0,max is,

Nfinger,max =
l0,max

lfinger
=

l0,max

0.25µm
(3.15)

Since the transistor size is set by the number of fingers and the finger width together, one
can always increase the finger width to meet the device requirement in (3.13). However,
increasing the finger width increases the gate resistance and therefore reduces the transistor
gain. This imposes another constraint. The maximum power gain of a transistor is,

Gmax =
1

4
(
ωt

ω0

)2
ro
rg

(3.16)

=
1

4
(
ωt

ω0

)2(
ro
rg
)(

1

Wfinger

)2 (3.17)

where ro and rg are the normalized output resistance and input gate resistance. Since ro is
inversely proportional to finger width Wfinger while rg is proportional to Wfinger, the ratio of
ro to rg is inversely proportional to the square of Wfinger. In order to maintain a minimum
gain of G, the Wfinger must not exceed a certain value,

Wfinger,max =
1

4
(
ωt

ω0

)2
ro
rg

1

G
(3.18)

This sets an upper limit on the size of each transistor. When this upper limit reaches the
optimal transistor size obtained in Eq. 3.13, the maximum number of combining has been
reached.

Nfinger,max ×Wfinger,max ≥ W0 (3.19)

πD

N

1

0.25µm

1

4
(
ωt

ω0

)2
ro
rg

≥ N
Ib,opt
iden

(3.20)
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Figure 3.5: Maximum total combined output power

The only unknown here is the number of combined inputs N , therefore it can be solved,

Nmax =

√

πD
1

lfinger

1

4
(
ωt

ω0

)2
ro
rg

iden
Ib,opt

(3.21)

Fig. 3.5 and Fig. 3.6 plot the maximum limit on the combined output power and the
number of inputs as a function of frequency for a minimum power gain of 3dB. Note that this
is the absolute maximum achievable power without considering additional loss from passives.
The frequency dependence originates from the fact that larger inductance is needed for
tuning out the same capacitance at lower frequency and therefore larger inductor perimeter
is allowed to fit more transistors. In practice, different inductor/transformer geometry will
lead to slightly different results due to different filling factor β. Fig. 3.7 shows the total tuning
inductance as a function of the operating frequency. One thing to point out here is that at
lower frequency an explicit capacitor needs to be placed to reduce the tuning inductance.
For example, an inductance of 1.6nH is needed for a 20GHz DAT and it’s very difficult to
design such a large inductor with Self Resonance Frequency (SRF) beyond 20GHz.

3.3 A 60GHz DAT Power Amplifier

Based on the previous analysis, a DAT based 60GHz PA is implemented in 65nm CMOS.
The detailed design methodology for both the actives and the passives, as well as the mea-
surement results are discussed in this section.
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Figure 3.7: Total tuning inductance of the transformer
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3.3.1 Design Procedure

In Fig. 3.6, the maximum number of DAT inputs at 60GHz is eight, based on a target
power gain of 3dB. Unfortunately such low gain is not very practical since it requires sig-
nificant driver power and reduces the PAE. Instead the design of the last stage targets a
power gain of at least 6dB. This reduces the number of DAT inputs to four. The proposed
combiner is shown in Fig. 3.8. The primary side of the transformer combiner has two pairs
of differential excitation ports located on the opposite sides of the metal winding while the
secondary side is the same as the standard transformer. The two pairs of differential ports
are excited in such a way that the AC current circulates in the primary winding and induces
the magnetic flux for the secondary winding while the center points of the two half-octagon
traces provide convenient DC access. Since the voltage swings are effectively stacked, the
impedance seen at each input port is one quarter of the load. Consequently, this structure
has a voltage enhancement ratio of 4 and a power enhancement ratio of 16.

Two of the most critical design aspects of the transformer combiner are the insertion loss
and the input impedance. As shown in Eq. 3.6, the insertion loss is mainly determined by
the k factor and the inductor Q factor. A vertical broadside coupled structure with primary
winding on the top and secondary winding on the bottom is used and a coupling factor of
0.87 is achieved at 60GHz. The thin metals in digital CMOS processes usually limit the
achievable Q factor of on-chip inductors. In this design, the aluminum capping layer, which
is usually used to cover the copper bondpads, is strapped together with the top copper layer
to form the primary winding. The aluminum capping layer has a thickness of 1.2µm while
the top two copper layers have the same thickness of 0.9µm. By forming a much thicker
primary metal winding, the Q factor is improved by 50%, reaching 15.5 at 60GHz. The
insertion loss of the combiner is further evaluated as a function of transformer radius and
trace width using EM simulators. Fig. 3.9 shows the combiner loss as a function of the
transformer dimensions. The optimal insertion loss is achieved when metal trace width is
greater than 15µm and the radius is between 25µm to 30µm. However, the design rule limits
the maximum trace width to 12µm. Therefore the metal trace width should always to be set
to this maximum limit. The lowest insertion loss under this constraint is around 0.65dB.

On the other hand, the input impedance of the transformer must be taken into account
when deciding the physical dimensions. Since the input susceptance is a strong function of
the transformer radius, the transformer size is determined mainly by the transistor output
capacitance. However, the transistor size also depends on the load resistance presented by the
transformer. As a result, several iterations are needed to find the optimal size combination
of the transistor and the transformer. This iterative process starts with an estimate of the
load resistance at each input port, which is roughly one quarter of the load (Rl = 12.5Ω).
Optimal bias current Ib,opt can be calculated based on Rl. With 1V supply and 200mV
Vov, Ib,opt is around 64mA. 200mV is chosen to maximize the fmax of the transistor. With
current density of 0.5mA/µm, the required transistor size is roughly 130µm. A load-pull
simulation is performed on the device to determine the optimal load impedance for output
power, and a transformer size can be chosen based on the required load impedance. Such
a process can be repeated in order to find the optimal active-passive combination. Note
that the optimal combination may be different for different goals such as maximizing the

37



Figure 3.8: Quad-input 60GHz DAT Combiner
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Figure 3.9: Insertion loss of the quad-input DAT combiner
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Figure 3.10: Load-pull of a 140µm transistor
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Figure 3.11: Input susceptance and conductance of the quad-input DAT combiner

39



140/0.06

140/0.0670/0.06

S

G

G

S

G

G

74Ω

335fF

Input Matching

Power SplitterDC

DC

+

+

-

-

Figure 3.12: Schematic of the three stage 60GHz PA.

output power or maximizing the efficiency. In this design, maximizing output power is used
as the main criteria. The final device size is set to 140µm, with the load-pull result shown
in Fig. 3.10. The optimal normalized admittance is roughly 3.3− 3.3jΩ. Fig. 3.11 plots the
input susceptance and input conductance of the DAT combiner, with the optimal insertion
loss region highlighted in yellow. 28µm radius and 12µm trace width are chosen with an
insertion loss of 0.63dB. Note that the actual load conductance is set slightly higher than
the optimal value from loadpull as a compromise for lower transformer insertion loss.

Characterization of power transistor behaviors at mm-wave frequencies is important to
ensure the PA performance. A test chip with a stand-alone 140µm power transistor was
fabricated and two port S-parameters were measured up to 110GHz for different bias points.
A simple wrap-around model with lumped inductors and resistors are used to achieve better
device π-model fitting at mm-wave frequencies.

Fig. 3.12 shows the complete schematic of the three-stage PA. A power splitter is needed
preceding the output stage in order to feed two differential pairs and the same transformer
combiner structure is once more utilized with the inputs and outputs swapped to perform
the task. Due to the large mismatch between the input conductance of the output stage
and the output conductance of the driver stage, an extra matching network is required to
compensate the limited conductance transformation range of 1:1 transformers. To accomplish
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this goal, two pairs of differential strip-lines are inserted between the transformer splitter
and the output differential pairs. These strip-line pairs also conveniently cover the geometric
distance of the transistors separated by the transformers. A similar conductance mismatch
at the input of the PA is solved by adding a series differential inductor to the transformer.
To ensure the PA stability, a parallel RC combination is added to introduce resistive loss at
lower frequencies [15].

3.3.2 CW Measurement Results

The PA was fabricated in a 1V 65nm GP 1P7M digital CMOS process. The measured
S-parameters are shown in Fig. 3.13. With 1V supply, the PA achieves a power gain of
20.2dB and a 3-dB bandwidth of 9GHz (56GHz to 65GHz). The amplifier is unconditionally
stable over the entire measured frequency range with stability factor greater than unity.
The measured S-parameters are compared to the simulation results based on pre-measured
transistor S-parameters. It can be observed that the measurement results are very close to
the simulation.

The 60GHz power measurement results are shown in Fig. 3.14. With 1V supply voltage,
the measured 1dB gain compressed output power P1dB is 15dBm and the saturated output
power PSAT is 18.6dBm. The measured peak PAE is 15.1% and the peak drain efficiency
is 16.4%. At the saturated output power level, the amplifier still has 11dB of power gain,
which significantly relieves the design of the preceding block. The large signal performance is
also measured over the IEEE 802.15.3c band. As shown in Fig. 3.15, the PA maintains over
17.8dBm PSAT , 13.8dBm P1dB and 12.6% PAE from 58GHz to 64GHz. A chip micrograph
of the PA is shown in Fig. 3.16. Due to the use of the compact transformer as both a power
combiner and a splitter, the entire PA only occupies an area of 0.28mm2 including the GSG
RF pads.

3.3.3 Modulation Measurement Results

The PA is also tested with the IEEE 802.15.3c modulated signal. The Modulation and
Coding Scheme (MCS) data is generated by a SiBEAM transmitter, passed through the
60GHz PA, and demodulated by a SiBEAM receiver. Fig. 3.17 and Fig. 3.18 show the PA
output spectrum at channel 2 and channel 3 when transmitting a 512 sub-carrier 16-QAM
OFDM signal with a channel bandwidth of 1.76GHz at a data rate of 3.8Gb/s. The spectral
mask for channel 2 and channel 3 are also shown in red colors. The received constellation
maps for channel 2 and channel 3 are plotted in Fig. 3.19 and Fig. 3.20 respectively, with
corresponding EVMs of -17.7dB and -17dB. This EVM is achieved at an average transmitted
power of 9dBm.

In order to evaluate the necessary power back-off for this type of MCS data, EVM mea-
surements are performed at different average output power levels. Multiple measurements
are done at each power level to reduce the impact of measurement error. The EVMs are
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Figure 3.13: S-Parameters of the 60GHz PA.

Figure 3.14: Output power, efficiency and gain of the 60GHz PA.
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Figure 3.15: 60GHz PA large signal performance across the IEEE 802.15.3c band.

Figure 3.16: Chip micrograph of the 60GHz PA.
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Figure 3.17: PA output spectrum and 802.15.3c spectral mask for Channel 2
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Figure 3.18: PA output spectrum and 802.15.3c spectral mask for Channel 3

44



−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5
Channel 2 (EVM: −17.7dB)

Figure 3.19: Received constellation of the 3.8Gb/s 512 sub-carrier 16-QAM OFDM signal

for Channel 2.
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Figure 3.20: Received constellation of the 3.8Gb/s 512 sub-carrier 16-QAM OFDM signal

for Channel 3.
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plotted as a function of average transmitted power in Fig. 3.21 and Fig. 3.22. To achieve
-20 dB EVM, the required back-off from 1dB compression point (15 dBm for channel 2 and
14.5 dBm for channel 3) is around 7.5 dB. The required back-off reduces to 6dB for -17dB
EVM. The PA efficiencies at 6dB backoff and 7.5dB backoff are 2% and 1.5% respectively.

Finally, the above EVM measurement has been performed at different ambient tempera-
tures. Heat was applied to the probe station chuck where the silicon die resides. Fig. 3.23 and
Fig. 3.24 show the measured EVM curves at several different temperature settings. Clearly,
both EVM and average output power degrade when temperature increases. The degradation
is relatively small from 25◦C to 50◦C, and become more significant for temperatures greater
than 75◦C. Note that under all the measurement, the transistor gate bias voltage is kept
constant, which means the actual bias current reduces with increasing temperature. The
impact of temperature on output power can be slightly reduced by using constant current
biasing or Proportional To Absolute Temperature (PTAT) current biasing.
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Figure 3.21: Measured PA EVM for channel 2 as a function of average output power
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Figure 3.22: Measured PA EVM for channel 3 as a function of average output power

47



0 2 4 6 8 10 12
−40

−35

−30

−25

−20

−15

−10

PA Modulated Output Power (dBm)

E
V

M
 (

dB
)

Channel 2

 

 

25C

50C

75C

100C

125C
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Chapter 4

Beamforming Transmitter

As discussed in the previous chapter, the obtainable PA output power drops with fre-
quency due to low supply voltage and passive loss. Even with power combining, the maximum
output power is still limited. With DAT combiners, the achievable output power at 60GHz
is around 28dBm for a power gain of 3dB. An alternative to increase the transmitter EIRP is
to increase the antenna gain. Increased antenna gain means that the radiated energy is more
concentrated towards one particular direction, and longer communication distance can be
obtained. However, larger antenna gain reduces the signal strength in other directions, and
to redirect the energy, the antenna must be physically rotated. Such mechanical movement
is very inconvenient and costly. Beamforming transmitters realize an electrically steerable
antenna beam by adjusting the electrical signal properties of each antenna element. Beam-
forming becomes especially attractive in CMOS since the digital computation and control
come at an extremely low cost. This chapter discusses the concepts and challenges of CMOS
beamforming, as well as a design example of a low power four element transceiver array.

4.1 Antenna Basics

To fully understand beamforming, the definition of various antenna parameters must be
explained. The most important parameters that characterize an antenna include radiation
pattern, gain, efficiency and polarization.

The antenna radiation pattern is defined as a graphical representation of the radiation
properties as a function of space coordinates [19]. Radiation properties include electro-
magnetic field strength, power density and directivity etc. The radiation pattern can be
constructed by plotting the received electric field magnitude at a constant radius as a func-
tion of angle. Such a pattern is called an amplitude field pattern. Similarly, a plot of received
power density is called a power pattern. Fig. 4.1 shows an example antenna radiation pat-
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Figure 4.1: Antenna radiation pattern in a polar plot

tern. A typical radiation pattern contains several parts that are commonly referred to as
main lobe, side lobes and back lobes. A main lobe is a portion of the radiation pattern that
contains the maximum energy. A side lobe is a radiation lobe in any direction other than
the intended lobe, and a back lobe is a radiation lobe pointing to the opposite direction of
the main lobe. The radiation patterns are usually plotted in log scale for better visualiza-
tion of the side lobes. To quantize the radiation energy concentration, a parameter called
beamwidth is used. The beamwidth of a pattern is defined as the angular separation be-
tween two identical points on opposite side of the pattern maximum. The most widely used
beamwidth is the half-power beamwidth, which is the angle between the two directions in
which the radiation intensity is one-half value of the peak. The beamwidth is an important
parameter from communication perspective since it determines the link coverage.

The directivity of an antenna is defined as the ratio of the radiation intensity in a given
direction from the antenna to the radiation intensity averaged over all directions. The average
radiation intensity is equal to the total power radiated by the antenna divided by 4π. In
other words, the directivity of a nonisotropic antenna is equal to the ratio of its radiation
intensity at a given direction over that of an isotropic antenna.

D(θ, φ) =
U(θ, φ)

U0

=
4πU(θ, φ)

Prad

(4.1)

Dmax =
Umax

U0

=
4πUmax

Prad

(4.2)

where U(θ, φ) is the radiation intensity of a nonisotropic antenna at a particular solid angle
(W/unit solid angle), Umax is the maximum radiation intensity of a nonisotropic antenna
(W/unit solid angle), U0 is the radiation intensity of an isotropic antenna (W/unit solid
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angle), and Prad is total radiated power (W). Directivity informs how well an antenna can
concentrate energy around a particular spatial direction. Maximum directivity is always
greater than or equal to unity, and the directivity of an isotropic antenna is always unity.
Designing antennas usually involves a tradeoff between beamwidth and directivity since the
beamwidth decreases as directivity increases. In reality, an antenna only radiates a portion
of the power that it absorbs while the rest of the power is dissipated internally. The internal
losses of an antenna include the conduction loss and the dielectric loss. The radiation
efficiency is defined as the ratio of the total radiated power to the total absorbed power,

ηrad =
Prad

Pin

(4.3)

Taking into account of the radiation efficiency, the antenna gain can be defined,

G(θ, φ) = ηradD(θ, φ) (4.4)

Substitute Eq. 4.1 into Eq. 4.4,

G(θ, φ) =
Prad

Pin

4πU(θ, φ)

Prad

(4.5)

=
4πU(θ, φ)

Pin

(4.6)

In other words, the gain of an antenna is the ratio of the radiation intensity in a given
direction to the radiation intensity that would be obtained if the power accepted by the
antenna were radiated isotropically.

Finally, the polarization of an antenna describes the time-varying orientation of the elec-
tric field vector radiated by the antenna. The trace formed by the electric field vector can be
a line, a circle or an ellipse, and they correspond to linear polarization, circular polarization
and elliptical polarization respectively. The radiated signal from the transmitter antenna
can be completely received only if the receiver antenna has the exactly same polarization.
Otherwise, energy is lost due to polarization mismatch. In practice, it’s almost impossible to
avoid polarization mismatch since any reflection results in a change in the wave polarization.

Besides the above essential parameters, there are also several other parameters that need
to be considered, such as input impedance and bandwidth. The required input impedance
of the antenna is usually 50Ω in order to match the feed line characteristic impedance1. In
cases where the antenna is attached very closely to the transmitter or receiver, the input
impedance can be co-designed with the PA or LNA, and doesn’t necessarily have to be 50Ω.
The choice of the impedance should be such that maximizing the PA efficiency or minimizing
the LNA noise figure. The antenna bandwidth is usually set by the system data rate. Higher
date rates usually require larger antenna bandwidth. For example, the WiGig standard has
four channels from 58.32GHz to 64.8GHz with 2.16GHz channel bandwidth. As a result, the
antenna needs to preserve a bandwidth greater than 8GHz.

150Ω impedance also easies the antenna stand-alone characterization since most RF instruments use 50Ω
ports.
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4.2 Beamforming through Antenna Array

In high directivity antenna systems, beam steering is essential to cover larger communi-
cation angles. Electrical beam steering can be realized by an antenna array with individual
control on the signal transmitted or received in each antenna element. Consider a N-element
antenna array shown in Fig. 4.2. To steer the beam θ angle away from the center, the signals
that excite the antenna element must be progressively delayed such that they add construc-
tively in the desired transmission direction. Suppose the signal inside the nth element is
delayed by (n − 1)τ . Due to the antenna spacing d, signals emitted by different antenna
elements have different delays to the wavefront. The free space delay difference between the
nth antenna and the last (N th) antenna is,

tn =
(N − n)d sin θ

c
= (N − n)t0 (4.7)

t0 =
d sin θ

c
(4.8)

The E-field vector contributed by the nth antenna at the wavefront is,

En = ejω0[t−tn−(n−1)τ ] (4.9)

= ejω0[t−(N−n)t0−(n−1)τ ] (4.10)

= ejω0[t−(N−1)t0]ejω0[(n−1)(t0−τ)] (4.11)

Summing the E-field vectors of all N antenna,

Earray =
N
∑

n=1

En (4.12)

= ejω0[t−(N−1)t0]

N
∑

n=1

ejω0[(n−1)(t0−τ)] (4.13)

= ejω0[t−(N−1)t0]

N−1
∑

n=0

ejω0[n(t0−τ)] (4.14)

= ejω0[t−(N−1)t0]ejω0
(N−1)(t0−τ)

2
sin[1

2
Nω0(t0 − τ)]

sin[1
2
ω0(t0 − τ)]

(4.15)

The magnitude of the summed E-field vector is,

|Earray| =
∣

∣

∣

∣

sin[1
2
Nω0(t0 − τ)]

sin[1
2
ω0(t0 − τ)]

∣

∣

∣

∣

(4.16)

The summed E-field magnitude can be maximized at spatial angle θ by setting τ = t0,

τopt = t0 =
d sin θ

c
(4.17)
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Figure 4.2: N-element timed array.

Under this condition, the maximum summed E-field magnitude is N times larger than the E-
field magnitude of a single antenna. Since the power is proportional to the E-field magnitude
square, the maximum radiation intensity is N2 times larger than that of a single antenna.
In other words, EIRP of an N-element beamforming array is N2 times larger than the EIRP
of a single antenna. The E-field magnitude can be expressed as a function of spatial angle θ
for a fixed delay τ ,

|Earray(θ)| =
∣

∣

∣

∣

∣

sin[1
2
Nω0(

d sin θ
c

− τ)]

sin[1
2
ω0(

d sin θ
c

− τ)]

∣

∣

∣

∣

∣

(4.18)

The peak directivity of an N-element array can be calculated,

Darray,max =
Umax

U0

=
E2

max

E2
0

=
1
N
N2

1
= N (4.19)

The factor 1
N

in the numerator comes from the fact that each element gets one-Nth of the
input power. As a result, the peak directivity of an N-element antenna array is N times
larger than that of a single antenna.

Programmable time delays are usually difficult to implement in a compact fashion. In-
stead, most beamforming arrays are actually phased arrays. For narrow band signals, a time
delay can be approximated by a phase shift. Fig. 4.3 shows a N-element phased array. In a
phased array, the signals that excite the antennas are progressively phase shifted: the signal
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Figure 4.3: N-element phased array.

inside the nth element is phase shifted by (n − 1)φ. The E-field vector contributed by the
nth antenna is,

En = e
jω0[t−tn−(n−1) φ

ω0
]

(4.20)

= ejω0[t−(N−1)t0]e
jω0[(n−1)(t0−

φ

ω0
)]

(4.21)

The sum of all the E-field vectors is,

Earray = ejω0[t−(N−1)t0]ejω0

(N−1)(t0−
φ
ω0

)

2
sin[1

2
N(ω0t0 − φ)]

sin[1
2
(ω0t0 − φ)]

(4.22)

The magnitude of the summed E-field vector is,

|Earray| =
∣

∣

∣

∣

sin[1
2
N(ω0t0 − φ)]

sin[1
2
(ω0t0 − φ)]

∣

∣

∣

∣

(4.23)

Similar to Eq. 4.17, the summed E-field magnitude can be maximized at spatial angle θ by
setting ω0t0 = φ,

φopt = ωt0 =
ω0d sin θ

c
(4.24)

Finally the E-field radiation pattern can be found for a fixed phase shift φ,

|Earray(θ)| =
∣

∣

∣

∣

∣

sin[1
2
N(ω0

d sin θ
c

− φ)]

sin[1
2
(ω0

d sin θ
c

− φ)]

∣

∣

∣

∣

∣

(4.25)
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Fig. 4.4 plots the E-field magnitude pattern for an 8 element array and a 32 element array,
with φ set to direct the beam at different angles: −30◦, 0◦ and 30◦. Apparently larger arrays
have larger directivity and therefore generate shaper beams.

For the same number of elements, the antenna beam pattern is also affected by the
element spacing. Fig. 4.4 assumes half wavelength spacing, which is the maximum limit to
avoid large undesired lobes. To illustrate this point, Fig. 4.5 shows the E-field pattern for an
8-element array with different antenna spacing. When the spacing exceeds half wavelength,
there are multiple side lobes with the same magnitude as the main lobe. These side lobes
are called grating lobes. Grating lobes are generally undesired since they steer energy into
unwanted direction in a transmitter while pick up interference from other angles in a receiver.
As evident in Fig. 4.5, larger antenna spacings result in larger numbers of grating lobes. The
number of grating lobes is roughly equal to the ratio of the spacing to the half wavelength.

4.3 Phased Array Architectures

There are multiple radio architectures for implementing a phased array, depending on
where the phase shift occurs on the signal chain. In a direct conversion transmitter, the phase
of the signal can be adjusted at either the RF domain, LO domain, analog baseband domain
or digital baseband domain. They correspond to four different phased array architectures,
as illustrated in Fig. 4.6. Each architecture has its own advantages and disadvantages,
and the optimal architecture is usually application specific, taking into account of various
considerations such as frequency, area, power, interference and robustness.

4.3.1 RF Phase Shifting

Shown in Fig. 4.6a, RF phase shifting architecture adjusts the relative phases of differ-
ent antenna elements in the RF signal domain. Traditionally, the biggest advantage of this
architecture is that it requires the least number of circuit components, and therefore poten-
tially the lowest cost and power. In cases of discrete implementation, due to limited routing
flexibility and cost of discrete components, RF phase shifting architecture is the most widely
used architecture. Since only one mixer is used, there’s no need to distribute the LO signal
and therefore the noise coupling can be minimized on the LO. In the case of a receiver,
another advantage is the relaxed mixer linearity requirement. This is because the signals
are combined in the RF domain before entering the mixer, as a result, interference coming
from the null direction of the beam will be canceled out during the signal summation, a
phenomenon called spatial filtering.

However, phase shifters are usually difficult to implement at high frequencies, especially
at mm-wave range. Most mm-wave phase shifters are built from variable passive components
and are therefore lossy [20]. In addition, the phase shifter loss is not constant over different
phase settings, thus requiring an amplifier to compensate the gain variation [21, 22]. In
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Figure 4.4: Phased array E-field magnitude patterns
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Figure 4.5: Phased array E-field magnitude patterns with various element spacings
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addition, the phase shift must maintain the required signal bandwidth as well as linearity
since it resides in the signal path.

4.3.2 LO Phase Shifting

Shown in Fig. 4.6b, LO phase shifting architecture adjusts the relative phases of different
antenna element in the LO signal domain. Unlike RF phase shifting architecture, the phase
shift function is not implemented in the main signal path, but instead on a constant envelope
CW signal. As a result, there’s no bandwidth or linearity requirement on the phase shifter.
The LO phase shifting architecture requires more circuit blocks, mainly additional mixers,
one for each element. As a result, it seems like such architecture will inevitably incur
larger power consumption. However, this is not case when the mixer sizing is down scaled
accordingly, since each mixer needs to drive only one PA in this architecture whereas the
mixer in the RF phase-shifting architecture needs to drive all the PAs unless RF drivers are
added.

Similar to RF phase shifting, the main disadvantage of the LO phase shifting architecture
is that it requires high frequency phase shifters. In addition, in the case of a receiver, since
the signals are combined after down conversion, spatial filtering doesn’t occur before the
mixer. Therefore, it imposes more stringent requirements on the mixer linearity to handle
large signal interferences.

4.3.3 Analog Baseband Phase Shifting

Shown in Fig. 4.6c, analog baseband (BB) phase shifting architecture adjusts the relative
phases of different antenna elements in the analog baseband domain. The main advantage of
this architecture is that it doesn’t need a high frequency phase shifter. Phase shifting at low
frequency can be realized with higher resolution, lower power and smaller footprint. Base-
band phase shifters are usually implemented using active devices based on I/Q interpolation
principles. Unlike passive phase shifters, active phase shifters have very small gain variation
across different phase states. Typical analog baseband phase shifters have resolutions higher
than 5 bits with gain variation less than 1dB [23, 24]. In the case of a receiver, since the
phase shifter loss is eliminated in the RF domain, the noise figure of this architecture is
typically smaller than that of a RF phase shifting architecture with the same signal chain
power.

Similar to the LO phase shifting architecture, since the LO signal needs to be distributed
to the local elements, it’s more sensitive to noise. Special care has to be taken to isolate
the LO distribution path from noisy circuitry such as the digital signals. Besides, spatial
filtering occurs in the analog baseband domain, therefore requiring better mixer linearity.

58



DSP

PAø

DAC

LO

PAø

PAø

PAø

(a) RF Phase Shifting

DSP

PA

ø

DAC

LO

PA

ø

PA

ø

PA

ø

(b) LO Phase Shifting

DSP

PAø

DAC

PAø

PAø

PAø

LO

(c) Analog Baseband Phase Shifting

DSP

PAøDAC

PAø

PAø

PAø

LO

DAC

DAC

DAC

(d) Digital Baseband Phase Shifting

Figure 4.6: Phased array architecutres (Transmitter)

59



4.3.4 Digital Baseband Phase Shifting

The final architecture is the digital baseband phase shifting architecture in which phase
shifting function occurs in the digital domain, as shown in Fig. 4.6d. This architecture pro-
vides the greatest flexibility since baseband DSP allows complex beamforming algorithms to
be implemented with high accuracy. It also enables spatial multiplexing using Multiple-Input
Multiple-Output (MIMO) for higher data rates, which is widely used in 802.11 standards.

However, this architecture suffers from several major disadvantages. First, since the
beamforming is implemented in the digital domain, a high resolution DAC/ADC is needed.
This is especially unattractive, since most mm-wave radios have data rates in the range
of Gb/s and therefore requires GS/s DAC/ADCs. Such high speed data converters are
extremely power hungry at high resolution [25]. Even state-of-the-art time interleaved Suc-
cessive Approximation Register (SAR) ADC has an energy efficiency of 50fJ/conv-step [26],
much higher than MS/s range ADCs used for Wi-Fi where energy efficiency is in the order of
10fJ/conv-step. Second, digital baseband phase shifting architecture requires N copies of the
entire radio front-end, which increases power and silicon area. Finally the spatial interfer-
ence signal exists throughout the entire receiver chain, as a result, the linearity requirement
extends to the entire analog baseband chain.

4.4 Architecture Power Comparison

Besides the aforementioned performance tradeoffs among different architectures, the most
critical factor to consider when choosing the most appropriate architecture is the overall
power consumption, which depends on a number of factors such as number of elements, fre-
quency and process. A simplified model is used here to predict the overall power consumption
of different architectures.

The analysis starts with a single-element transmitter which consists of a PA, a mixer and
a VCO, as shown in Fig. 4.7. The PA delivers an output power of Po,PA and needs a input
drive power of Pi,PA from the mixer. The VCO drives the mixer with an LO power of PLO.
The power consumption of this transmitter is,

PsingleTX = PPA + Pmix + PV CO (4.26)

=
Po,PA

ηPA

+
Pi,PA

ηmix

+ PV CO (4.27)

where ηPA and ηmix are the drain efficiencies of the PA and the mixer respectively. The choice
of Pi,PA is important for minimizing the overall power consumption. Since mixers generally
have lower drain efficiency than amplifiers due to reduced voltage headroom and increased
parasitic capacitances, Pi,PA should be minimized as much as possible, which means the PA
needs to have multiple stages. On the other hand, due to the finite Q of on-chip inductors,
the realizable parallel impedance of an inductor is bounded. This means the mixer power
consumption cannot be indefinitely down-scaled with Pi,PA. As a result, an optimal Pi,PA
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and mixer size exist for a given technology and operating frequency. It’s assumed that the
Pi,PA used in the equation represents such an optimal value.

The following subsections derive the power consumption of the RF blocks for RF, LO
and ABB phase shifting architectures. The DBB phase shifting architecture has the same
RF power consumption as the ABB phase shifting architecture and therefore is not repeated
in the derivation.

4.4.1 RF Phase Shifting

There are two ways of extending a single-element transmitter into a multi-element RF
phase shifting transmitter, as shown in Fig. 4.8. In implementation A, the mixer is up-sized
to provide larger output power in order to drive multiple elements. In implementation B,
the mixer is kept unchanged, instead drivers are added in each element to compensate the
power splitting loss and to drive the PA. The RF phase shifters are assumed passive devices
and have a power gain of GPS (GPS < 1).

In implementation A, the upsized mixer needs to deliver a total output power of
NPi,PA/GPS. As a result, the mixer power consumption is,

Pmix =
Po,mix

ηmix

(4.28)

= N
Pi,PA

GPSηmix

(4.29)

where N is the number of array elements. Since the mixer is upsized, LO drivers are needed
after the VCO to provide additional LO power to drive the mixer, the power of the LO
drivers can be found according the output power and gain requirement,

PLOdr =
PLO

N
GPS

ηamp,non

(4.30)

where ηamp,non represents the drain efficiency of RF (or LO) amplifiers. Note the subnote
non indicates that linearity is not required in this amplifier since it’s in the LO path, as
a result, ηamp,non can be higher than ηamp,lin. Given the relation between PAE and drain
efficiency defined in Eq. 2.17, Eq. 4.30 can be re-arranged to,

PLOdr =
PLON

GPSPAEamp,non

GLOdr − 1

GLOdr

(4.31)

=
PLO

PAEamp,non

N −GPS

GPS

(4.32)

=
Pi,PA

PAEamp,non

N −GPS

GPSGmix

(4.33)

where,

GLOdr =
N

GPS

(4.34)
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and Gmix is the power gain of the mixer. Note that PAE is used instead of drain efficiency
because it’s independent of the number of amplifier stages as shown in Eq. 2.21. Thus, the
total power consumption of implementation A is,

PTX,RFPS−A = Pmix + PLOdr +NPPA (4.35)

=
Pi,PA

ηmix

N

GPS

+ (N −GPS)
Pi,PA

PAEamp,non

1

GmixGPS

+N
Po,PA

ηPA

(4.36)

=
Pi,PA

ηmix

+ (N −GPS)
Pi,PA

ηmixGPS

+ (N −GPS)
Pi,PA

PAEamp,non

1

GmixGPS

+N
Po,PA

ηPA

(4.37)

In implementation B, the mixer power consumption is kept unchanged, and the additional
power comes from the RF drivers in each element. The power consumption of each driver
can be found based on the output power and the gain requirement,

PRFdr =
Pi,PA

ηamp,lin

(4.38)

=
Pi,PA

PAEamp,lin

GRFdr − 1

GRFdr

(4.39)

=
Pi,PA

PAEamp,lin

N −GPS

N
(4.40)

where

GRFdr =
N

GPS

(4.41)

Therefore the total power consumption of implementation B is,

PTX,RFPS−B = Pmix +NPRFdr +NPPA (4.42)

=
Pi,PA

ηmix

+ (N −GPS)
Pi,PA

PAEamp,lin

+N
Po,PA

ηPA

(4.43)

Comparing Eq. 4.37 and Eq. 4.43, it’s not difficult to conclude that implementation B is
more power efficiency, since GPSηmix is most likely to be smaller than PAEamp,lin. This is
because the efficiency of a mixer is usually smaller than that of an amplifier and the gain
of the phase shifter is usually much smaller than one. Besides, Eq. 4.37 has an extra third
term which does not exist in Eq. 4.43. The intuition behind the finding is that more efficient
blocks such as amplifiers should be used to provide driving capability in order to lower the
overall power consumption.

Note that although passive RF phase shifters are assumed for calculation, the results
also apply when active phase shifters are used. Active phase shifters are typically made of
weighted I/Q summation and can always be separated into the gain stage and the summation
stage. The gain stage can be lumped into RF drivers while the summation stage is passive
and lossy. The I/Q summation typically introduces 3dB insertion loss.
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4.4.2 LO Phase Shifting

In the LO phase shifting architecture, as shown in Fig. 4.9, the mixer and PA in each
element remains unchanged while LO drivers are required to compensate for the LO signal
distribution and phase shifter loss. The power consumption of each LO driver is,

PLOdr =
PLO

ηamp,non

(4.44)

=
PLO

PAEamp,non

GLOdr − 1

GLOdr

(4.45)

=
PLO

PAEamp,non

N −GPS

N
(4.46)

where

GLOdr =
N

GPS

(4.47)

The total power consumption of this architecture is,

PTX,LOPS = NPmix +NPLOdr +NPPA (4.48)

= N
Pi,PA

ηmix

+ (N −GPS)
PLO

PAEamp,non

+N
Po,PA

ηPA

(4.49)

=
Pi,PA

ηmix

+ (N − 1)
Pi,PA

ηmix

+ (N −GPS)
Pi,PA

GmixPAEamp,non

+N
Po,PA

ηPA

(4.50)

=
Pi,PA

ηmix

+ (N − 1)
Pi,PA

PAEmix

Gmix − 1

Gmix

+ (N −GPS)
Pi,PA

GmixPAEamp,non

+N
Po,PA

ηPA

(4.51)

=
Pi,PA

ηmix

+ (N − 1)
Pi,PA

PAEamp,non

1

Gmix

[
N −GPS

N − 1
+

PAEamp,non

PAEmix

(Gmix − 1)]

+N
Po,PA

ηPA

(4.52)

where PAEmix is the LO to RF power added efficiency of the mixer.

It’s relative hard to conclude whether LO phase shifting is better than RF phase shifting
by directly comparing Eq. 4.52 to Eq. 4.43, however, it will be shown that LO phase shifting
architecture is almost always inferior to Anlog BB phase shifting architecture.

4.4.3 Analog Baseband Phase Shifting

The transmitter block diagram for analog baseband phase shifting is very similar to that
of LO phase shifting, as shown in Fig. 4.10, with the only difference being that the LO phase
shifter is now moved to the baseband path. As a result, it’s not necessary to repeat the
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derivation again. Instead, the total power consumption can be readily obtained by setting
the phase shifter gain to unity GPS = 1,

PTX,ABBPS = NPmix +NPLOdr +NPPA (4.53)

= N
Pi,PA

ηmix

+ (N − 1)
PLO

PAEamp,non

+N
Po,PA

ηPA

(4.54)

=
Pi,PA

ηmix

+ (N − 1)
Pi,PA

ηmix

+ (N − 1)
Pi,PA

GmixPAEamp,non

+N
Po,PA

ηPA

(4.55)

=
Pi,PA

ηmix

+ (N − 1)
Pi,PA

PAEmix

Gmix − 1

Gmix

+ (N − 1)
Pi,PA

GmixPAEamp,non

+N
Po,PA

ηPA

(4.56)

=
Pi,PA

ηmix

+ (N − 1)
Pi,PA

PAEamp,non

1

Gmix

[1 +
PAEamp,non

PAEmix

(Gmix − 1)] +N
Po,PA

ηPA

(4.57)

Comparing Eq. 4.57 to Eq. 4.52, it can be seen that the RF power consumption of analog
baseband phase shifting architecture is always smaller than that of the LO phase shifting
architecture due to absence of phase shifter loss. Note that the baseband phase shifter power
is not included in the comparison and such omission is generally acceptable since baseband
circuit blocks typically consume much lower power than RF blocks.

Comparing analog baseband phase shifting architecture and RF phase shifting architec-
ture is less straightforward. Note that the first and third terms in Eq. 4.43 to Eq. 4.57 are
identical, therefore only the second term needs to be compared. In fact the second term
represents the overhead RF power when scaling the transmitter from single element to N
elements,

∆PTX,RFPS−B = (N −GPS)
Pi,PA

PAEamp,lin

(4.58)

∆PTX,ABBPS = (N − 1)
Pi,PA

PAEamp,non

1

Gmix

[1 +
PAEamp,non

PAEmix

(Gmix − 1)] (4.59)

When the mixer gain Gmix is much greater than unity, Eq. 4.59 can be simplified to,

∆PTX,ABBPS = (N − 1)
Pi,PA

PAEmix

(4.60)

Since the amplifier PAE is typically larger than the mixer PAE, it’s almost certain that for
reasonably large arrays, the RF phase shifting is more power efficient. This means for low
frequency applications, the RF phase shifting architecture is the best candidate. However,
if the ratio of PAEamp,lin to PAEmix is less than two, it’s possible that the analog baseband
phase shifting architecture is more efficient for small arrays.
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4.4.4 Generalized Comparison

To provide more insights on the power comparison, the overhead power of the three
architectures is plotted for different array sizes based on different Gmix and

PAEamp,lin

PAEmix
values.

With a mixer gain of 2 (Gmix = 2), if an amplifier is three times more efficient than a mixer

(
PAEamp,lin

PAEmix
= 3), the RF phase shifting is always better than baseband phase shifting, no

matter how many elements the array has, as shown in Fig. 4.11. If an amplifier is two times
more efficient than a mixer, the baseband phase shifting architecture is better for array
sizes smaller than 5, as shown in Fig. 4.12. If an amplifier is only 1.75 times more efficient
than a mixer, the baseband phase shifting architecture remains better for array sizes up to
8. As a result, the smaller

PAEamp,lin

PAEmix
is, the more efficient analog baseband phase shifting

architecture is. On the other hand, the larger the mixer gain is, the less attractive the
analog baseband phase shifting architecture becomes, as evident when comparing Fig. 4.13
and Fig. 4.14. When the mixer gain is doubled, the crossover point for the RF phase shifting
and baseband phase shifting drops from 8 to 3. In short, the slope of the overhead power for
analog baseband phase shifting architecture increases with mixer gain Gmix as well as the
efficiency ratio of amplifiers and mixer

PAEamp,lin

PAEmix
. For large array sizes, RF phase shifting is

always more power efficient than baseband phase shifting since slope of overhead power for
analog baseband phase shifting is always larger than that of RF phase shifting.

4.5 Phase Shifters

4.5.1 Resolution

The minimum phase shifter resolution is determined by the directivity of the array.
Fig. 4.15 to Fig. 4.18 show the obtainable array gain as a function of the beamforming
angles with different phase shifter resolutions for different array sizes. At each beamforming
angle, the phase setting of each element is chosen such that the total array gain is maximized
at that angle. It can be seen that 2-bit phase shifter resolution is already sufficient to obtain
an array gain within 1dB range of the theoretical maximum. 3-bit resolution closes the
gap to less than 0.3dB. Further increasing the resolution has diminishing returns in terms
of array gain improvement. As a result, 4-bit might be enough for any array size from
the perspective of array gain. On the other hand, phase shifter resolution also affects the
sidelobe level and the peak-to-null ratio. Fig. 4.19 and Fig. 4.20 show the maximum sidelobe
level and minimum peak-to-null ratio as a function of beamforming angles for a 4-element
array. Again, the phase setting for each element is chosen to optimize the array gain at
each beamforming angle. Clearly, higher phase shifter resolution reduces the maximum
sidelobe and increases the minimum peak-to-null ratio, which is highly desired to minimize
interference and multi-path fading. These improvements are more significant than array gain
improvement at higher phase shifter resolutions.
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Figure 4.15: Array gain as a function of beamforming angle (2 elements)
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Figure 4.16: Array gain as a function of beamforming angle (4 elements)

69



−100 −80 −60 −40 −20 0 20 40 60 80 100
17

17.2

17.4

17.6

17.8

18

18.2

incident angle (degrees)

a
rr

a
y
 g

a
in

 (
d
B

)

2−bit 3−bit 4−bit 5−bit

Figure 4.17: Array gain as a function of beamforming angle (8 elements)
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Figure 4.18: Array gain as a function of beamforming angle (16 elements)
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Figure 4.19: Maximum sidelode as a function of beamforming angle (4 elements)
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Figure 4.20: Minimum peak-to-null ratio as a function of beamforming angle (4 elements)
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4.5.2 Implementation

Depending on the frequency, phase shifters can be either passive or active. Passive
phase shifters are mainly used in the RF signal domain. In general, passive phase shifters
can be classified into two categories: through type phase shifters and reflective type phase
shifters. Through type phase shifters are essentially tunable LC delay structures, as shown
in Fig. 4.21. The insertion time delay and phase shift are,

tD =
√

LtotCtot (4.61)

φ = ω
√

LtotCtot (4.62)

The simplest way to implement such a phase shifter is to have multiple T-lines with different
lengths (Fig. 4.21a). The input and output are switched between different T-lines for different
phase shift. Obviously such an approach can only have very low resolution or range unless
large silicon area is used. A better approach is to synthesize a T-line using variable capacitors
and inductors (Fig. 4.21b). Traditionally, only variable capacitors are used since it can be
easily implemented by varactors or switched capacitors while variable inductors are much
more difficult to implement. However, this changes the characteristic impedance of the
T-line and thus reduces the bandwidth. Besides it also limits the obtainable phase shift
range. Recently variable inductors were also demonstrated using inductance multiplication
techniques [27]. Although only 1-bit variable inductor was implemented, it significantly
extended the phase shift range and preserved the wide band characteristic of a T-line.

Reflective type phase shifters exploit the reflection coefficient property of a LC resonance
tank. The reflection coefficient of a parallel LC tank has a constant magnitude of unity, but a
varying phase depending on the offset from the resonance frequency. By loading a quadrature
hybrid with two LC tanks with variable resonance frequency (Fig. 4.22), the signal going
through the hybrid will experience variable phase shifts. The phase response of this structure
is,

φ ≈ −2 arctan(2
Z0

Z0,tank

δω

ω0

) (4.63)

ω0 =
1√
LC0

(4.64)

Z0,tank =
√

L/C0 (4.65)

where C0 and Z0,tank are the nominal capacitance and impedance of the tank, and δω is shift
in tank resonance frequency when the capacitance is varied. Although such a structure can
provide up to 360◦ total phase shift in theory, the amount of variable capacitance that can
be implemented usually limits the total range. As a result, two or more stages are usually
cascaded to cover 360◦ [28, 27]. Alternatively, an active stage can be used to provide 180◦

phase invertion [21]. This active stage can also compensate the gain variation of the passive
phase shifter at different phase states.

Active phase shifters are based on I/Q interpolation. By summing differently weighted
cosine and sine signals, a new phase can be obtained. The relative phase shift is determined
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Figure 4.21: Through type phase shifters
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Figure 4.22: Reflection type phase shifter

by the relative weighting assigned to the cos and sin signals,
√

A2
I + A2

Q cos(ωt+ φ) = AI cos(ωt) + AQ sin(ωt) (4.66)

φ = − arctan(
AQ

AI

) (4.67)

The programmable weightings are usually implemented by two Variable Gain Amplifiers
(VGAs). Fig. 4.23 shows several different implementations. In the first implementation
(Fig. 4.23a), the variable gain function is achieved by programming the current source value,
and the quadrant selection is performed by directing current to one of the two Gilbert
differential pairs. The advantage of this implementation is high current efficiency since
all the current is utilized. The downside is the varying output common level and thus
varying output voltage swing headroom. In the second implementation (Fig. 4.23b), the
variable gain function is achieved by unequally distribute a total constant current to two
Gilbert differential pairs to achieve a variable differential output current. Compared to the
first implementation, this architecture has constant output common mode but less current
efficiency since the differential output current is only a fraction of the total bias current.
In both implementations, the original signal (cosine signal or sine signal) has to drive four
transistors that form the Gilbert quad to enable quadrant swapping. In contrast, the third
and fourth implementation places the quadrant selection at the input of the amplifier using
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Figure 4.23: I/Q interpolating phase shifters

pass gates (Fig. 4.23c and Fig. 4.23d). As a result, the loading to the signal path can be
reduced by half. The disadvantage is the added loss of the pass gate switches and additional
noise.

4.6 Low Power 4-Element Phased Array

While the previous sections describe the fundamentals of phased arrays, this section
focuses on the design of a mm-wave phased array. Specifically, the phased array operates
at 60GHz and the goal is to achieve 10Gb/s data rate over 2 meters Line-of-Sight (LOS)
distance while maintaining low power consumption. The number of phased array elements
is determined based on the tradeoff of power, efficiency and area. For the same EIRP,
less PA power is needed with more transmitter elements. However, this doesn’t mean the
transmitter power can be reduced indefinitely. In fact, overhead power from mixer and
LO distribution increases with the number of elements, as a result, there exists an optimal
number of elements for minimal power consumption. This optimal number depends on a
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No. of Antennas 4 units
Antenna Gain -3 dBi
Array Gain 12 dB
PA Power 0 dBm
EIRP 9 dBm
Distance 2 meters
Path Loss 74 dB
RX Input Level -65 dBm
RX Noise/Hz -174 dBm/Hz
RX Bandwidth 5 GHz
Noise Level -69 dBm
RX Noise Figure 8 dB
SNR (one element) 4 dB
Array SNR Gain 6 dB
RX Array Output SNR 10 dB

Table 4.1: Link budget analysis for a 10Gb/s 60GHz QPSK link over 2 meters

number of factors such as circuit architecture, supply voltage and passive Q-factor. In this
prototype, four elements are chosen [29]. Table. 4.1 shows the link budget analysis for the
desired data rate and distance. A receiver output SNR of 10dB is targeted for obtaining a
BER of 10−3 with QPSK modulation.

Based on the preceeding comparison of four different phased array architectures, the
analog baseband phase shifting architecture is chosen for better phase shifter performance
and lower power consumption due to small array size and limited mixer gain (Gmix < 2).
The block diagram of the entire transceiver is shown in Fig. 4.24. The transceiver consists
of four TX, four RX, an integrated integer-N frequency synthesizer and a LO distribution
network.

Each transmitter element consists of an analog baseband phase shifter, a double-balanced
quadrature Gilbert mixer and a ZVS power amplifier (Fig. 4.25). In a relatively low out-
put power transmitter, the overall efficiency is no longer determined by the PA since other
blocks in the transmitter chain also contribute a significant portion of the total power con-
sumption. Therefore, efficiency optimization is a key design component for every block in
the transmitter chain and this is achieved by various techniques addressed in the following
subsections.

4.6.1 Phase Rotating Quadrature Mixer

Maximizing the current efficiency of the mixer is critical not only in reducing the mixer
power, but also in maximizing the impedance at the LO ports which reduces the required
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LO buffer current swing. Combining the baseband phase shifter and the quadrature mixer
into a single structure is attractive since the bias current can be reused. In such a combined
structure, the conventional means to achieve phase shift functionality is to current sum the
weighted original I and Q signals, as illustrated in Fig. 4.26a. However, this architecture
suffers from relatively low efficiency. To gain insight into the root cause of this poor efficiency,
consider the current efficiency of the phase rotator, which is defined as the ratio of the
effective differential output current magnitude to the total DC current,

ηtraditional =

√

I ′2 +Q′2

2(cos θ + sin θ)
=

√

I2 +Q2

2(cos θ + sin θ)
(4.68)

=
1√

2(cos θ + sin θ)
(4.69)

where I ′ and Q′ are the phase shifted baseband signals and the final equality is based
on the fact that the original baseband I/Q values are either 1 or -1 for QPSK modulation.
Note that the efficiency falls between 50% to 71% depending on phase shift angle θ. The
low efficiency is further explained by an example shown in Fig. 4.26b. At 45◦ phase shift
angle with both initial I/Q inputs of 1, one pair of the cos and sin current appears at
the output as common-mode signals to achieve an effective I magnitude of zero. In other
words, half of the total current is wasted due to the current-mode subtraction inherent in this
structure. To improve the current efficiency, an improved baseband phase shifter architecture
is proposed in Fig. 4.27. In the proposed architecture, only two current sources are used
and instead of carrying cos θ and sin θ weightings, they carry cos(θ + 45◦) and sin(θ + 45◦)
weightings, representing the magnitude of the phase-rotated I/Q signals. Depending on
in which quadrant the final phase-shifted data lands, the cos(θ + 45◦) weighting should
represent the I ′ signal or the Q′ signal. Since the final data quadrant depends on both
the initial data quadrant and the phase shift angle, eight current distribution switches are
used to dynamically distribute the two current sources to the appropriate I/Q output ports.
Since the DC current is reduced, the current efficiency can be improved. The new current
efficiency is,

ηproposed =

√

I ′2 +Q′2

2(cos(θ + 45) + sin(θ + 45))
(4.70)

=

√

cos2(θ + 45) + sin2(θ + 45)

2(cos(θ + 45) + sin(θ + 45))
(4.71)

=
1

(cos(θ + 45) + sin(θ + 45))
(4.72)

Note that the new efficiency falls between 71% and 100%, a significant improvement com-
pared to the conventional approach. Fig. 4.28 plots the efficiency comparison for different
phase shift angles and the new architecture is superior to the conventional one at any angle
with an average improvement of around 40%. The current distribution switches S1-S8 are
controlled by the baseband input quadrant information (Quad1 to Quad4), which are com-
puted from the original I/Q signals, as well as the sign bits of the 7-bit phase shift control,
as illustrated in Fig. 4.25. The truth table of the quadrant signals and the correspondence
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Figure 4.26: Conventional BB phase shifter architecture
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Figure 4.27: Proposed BB phase shifter architecture

Figure 4.28: Efficiency comparison of the conventional and proposed phase shifters

of the two sign bits and the phase shift region are shown in Table. 4.2 and Table. 4.3. At
each clock sampling point, only one of the four switches (S1 to S4) connecting the I mixer is
turned on while others remain off. The same principle applies to the four switches (S5 to S8)
connecting the Q mixer. The current sources are implemented by 5-bit DACs with upper
4-bits thermometer encoded. The phase shifted baseband signals are fed into two double-
balanced mixers for quadrature modulation. Since the sizes of the Gilbert quad switches set
the driving requirement for the LO buffers, smaller size transistors are preferred to increase
the input impedance and reduce the buffer power. Due to reduced phase shifter current,
10µm transistors are used, which present a differential impedance of 1.2kΩ. With a differen-
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Input (I,Q) Quad1 Quad2 Quad3 Quad4
(1,1) 1 0 0 0
(-1,1) 0 1 0 0
(-1,-1) 0 0 1 0
(1,-1) 0 0 0 1

Table 4.2: Truth table of the quadrant signals

SI,SQ (Sign bits of the phase shift setting) Phase shift region in radians
(0,0) 0 to π/2
(1,0) π/2 to π
(1,1) π to 3π/2
(0,1) 3π/2 to 2π

Table 4.3: Phase shift region and its corresponding control sign bits

tial input swing of 600mV, the required LO input power is kept below -8dBm. The outputs
of the two double-balanced mixers are current combined before feeding to the transformer
used for coupling the PA and the mixer. The power consumption of the phase rotating mixer
varies between 6-8.75mA depending on the phase shift setting.

4.6.2 ZVS PA

Since QPSK modulation has relatively small PAPR ratio before filtering, this enables the
use of a zero-voltage-switching (ZVS) amplifier for improved efficiency2. Recall in Chapter. 2,
it’s shown in Fig. 2.15c that traditional Class-E amplifiers have non-optimal PAE at mm-
wave frequency. With harmonic impedance tuning, the extended Class-E/FX amplifiers can
potentially improve the PAE by more than 20%. On the other hand, adding higher order
harmonics beyond the second has diminishing returns in efficiency improvement but results
in more complexity (and hence additional passive loss) in implementing the on-chip tuning
network, and therefore this design limits the harmonic tuning to the second order. In fact, it
will be shown that involving second harmonic tuning is already challenging at this frequency
range.

Similar to Fig. 2.15c, the drain efficiency, power gain, and PAE of the core PA can be
evaluated as a function of the normalized second harmonic reactance (X2) presented to the
transistor (Fig. 4.29). Unlike Fig. 2.15c which is based a generic 65nm process, Fig. 4.29 is
based on ST 65nm GP process with transistor parameters extracted from layout. In addition,
a Q-factor of 10 is assumed for an inductor at the fundamental frequency while a Q-factor of

2In cases where the signal is filtered, a linear PA is required to preserve the output spectrum shape. In
other words, filtered QPSK signals have non-negligible PAPR ratio.
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Figure 4.29: Predicted PA drain efficiency, power gain and PAE
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Figure 4.30: Schematic of the transmitter element

4 is assumed for the second harmonic impedance. Due to decreased FC , decreasing second
harmonic reactance improves the capacitance tolerance of the ZVS topology and allows
a larger switch to be used. As a result, the drain efficiency can be significantly improved.
Meanwhile, larger switches lead to larger input power and therefore lower power gain. Finally,
the optimal X2 for PAE is around 0.52 at 60GHz, quite close to what’s predicted based on
a generic 65nm process.

The tuning network for this design is implemented by a 1-to-1 wide trace broadside
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coupled transformer with a diameter of 42 µm and a series inductor of 100 pH. This passive
network up-converts 50Ω to 150Ω at the fundamental frequency for optimal power delivery
while providing roughly 40 pH of inductance at the second harmonic. The reduced second
harmonic inductance is mainly achieved by operating the transformer beyond SRF. This
means the transformer acts as a capacitor at the second harmonic and therefore reduces the
effective series inductance. The output transformer has a trace width of 12µm and provides
inherent electrostatic discharge (ESD) protection. The ZVS amplifier operates from a 0.8 V
(4.4mA) supply for reliability and has a simulated power gain of 5dB. The simulated core
drain efficiency is 54% while the overall drain efficiency including the passive loss and the
pad loss is 34%.

Although this tuning network is able to provide second harmonic inductance, the actual
realized Q-factor is very low at the second harmonic. This is because the transformer is
loaded with 50Ω on the secondary side, and therefore the effective capacitance that the
transformer presents has fairly low Q. As a result, the second harmonic content is the
current waveform is not rich, evident in the V-I waveforms (Fig. 4.30).

As the target output power is 0dBm for each element, a single-ended PA is used instead
of a differential one since the differential PA requires an additional 4X impedance upconver-
sion and would hence suffer from excessive loss. A 2-to-1 transformer is used to achieve the
differential to single-ended conversion as well as to perform the required impedance matching
between the mixer and the PA. To improve the common-mode rejection of the transformer
balun, primary and secondary windings are implemented in two different top metal layers
such that the capacitive coupling can be minimized. In addition, a 600fF de-coupling ca-
pacitor is added to the center-tap of the primary winding in order to resonate with the
common-mode winding inductance. In order to capture the lead inductance of the current
summing structure at the output of the quadrature mixer, an 8-port input structure is at-
tached with the transformer primary in the EM simulation. The combined structure has an
insertion loss of 3dB.

4.6.3 Experimental Results

The detailed description of the rest of the transceiver blocks can be found in [30]. The
transceiver was realized in a 65nm bulk CMOS process without any special RF options.
Fig. 4.31 shows the die micrograph. The chip measures 2.5mm by 3.5mm. The measure-
ment was performed by direct on wafer probing of mm-wave signals in a chip-on-board
configuration which allowed DC and IF signals to be wire bonded to the PCB. Fig. 4.32
shows the measured output power of each transmitter element. The measured peak output
power and PA drain efficiency is -1.5dBm and 20% respectively with 3-dB bandwidth of
more than 8GHz. The output power difference among four elements is less than 0.5dB. The
measured power is about 1.5dB lower than the simulation results. The main suspect for this
difference is the modeling of the 2-to-1 transformer Balun connecting the mixer and the PA.
In simulation, the transformer operates very close to SRF, and in addition the insertion loss
depends on the common-mode termination, both lead to increased sensitivity.
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Figure 4.31: Chip micrograph of the 60GHz 4-element phased array transceiver.
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Figure 4.32: Measured transmitter output power.

Each transmitter element was tested using QPSK modulated signals mapped from PRBS
sequences generated on-chip. The 60 GHz output was down-converted using an external
harmonic mixer. Fig. 4.33 shows the measured eye-diagram when transmitting 5Gb/s data
on the I-channel. The transmitter consumes a total worst-case (45◦ phase shift) power of
27mW/element including LO distribution.

The measured TX phase constellations of the four elements are shown in Fig. 4.34. In
the TX, the VNA is used to measure the relative phase shift. An external LO signal is fed
from Port 1 of the VNA to the distribution tree while taking the output from the PA to Port
2. The relative phase shift is observed. The TX achieves 360◦ of phase shifting range with
a worst-case phase steps of 5◦. The gain variation across all phase settings and all elements
is less than ±0.5dB.
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Figure 4.33: Measured eye-diagram of the I-channel while transmitting 5Gb/s QPSK data.

The two-element phased array normalized gain is shown in Fig. 4.34a as a function of
relative phase shift angle. This two-element measurement was performed by using dual GSG
probes and off-chip power combiners which allowed simultaneous probing of both elements.
The phase setting of one element was held constant while the phase shift on the other element
was swept over its entire range. Due to the high phase resolution and low gain mismatch, the
measured peak-to-null ratio on the TX is 40dB. This also confirms that the on-chip isolation
between elements is sufficient to obtain a good peak-to-null ratio.

Although 4-element beamforming pattern is unavailable due to lack of antenna array
integration, a synthesized pattern was constructed using the measured 4 TX element power
and phase characteristics (Fig. 4.34b). The pattern is based on a λ/2 uniformly spaced array.
In such an array pattern, the peak gain is not as sensitive as the nulls to the mismatch in
gain and phase between elements. Thus, the close matching between ideal and synthesized
array patterns shown in Fig. 4.34b further confirms the high resolution and accuracy of the
proposed transceiver design.
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Figure 4.35: Transmitter beamforming pattern.
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Chapter 5

Direct Digital-to-RF Transmitter

The previous chapters present the architectures and circuit techniques mainly for im-
proving the mm-wave transmitter peak output power/EIRP. However, mm-wave transmit-
ters suffer from not only low power handling capability, but also low efficiency, as evident
in Fig. 2.16. This is mainly caused by reduced available power gain and increased device
parasitic loss. Unlike lower frequency counterparts, mm-wave PAs typically include multiple
driver stages to obtain the desired power gain, which leads to a larger difference between
the 1dB gain compressed output power (P1dB) and the saturated output power (Psat) due
to simultaneous gain compression from multiple stages. Such discrepancy can be as large as
3-4dB [31, 32]. Since the extra power beyond P1dB cannot be utilized in a linear transmitter
due to amplitude distortion, the actual peak efficiency is already significantly reduced1. To
make matters worse, most digital modulation schemes widely used today have a fairly high
PAPR, which demands the transmitter to back-off from its peak linear output power level
P1dB. Since the efficiency of Class-A PAs drops linearly with output power, a 6dB power
back-off reduces the PA efficiency by 75%. As a result, the average efficiency during data
transmission is only a small fraction of the peak efficiency. Various techniques have been
introduced to enhance the average efficiency, however, challenges remain to adopt them for
mm-wave transmitters. This chapter presents a direct digital-to-RF conversion architecture
that enables dynamic DC power scaling at very high data rates and thus significantly im-
proves the mm-wave transmitter average efficiency. By utilizing a concept called Quadrature
Spatial Combining, both I/Q load-pull and insertion loss present in a traditional Cartesian
transmitter can be minimized simultaneously. The rest of this chapter is organized as follows.
It first reviews traditional efficiency enhancing architectures that are widely used at lower fre-
quencies and discusses challenges for high frequency adoption. Section 2 introduces the direct
digital-to-RF architecture and discusses the practical implementation at mm-wave frequency
domain. Section 3 presents the Quadrature Spatial Combining concept and its implications
on the PA performance and beamforming. The circuit implementation of an eight-element

1The efficiency numbers in Fig. 2.16 are mostly those at Psat for mm-wave PAs. Efficiencies at P1dB are
usually half.
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(4I+4Q) 60GHz digital-to-RF conversion beamforming transmitter is presented in section 4,
followed by experimental results in section 5. Finally, digital calibration and pre-distortion
techniques are discussed in section 6.

5.1 Traditional Efficiency Enhancing Architectures

The main reason behind the low average efficiency of Class-A PAs is that the DC power
consumption remains constant and independent of the instantaneous signal amplitude. In
other words, the larger the PAPR is, the lower the average efficiency becomes. A number of
transmitter architectures have been proposed to improve the average efficiency by enabling
dynamic DC power scaling through various ways. Three most popular architectures are
envelope tracking, envelope elimination and restoration and outphasing2.

In an envelope tracking transmitter (Fig. 5.1), dynamic DC power scaling is implemented
by modulating the supply voltage according to the signal envelope through an amplitude
amplifier. The envelope signal can be generated either directly from the baseband DSP
through a DAC, or by passing the analog signal through an envelope detector. Since the
supply voltage scales with the signal envelope while the DC current remains constant to
the first order, the efficiency backs off linearly with the output amplitude, resembling a
Class-B amplifier behavior. In deep sub-micron process nodes with small channel resistance
ro, the DC current of a transistor also drops with reduced drain voltage. As a result, the
actual efficiency back-off is slightly better than Class-B. The downside of this architecture is
that a linear PA is still needed to amplify the non-constant envelope input signal, as shown
in Fig. 5.1. Therefore, the peak efficiency of this system is still similar to a traditional
transmitter.

To further enhance the efficiency, a concept called Envelope Elimination and Restoration
(EER) was invented. The most practical EER implementation is the Polar architecture, as
shown in Fig. 5.2. In such a transmitter, the baseband signal is first converted to amplitude
(AM) and phase (PM) signals. Then a highly efficient but nonlinear PA can be used to
amplify the constant envelope PM signal while the amplitude information is restored at the
PA output through a supply modulator similar to that used in an envelope tracker. The
benefits of this architecture are two folds. First, much higher peak efficiency can be obtained
with non-linear switching PAs. Second, since the efficiency of switching PAs is independent
of the supply voltage to the first order3, the peak efficiency can be maintained at different
back-off power levels. Although EER has higher average efficiency than envelope tracking,
it requires much more stringent alignment between AM and PM signals [33]. Typically a
feedback loop is used to dynamically correct the timing error for optimal EVM.

Both envelope tracking and EER rely on a supply modulator, which usually has limited
bandwidth. Increasing the bandwidth of a supply modulator leads to significant overhead

2Sometimes referred to as LInear amplification using Non-linear Components (LINC)
3With strong short channel effect, the efficiency does degrade with decreasing supply voltage
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power. Therefore these two architectures can hardly satisfy the data rate requirement for
mm-wave transmitters.

Another architecture using non-linear amplifiers is the outphasing architecture4 [34]. In
such a transmitter (Fig. 5.3), the amplitude information is created by summing signals from
two non-linear PAs with the same amplitude but different phases. The phase difference
between the two signals is called the outphasing angle. The summed signal amplitude de-
pends on the outphasing angle: the larger the outphasing angle is, the smaller the summed
amplitude becomes. Since each PA is transmitting a constant envelope signal, non-linear
switching amplifier can be used to maximize the peak efficiency. In addition, since no sup-
ply modulator is needed in the outphasing architecture, high data rates can be achieved.
The back-off characteristic of an outphasing amplifier depends on the type of signal com-
biner used. If isolating combiners such as the Wilkinson combiner are used, the transmitter
exhibits a Class-A type of back-off since the DC power consumption is fixed and indepen-
dent of the outphasing angle. On the other hand, if non-isolating combiners are used, DC
power consumption may decrease with increasing outhphasing angles due to increased load
impedance seen by the amplifier as a result of a load-pull. However, there are two problems
with non-isolating combiners. First, the change of outphasing angle also introduces reactive
impedance seen by the amplifier and hence reduces the efficiency at back-off power levels.
Second, it causes amplitude distortion, especially if the amplifier cannot be modeled as a
voltage source, which might be the case for most high frequency applications. The problem
can be mitigated by using a Chireix combiner which compensates the change of load reac-
tance by a fixed susceptance [35]. However, since it can only cancel the load reactance at one
outphasing angle, it doesn’t eliminate the distortion. A combination of dynamically variable
PA size and switched tuning capacitor bank were introduced in [36] to compensate the load
modulation at multiple outphasing angles and eliminate the distortion. Recently, mm-Wave
outphasing transmitters have been demonstrated with both transformer combining and spa-
tial combining [37, 38]. However due to lack of load compensation, the power stays relatively
constant and the back-off curve is close to Class-A. The major efficiency enhancement comes
from the utilization of the power beyond P1dB.

5.2 Direct Digital-to-RF Conversion

Unlike a traditional linear transmitter with a single analog PA, the direct digital-to-RF
conversion transmitter consists of an array of sub-PAs [39, 40]. Each PA amplifies a constant
envelope signal while the amplitude information is created by digitally switching on and off
a certain number of sub-PAs. Since each PA does not need to convey envelope information,
a nonlinear amplifier class can be used to maximize the peak efficiency. On the other hand,
the total DC current dynamically scales with the number of sub-PAs that are switched on,
and therefore it’s proportional to the output amplitude. This means the PA efficiency backs
off linearly with the output amplitude, or square root of output power, similar to a Class-B

4Sometimes referred to as LIear amplification using Non-linear Components (LINC).
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amplifier. The efficiency back-off can be described as follows,

η =
Vout

Vout,peak

ηpeak =

√

Pout

Pout,peak

ηpeak (5.1)

Therefore the direct digital-to-RF conversion not only enhances the peak efficiency but
also improves the back-off characteristic. There are two popular architectures for imple-
menting the direct digital-to-RF conversion for QAM signals: the Polar architecture and the
Cartesian architecture (Fig. 5.4). In the Polar architecture, the baseband digital I/Q signals
are first converted to AM bits and PM bits. A phase modulator is used to upconvert the PM
bits into a phase modulated carrier signal to drive the PA while the AM bits are used for
sub-PA on/off switching. In the Cartesian architecture, quadrature carrier signals are used
to directly drive two identical PAs which are switched on/off by the digital baseband I/Q
signals respectively. Then a RF signal combiner is used to sum the I/Q PA outputs. The
Polar architecture has been demonstrated at 2.4GHz for WLAN and has shown remarkable
efficiency enhancement [40]. However, the Polar architecture suffers from several drawbacks.
First, the bandwidth of the PM signal is significantly larger than that of the original I/Q
baseband signal due to nonlinear Cartesian to Polar conversion [41]. Maintaining extra RF
signal bandwidth for high data rate mm-wave systems is power costly. Second, due to dif-
ferent types of circuit blocks employed in the AM and PM paths, it’s difficult to maintain
the delay matching between the two unless a feedback loop is used. In contrast, the Carte-
sian architecture is free of these issues and appears to be a better candidate for mm-wave
transmitters.

Although the Cartesian architecture has many advantages over the Polar counterpart, the
biggest challenge is how to implement the final stage signal combiner. Traditionally, there
are two types of combiners: non-isolating combiners and isolating combiners. Non-isolating
combiners such as current summing or transformers typically have very small insertion loss,
but suffer from I/Q mutual load-pull due to lack of isolation [42]. Since I/Q signals are
uncorrelated, a two dimensional digital pre-distortion lookup table is required to linearize
the transmitter, which adds significant complexity and overhead power. In contrast, isolating
combiners such as Wilkinson combiners eliminate the I/Q mutual load-pull and preserve each
PA amplitude response. However, such combiners usually have much larger insertion loss
and thus degrade the PA efficiency. In other words, there’s no on-chip passive combiner that
can accomplish low insertion loss and high isolation simultaneously.

5.3 Quadrature Spatial Combining

To eliminate the aforementioned tradeoff between insertion loss and isolation, we propose
to combine the quadrature signals in space, a concept called Quadrature Spatial Combining
[43, 44] (Fig. 5.5). In a quadrature spatial combined transmitter, at least two antennas are
used, one for transmitting the I path signal while the other for transmitting the Q path
signal. Since the E-field vectors can be losslessly summed in the far field, no insertion loss
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is incurred. Besides, since there’s no physical connection between the I/Q PAs, the mutual
load-pull is eliminated. In this way, two goals can be accomplished simultaneously.
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Although the on-chip coupling between I/Q PAs is eliminated, coupling between I/Q
antennas may also results in mutual load-pull and therefore should be minimized as well.
Fig. 5.6a shows the simulated coupling factor S21 between two patch antennas for E-plane
and H-plane alignment. The S21 drops to below -20dB once the antenna spacing is greater
than half wavelength. Fig. 5.6b shows that the theoretical Error-Vector-Magnitude (EVM)
of a (I=1,Q=1) symbol as a function of I/Q antenna spacing. Depending on the desired
modulation scheme and actual antenna implementation, minimal spacing can be determined.
For 16QAM modulation which requires roughly -19dB EVM, half wavelength spacing is
sufficient.

Unlike traditional beamforming, quadrature spatial combining has several unique prop-
erties, which will be explained in the following subsections.

5.3.1 Transmitter EVM

In a phased array, signals transmitted from different antenna elements experience different
time delays which vary with the spatial angle θ (Fig. 5.5). As a result, quadrature phase
summation can be obtained only at one particular spatial angle. Assuming the Q-PA LO is
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phase shifted 90◦ relative to the I-PA LO, the E-fields radiated at θ degree angle are,

Ei = i(t− t0) cos[ω(t− t0)] (5.2)

Eq = q(t) cos[ωt− π/2] (5.3)

E = Ei + Eq = i(t− t0) cos(ωt− ωt0) + q(t) sin(ωt) (5.4)

where t0 is the free space delay difference between the two radiated signals,

t0 =
d sin θ

c
(5.5)

For narrow band systems in which Tbb ≫ Trf/2 ≥ d sin θ
c

, i(t − t0) can be approximated by
i(t), therefore the summed E-field can be simplified to,

E(θ) ≈ i(t) cos(ωt− ωd sin θ

c
) + q(t) sin(ωt) (5.6)

This means the desired modulation can be only obtained at 0◦ spatial angle, while signals
at other transmission angles are distorted due to I/Q phase imbalance. The I/Q phase
imbalance at θ angle is,

∆φIQ =
ωd sin θ

c
(5.7)

As a result, the transmitter output EVM gradually degrades when the receiver is moved
away from the center transmission direction. This provides a secure information link through
a narrow spatial window and prevents eavesdropping from other directions. Fig. 5.7 plots
the I/Q phase imbalance and the theoretical transmitter EVM of a QPSK signal as a func-
tion of the spatial angle. Here we define the information beamwidth as the range of spatial
angles within which the transmitted data can be received correctly [45]. In other words, the
transmitter EVM is below the decoding limit within the information beamwidth. Appar-
ently, the information beamwidth depends on the modulation scheme used. Higher order
modulation schemes require lower EVM for the same symbol error rate and thus result in
narrower information beamwidth. Note that the patterns in Fig. 5.7 also depend on the I/Q
antenna spacing. The larger the spacing, the narrower the information beamwidth becomes.
Similar to a phased array, the desired information direction can be steered by setting the
relative phase offset between the I/Q elements.

In the case of a point-to-point wireless link such as cellular backhauls, highly directional
antennas are used, which means the antenna half power beamwidth is very small. Therefore
quadrature spatial combing will not pose additional beam constraints as long as the infor-
mation beamwidth is larger than the power beamwidth. Fig. 5.8 plots the directional gain
of an antenna as a function of the half power beamwidth. Typical backhaul antennas have
gain larger than 30dBi, as a result, the power beamwidth is less than 10◦(±5◦), whereas the
information beamwidth (-19dB EVM) for 16QAM signal is around 16◦.

5.3.2 Radiation Pattern

Another unique property of quadrature spatial combining is regarding the radiation beam
patterns. Since the antenna array radiation pattern depends on the relative signal amplitude
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and phase of individual elements, the quadrature spatial combining pattern varies as the
baseband I/Q signals change. The instantaneous power pattern is given by,

P (θ) = i2(t) + q2(t) + 2i(t)q(t) sin(
ωd sin θ

c
) (5.8)

Fig. 5.9 shows the power pattern of a quadrature spatial combined transmitter with two
antennas for 16QAM signals. Clearly the instantaneous power pattern depends on the trans-
mitted symbol. Due to quadrature signal summation, the power radiated at the information
direction is always lower than the peak power, and the difference lies between 0 to 3dB
depending on the I/Q amplitude ratio. The peak instantaneous power happens at,

θpk = arcsin(
π

2

c

ωd
) (5.9)

Despite the data dependent instantaneous power pattern, the time averaged power pattern
is uniform, as shown in the dashed horizontal line in Fig. 5.9. This is because the pattern
for symbol (1,1) is complementary to the pattern for symbol (1,-1), which means the peak of
the former lands on the null of the latter, and vice versa. As a result, the average of the two
patterns is flat across the entire space. This is also independent of the information direction,
as shown in Fig. 5.9. This leads to another important property: although employing two
antenna elements, quadrature spatial combining does not create averaged directivity for
balanced I/Q modulation signals.
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Figure 5.10: Multi-element beamforming transmitter with quadrature spatial combining.

The whole concept can be further extended to a beamforming transmitter where each
I/Q transmitter consists of multiple elements, as shown in Fig. 5.10. The information beam
can be steered along with the power beam of each I/Q antenna array. In a beamforming
transmitter with multiple PAs, there are several ways of implementing direct digital-to-RF
conversion:

i). Digital PA only. In this scheme, each PA consists of a sub-PA array driven by the
baseband digital bits. The PAs in different elements are driven in the same manner by the
same digital bits. Hence the resolution of each PA is equal to the resolution of the entire
transmitter.

ii). Digital Antenna only. In this scheme, each PA is a 1-bit DAC, either on or off. The
digital-to-RF conversion is achieved by turning on and off individual elements. Hence the
number of antenna elements determines the amplitude resolution.

iii). Digital PA/Antenna. In this segmented approach, the LSB digital bits drive the
first element sub-PA arrays while the MSB digital bits drive the PAs in other elements. The
resolution of the entire transmitter is the sum of the PA resolution and the number of the
antenna elements.

The advantage of digitally switching antenna elements is higher amplitude resolution and
therefore lower output spectral noise floor.
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Figure 5.11: System block diagram of the 60GHz beamforming transmitter with quadrature

spatial combining.

5.4 Circuit Implementation

To demonstrate the concept, a 60GHz beamforming transmitter was implemented tar-
geting WiGig applications. A segmented digital PA/antenna approach is chosen to achieve
higher amplitude resolution. In this transmitter (Fig. 5.11), each I/Q array consists of 4
elements, hence providing 2 bits of coarse amplitude resolution (bit 4-6). The PA in the first
element in further segmented into 4 thermometer cells to provide 2 bits of fine amplitude
resolution (bit 0-3). As a result, the total amplitude resolution is 4 bits for each I/Q ar-
ray. Both coarse and fine digital bits are thermometer coded. The LO signal is distributed
through a chain of lumped Wilkinson power dividers and LO phase shifters are used to lo-
cally adjust the phase for beam steering as well as quadrature signal summation. Finally a
mixed-signal approach combining baseband DSP and two-fold linear interpolation is imple-
mented for output spectral filtering. The details of each block are described in the following
subsections.
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5.4.1 mm-Wave Switching PA-DAC

The key advantage of the direct digital-to-RF conversion architecture is the ability to use
switching amplifier for higher PA efficiency. The most attractive switching amplifier class for
high frequency applications is the Class-E/F family due to transistor capacitance tolerance
[8]. It’s shown in Chapter. 2 that second harmonic tuning can significantly improve the PA
efficiency, and such tuning class is known as Class-E/FX2 with optimal X2 being around
0.5. Such tuning requires a passive matching network that can resonate with the transistor
drain parasitic capacitance at both the fundamental and the second harmonic frequency.
Implementing such a matching network usually involves several series or parallel branches,
which not only increases the insertion loss at the fundamental frequency, but also reduces
the second harmonic content, as discussed in Chapter. 4 and [30]. Here we propose a simple
tuning network that can achieve the desired impedance with minimum complexity. The key
component is a two turn inductor. When a two turn inductor is excited by differential signals,
the magnetic flux generated by the two windings add constructively, as shown in Fig. 5.13a,
therefore the total inductance is 4 times larger than that of a single turn inductor. On the
other hand, if the two turn inductor is excited by common-mode signals, the magnetic flux
generated by the two windings cancel out each other, as shown in Fig. 5.13b, and the effective
inductive area is the enclosed gap between the two windings. This means the common-mode
inductance is much smaller than the differential-mode inductance. Since the second harmonic
signals in a differential PA are common-mode signals and the required second harmonic load
inductance is one quarter of the fundamental load inductance, a two turn inductor can satisfy
the tuning requirement by properly adjusting the winding diameter/spacing and bypassing
the center tap. Fig. 5.12 shows the differential mode and common-mode inductance for a
two turn inductor with 25µm inner diameter and 2.5µm spacing. This inductor is used
as the primary side of a 2:1 transformer which performs differential to single-ended signal
conversion. The V-I waveforms of the Class-E/F2 PA using the 2:1 transformer is shown in
Fig. 5.14 for both square wave input and sine wave input.

Fig. 5.15 shows the schematic of the 2-bit PA-DAC in the first transmitter element. The
PA is segmented into four thermometer sub-PA units for direct digital modulation, each
unit being a differential pair. The digital switching function is implemented by a bottom
switch connected to the source of a differential pair. Each switch is sized roughly twice
as large as the combined differential pair size so that the power degradation is reduced to
less than 0.2dB. To compensate for the compressive AM-AM distortion present in a typical
PA, non-uniform device sizing is applied to the thermometer units. The sizes are chosen to
minimize the DNL. Similar to an analog PA, this PA-DAC also exhibits AM-PM distortion
due to capacitance variation when the sub-PA units are being switched on and off. To
compensate for this effect, a switched capacitor array is added at the differential input of
the PA-DAC. One pair of switched capacitor is turned on when one sub-PA unit is turned
off. The switched capacitor array has a unit size of 3.4fF and is binary coded. A bottom
switch is also inserted in the drive stage differential pair to completely turn off the driver in
order to minimize the signal leakage at code zero. This also reduces the power consumption
at back-off power levels and improves the efficiency. Finally, an identical copy of the 2-bit
PA-DAC is connected in parallel, forming an early and late PA array pair. The late PA
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(a) Differential mode

(b) Common mode

Figure 5.13: Magnetic field of a two-turn inductor when exited by differential signals and

common-mode signals
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Figure 5.14: V-I waveforms of the Class-E/F2 PA using 2:1 transformer.
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array is always digitally activated and de-activated half a baseband clock cycle later than
the early array. This two-fold operation approximates a first-order-hold (FOH) digital-to-
analog conversion for lower spectral images. This particular part will be further discussed in
the mixed-signal filtering subsection. The MSB three transmitter elements utilize the same
design as the first element but with all the differential pairs tied together and controlled by
a single coarse amplitude bit.

5.4.2 Phase Shifters

Unlike a traditional phased array where the phase shifter resolution is set to achieve
the desired directivity and therefore can be relatively coarse, the phase shifter resolution
in a quadrature spatial combined transmitter directly determines the worst case I/Q phase
imbalance when the information beam is being steered. As a result, a high resolution phase
shifter is needed to minimize the I/Q phase imbalance. Fig. 5.16 shows the transmitter
EVM contour as a function of I/Q amplitude and phase imbalance. To obtain an EVM
better than -20dB for 16QAM signal while allowing amplitude mismatch of 1dB, the phase
mismatch needs to be smaller than 9◦. Note that this EVM calculation does not include
any non-idealities such as non-linearity and noise. Therefore, even better phase resolution is
required. In this design, an 8-bit I/Q interpolating type active phase shifter is implemented
with an effective phase resolution better than 2◦ (Fig. 5.17). The required quadrature LO
signals for the phase shifter are generated by a quadrature hybrid [30]. Two cascaded 1:2
transformers are used to interface the hybrid and the LO phase shifter. The cascaded
transformer performs the matching between the high impedance LO port of the phase shifter
and the 50Ω output of the hybrid. Besides, the cascaded transformer also acts as a balun
with improved common-mode rejection [46].
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Figure 5.18: Schematic of the LO frequency doublers and the driver chain.

5.4.3 LO Generation and Distribution

The 60GHz signal is derived from an external 15GHz signal through two stages of fre-
quency doublers. Each frequency doubler uses common-source push-push architecture, as
shown in Fig. 5.18. The single-ended signal is then converted to differential signal to feed
the next stage through a balun. The loss of the two stages is around 10dB with 0dBm input
power level. To drive eight transmitter elements, three driver stages are used to boost the
output power level to 12dBm (Fig. 5.18). The differential output signals of the LO driver
chain are distributed to the I/Q elements by a chain of Wilkinson power dividers. The down-
side of Wilkinson dividers is the large footprint. To reduce the area, lumped versions are
implemented. Fig. 5.19 shows the schematic of a lumped Wilkinson divider. To approximate
a distributed Wilkinson, the required inductance and capacitance values are,

L =
ZT

ω0

(5.10)

C =
1

ZTω0

(5.11)

For standard Wilkinson dividers, both input and outputs are matched to Z0 = 50Ω,
therefore the characteristic impedance of the transmission ZT needs to be

√
2Z0. On the

other hand, the final stage LO driver delivers large output power and therefore needs to see a
low impedance. If standard Wilkinson dividers were used, the total load impedance would be
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Figure 5.19: Lumped Wilkinson power dividers.

100Ω, which is too large. As a result, asymmetrical IO impedance is chosen for the first two
Wilkinson dividers. The input impedance is set to 25Ω while the output impedance is kept
50Ω. This leads to a total load impedance of 50Ω for the LO driver. Such an asymmetrical
divider can be realized based on the following IO impedance equations,

Zin =
1

2

Z2
T

ZL

(5.12)

Zodd
out =

1

2
RT (5.13)

Zeven
out =

Z2
T

2ZS

(5.14)

where ZL and ZS are the load and source impedance respectively. By setting transmission
line impedance ZT to Z0 = 50Ω and termination resistance RT to 2Z0 = 100Ω, the desired
input and output impedance can be achieved.

Zin =
1

2

Z2
0

Z0

=
1

2
Z0 (5.15)

Zodd
out =

1

2
(2Z0) = Z0 (5.16)

Zeven
out =

Z2
0

21
2
Z0

= Z0 (5.17)

5.4.4 Mixed-Signal Baseband Signal Processing

Digital to analog conversions result in spectral images at multiples of the sampling fre-
quency, therefore filters are required to suppress the images in order to meet the transmit-
ter mask specified by the standard. Due to the lack of analog baseband signal in a direct
digital-to-RF conversion transmitter, traditional analog low-pass filters cannot be used. This
demands that the filtering be performed in the discrete time domain. As a result, an oversam-
pling FIR filter is required. On the other hand, even after digital filtering, spectral images
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still exist at multiples of the oversampled clock frequency. The largest spectral image level
of a Zero-Order-Hold (ZOH) digital to analog converter is a function of the oversampling
rate (OSR),

Pimage = 20 log(sinc(1− 1

2OSR
))− 6 (5.18)

As the WiGig standard requires out-of-band emission lower than -30dBc, an oversampling
rate of 8 is required if traditional ZOH is used. However, running the digital filter at 14GHz
(1.76G × 8) is impractical. In addition, distributing such high speed digital signals costs
significant power consumption. To remedy this problem, a mixed signal approach is used.
Compared to traditional ZOH digital to analog conversion whose output spectrum exhibits
a sinc rolloff, FOH conversion exhibits a sinc2 rolloff and therefore provides additional sup-
pression on the spectral image, as shown in Fig. 5.20. This means lower oversampling rate
is required for the same image level. In this design, an oversampling rate of 4 is chosen.
To simplify the implementation of a FOH conversion, multi-fold linear interpolation can be
used as a close approximation [39]. Since the first spectral image is usually much larger than
other images, two-fold interpolation is sufficient to suppress this dominant image. Fig. 5.21
compares the output spectrum of ZOH, FOH and two-fold interpolation. Clearly, both FOH
and two-fold interpolation exhibit lower spectral amplitude than ZOH near the sampling
frequency, and the two-fold interpolation well matches the FOH within the spectral image
window. The implementation of the entire mixed-signal baseband signal processing unit is
shown in Fig. 5.22. The FIR consists of four sub-FIRs, each running at the Nyquist sampling
frequency to reduce power consumption. A 4:1 serializer is used at the output to produce the
oversampled data stream. The output of the serializer is divided into two parallel bit streams,
an early signal and a late signal. Two-fold linear interpolation requires half baseband clock
cycle delay between the two bit streams, which is achieved by adding one additional latch in
the late signal path. The early and late digital signals are distributed to eight transmitter
elements to activate/de-activate the early and late PAs. A MUX is inserted to enable FIR
and two-fold interpolation bypassing for comparison.

The detailed serializer schematic is shown in Fig. 5.23. It consists of two stages of 2:1
serializers. Latches are inserted in front of the MUX in order to ensure the serialization
sequence. Due to additional one latch delay, bits going through ”1” input of the MUX
always get serialized before bits going through ”0” input of the MUX. The 1x and 2x clocks
are derived from two frequency dividers. Note that the frequency dividers need to be shared
between the I and Q baseband units in order to align the serialized I and Q data.

5.4.5 Supply Bypass Network

Due to dynamic current scaling, the supply voltage experiences significant ripples. The
supply ripples are mainly caused by the inductance introduced by bondwires or micro-bumps.
Since the supply ripple increases with the loop inductance, low inductance packaging such
as flip-chip is preferred. On the other hand, to minimize the impact of supply noise on the
transmitter EVM, the supply path needs to have a fast settling time. The supply bypass
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network can be modeled by a second order RLC circuit with a Q-factor of
√

L
C

1
R
. For a

given LC, the settling time can be minimized by setting the second order system slightly
overdamped (Q≈1). Under that condition, the settling time can be approximated by,

ts ≈
ln(ǫ)Q

ωn

=
ln(ǫ)L

R
(5.19)

where ǫ is the relative error tolerance. Apparently the settling time can be minimized by
increasing R. However, digital amplitude code switching results in delta pulses on the supply
voltage and the pulse amplitude is proportional to R. As a result, R cannot be arbitrarily
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increased. In this design, a series combination of 200pF bypass capacitor and 1.5Ω resistor
is used for each transmitter element so that the worst-case voltage pulse is less than 250mV
and the pulse can be settled within 350ps. Fig. 5.24 shows the bypass network floorplan.
Each transmitter has a vdd/vss bump pad pair and the de-Qued bypass capacitor is placed
between them.

5.5 Experimental Results

The beamforming transmitter is fabricated in a bulk 65nm CMOS technology with no
special RF options and the die measures 3×3 mm2. Fig. 5.25 shows the chip micrograph.
This section is divided into two parts. The first part describes the Continuous-Wave (CW)
mode measurement results from on-die probing and the second part describes the modulation
test results from the mm-wave package.
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Figure 5.25: Chip Micrograph.
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5.5.1 CW Mode Measurement Results

The CW mode performance is measured by probing the output of each transmitter ele-
ment. Fig. 5.26 shows the PA peak output power and peak drain efficiency across the WiGig
frequency band. The peak output power of each element is around 9.6dBm and the peak
drain efficiency is 28.5%. The back-off characteristic of this transmitter can be observed in
the PA efficiency versus the output power plot in Fig. 5.26. The measured back-off curve
closely matches a Class-B PA behavior, confirming the theoretical prediction. Note that at
6dB CW power back-off, the PA still has an efficiency of 15%, which is twice of what the
efficiency would be if this were a Class-A PA. The digital AM-AM and digital AM-PM curve
of the first transmitter element is shown in Fig. 5.27. Due to non-uniform device sizing on the
sub-PA thermometer cells, the PA output voltage amplitude is very linear with respect to the
digital amplitude codeword, and the difference between I and Q PAs is negligible. When the
phase-pre-distortion is off, the worst case AM-PM distortion is more than 30◦. By enabling
the phase pre-distortion, the AM-PM distortion can be reduced to 10◦. Fig. 5.28 shows the
output power of the 8 transmitter elements. Since the supply and ground pads for inner two
elements are not wire bonded, the output power of the measured inner elements are slightly
lower than the outer elements. However, this difference is eliminated in the flip-chip package
in which IR drop for all the elements are comparable. The LO phase shifter performance
was measured by comparing the relative delay of two transmitter element output signals.
Fig. 5.29 shows the measured codeword to phase transfer curve and the corresponding phase
step. The phase shifter has a RMS phase resolution of 2.2◦ and worst case phase step of 5◦.
The fluctuation in the phase step is mainly due to the timing accuracy of the sub-sampling
oscilloscope.

5.5.2 Package Measurement Results

To verify the concept of quadrature spatial combining, a complete mm-wave module was
also designed and fabricated, as shown in Fig. 5.30. The package consists of a 3-layer PCB
made of Rogers 4350 material. The silicon die is attached to the front-side of the package
in a flip-chip configuration and the patch antenna arrays are printed on the back-side. The
patches are aperture coupled from the feed lines on the front-side. Unassembled PCBs are
used for antenna characterization. The measured antenna radiation pattern and gain is
shown in Fig. 5.31. The measured H plane half power beamwidth is 70◦. The peak antenna
frequency response is shifted to lower frequency, with a peak gain of 4.4dBi at 54GHz.
The gain at 60GHz is around 2.5dBi with a 3dB bandwidth of 3GHz. The total radiation
efficiency is 43%, including the loss of the feed lines. Due to a modeling error, the inner two
patches have lower gain (around 6dB) than the outer two patches.

The measurement setup for characterizing the mm-wave package is shown in Fig. 5.32. A
horn antenna is placed in the far field to receive the spatially reconstructed signal radiated
from the mm-wave module. A subharmonic mixer is used to down-convert the V-band signal
to an IF frequency of 2GHz. The IF signal is then sent to the oscilloscope and spectrum
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Figure 5.26: Measured transmitter output power and drain efficiency.
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Figure 5.31: Measured antenna radiation pattern and freqeuncy response.

analyzer for EVM and spectrum analysis. A V-band power meter is also used to measure
the EIRP and the digital AM- RF AM curve.

The measured peak EIRP is 22dBm at 60GHz in the broadside direction. Fig. 5.33
shows the digital AM - RF AM curve of the entire transmitter array, which is normalized
to the peak value (22dBm). It can be observed that the curve is piece-wise linear within
4 codes, re-confirming the probing measurement results. However, due to reduced antenna
gain of the inner two patches, the AM-AM curve exhibits two non-monotonicity at code
5 and code 9. Although these codewords are avoided at Nyquist samples by digital pre-
distortion to prevent EVM degradation, there are residual effects such as spectral re-growth
and increased out-of-band emission. This error can be eliminated once the inner patches are
properly redesigned.
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Modulated signal transmission was conducted by sending an I/Q pseudo random bit se-
quence (PRBS) from the transmitter and recovering the data by the aforementioned external
receiver. Fig. 5.34 plots the received signal constellation for QPSK modulation at 3.5Gb/s
data rate with a carrier frequency of 60GHz. The corresponding EVM is -15dB. Similarly,
the constellation for 16QAM modulation is shown in Fig. 5.35. The data rate for 16QAM
modulation is 6Gb/s and the EVM is -16.2dB. The average EIRP is around 16.4dBm. The
transmitter EVM was also tested as a function of the receiving angle. Fig. 5.36 shows
the measured EVM pattern when the information direction is centered around 0◦. QPSK
modulation is used in this experiment with a carrier frequency of 60GHz and a data rate of
2Gb/s. The measured EVM spatial behavior matches closely with the theoretical prediction.
Finally, the mixed-signal baseband signal processing function is verified by monitoring the
transmitter output spectrum. Fig. 5.37 and Fig. 5.38 show the downconverted output spec-
trum for QPSK and 16QAM modulation schemes respectively. Comparing the spectrums
before and after the FIR and interpolation are turned on, it’s clear that the mixed-signal
baseband signal processing can effectively suppress the image and lower the noise floor. With
mixed-signal filtering on, the output spectrum is compliant with the WiGig mask.

The entire circuit is powered from 1V supplies. The I/Q PA arrays consume a peak
DC power of 229mW and the entire transmitter consumes a peak power of 382mW. The
power consumption of other blocks are summarized in Table. 5.1. The measured peak PA
efficiency is 28.5% and the peak transmitter efficiency is 17.4%. The average efficiency of
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Figure 5.37: Measured QPSK transmitter output spectrum.
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Figure 5.38: Measured 16QAM transmitter output spectrum.
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Block Power (mW)
PA 229
Phase Shifter 48
BB Signal Processing 40
BB Signal Distribution 30
LO Drivers 35
Total 382

Table 5.1: Chip power breakdown.

CW Mode
Peak EIRP (dBm) 22
TX Element Pout (dBm) 9.6
PA peak efficiency (%) 28.5
TX peak efficiency (%) 17.4
Total peak DC power (mW) 382
Data transmission at 6dB backoff
PA average efficiency (%) 16.5
TX average efficiency (%) 7
Peak data rate (Gb/s) 6
QPSK EVM -15
16QAM EVM -16.2
TX average DC power (mW) 260

Table 5.2: Chip performance summary.

the transmitter is defined by the following equation,

ηaverage = ηpeak
EIRPaverage

EIRPpeak

PDC,peak

PDC,average

(5.20)

where ηpeak is the peak efficiency of the transmitter, which can be measured by probing the
CW output power of each transmitter. Note that EIRP is used instead of total output power
to account for the antenna array gain change in such a digital antenna system during the
transmission of a modulated signal. In a single antenna transmitter, the equation falls back
to the original form,

ηaverage = ηpeak
Po,average

Po,peak

PDC,peak

PDC,average

=
Po,average

PDC,average

(5.21)

At 6dB back-off when transmitting QPSK or 16QAM data, the measured average PA
efficiency is 16.5% and the average transmitter efficiency is 7%, based on Eq. 5.20. Table. 5.2
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[37] [38] [47] This Work
TX architecture Outphasing Outphasing Class-AB Cartesian

digital-to-RF
Signal reconstruction Spatial Transformer No need Spatial

combining combining combining
Single PA Psat 9.7 15.6 10 9.6
(dBm)
ηPA at Psat (%) 11 25 10.8 28.5
ηPA at 6dB BOa (%) N.A. 9 5.7b 15
TX beamforming? Yes No No Yes

(2 PAs) (8 PAs)
Antenna package? No No No Yes

(EIRP=22dBm)
Modulation 16QAM 16QAM 16QAM 16QAM
Peak data rate 0.2 0.5 7 6
(Gb/s)
Technology 65nm 40nm 40nm 65nm

Table 5.3: Comparison to efficiency enhancing 60GHz transmitters.

aCW mode
bAt 5dB back-off

summarizes the chip performance and Table. 5.3 compares this work to other state-of-the-
art 60GHz transmitters with various efficiency enhancing techniques. Clearly, substantial
improvement has been achieved in terms of average efficiency.

5.6 Digital Calibration and Pre-distortion

Digital pre-distortion and calibration are required to linearize and compensate the direct
digital-to-RF transmitter, as a result it’s critical to analyze all the potential non-idealities
and figure out the corresponding algorithms. Some non-idealities in this architecture are
common to those in traditional phased array transmitters or single-element transmitters and
therefore can be corrected by existing algorithms while others require additional training or
calibration.

As evident in the measurement results, the largest mismatch in the systems comes from
antenna mismatch, due to PCB manufacturing tolerances. This affects the transmitter
performance in a number of ways.

Gain mismatch between I and Q antennas results in I/Q amplitude imbalance, which
is a common issue in any transmitter. This can be calibrated either in the digital domain
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by re-adjusting the full-scale of each I/Q DAC or in the analog domain by re-adjusting
the LO amplitude. Gain mismatch within each antenna array (between four patches in the
prototype) results in AM-AM non-linearity. This can be corrected by digital pre-distortion
through a LUT. Note that since I/Q arrays are de-coupled, the pre-distortion is only one
dimensional. Since the antenna elements are unlikely to see identical environment, gain
mismatch can be angle dependent. As a result, both I/Q amplitude imbalance and DAC
AM-AM non-linearity can be angle dependent. To address this issue, both calibration and
1-D digital pre-distortion can be performed in different angles. Beam steering is usually
sectorized in a typical phased array, and a LUT may be loaded with different values for
different sectors.

The antenna mismatch can be also frequency dependent. The frequency dependent gain
mismatch between I and Q antennas results in non-flat channel frequency response, and is
no different from frequency dependent gain mismatch between I and Q circuitry on the chip.
Such mismatch can be either compensated by a pre-emphasis filter [48] or lumped into the
wireless channel response and corrected by the receiver equalizer.

The correction for frequency dependent gain mismatch within each antenna array is more
subtle. Note that three different schemes of digital-to-RF conversion implementation in a
beamforming array are proposed. For Digital PA only scheme, different antenna elements
inside the same array is transmitting the same signal (either I or Q modulated signal),
with only a relative delay, therefore frequency dependent gain mismatch only results in
non-flat channel frequency response. This is the same problem that every phased array
system faces, and it can be corrected by pre-emphasis or receiver equalizer. For the Digital
Antenna only scheme and the mixed Digital PA/Antenna scheme, frequency dependent gain
mismatch results in both non-flat channel frequency response and non-linearity. In this case,
a MMSE algorithm may be used to minimize the EVM for all the possible symbols, which
is a potentially more involving task.

Another important design choice is regarding where the digital pre-distortion should be
implemented. In this implementation, digital pre-distortion was only applied to Nyquist rate
samples preceding the mixed-signal filtering unit. As a result, linearization is only effective
at Nyquist rate samples 5. This is effective in improving EVM, but much less effective in
reducing spectral regrowth and out-of-band emissions, especially when the non-linearity of
the digital AM - RF AM transfer function is severe. A better approach is to place the
digital pre-distortion after filtering. This ensures that the oversampled digital codewords are
completely linear, and both the EVM and spectral regrowth can be minimized. The price of
such an approach is increased power consumption and slightly reduced DAC resolution.

5Assuming the transmitter has sufficient bandwidth to preserve the Nyquist rate samples
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Chapter 6

Conclusions

This dissertation focuses on the architecture and the implementation of efficient mm-
wave wireless transmitters in standard CMOS technologies for both regional and personal
area networks. Low breakdown voltage and scarce power gain of the CMOS process have
been identified as the main contributors to inferior transmitter performance at mm-wave.

To overcome the low supply voltage imposed by the breakdown voltage, transformer
power combining techniques are proposed and analyzed. A 65nm 60GHz PA utilizing a
quad-input DAT was designed and fabricated. Measurement results prove that by doubling
the number of input ports in the combiner, the PA output power can be quadruped without
sacrificing the efficiency. Given a particular CMOS process, maximum obtainable output
power based on such type of combiners can be predicted. To further extend the range
of a mm-wave wireless link, beamforming using spatial power combining can be utilized.
Four types of beamforming radio architectures have been analyzed and compared. Analog
baseband beamforming was chosen as an optimal architecture for an 4-element transceiver
array design. The 65nm prototype achieves low power consumption.

Besides obtaining higher output power and peak efficiency, improving average efficiency
is equally important as most modulation schemes used today present non-constant envelope
signals. A key concept of digital quadrature spatial combing was introduced as an enabler for
highly efficient mm-wave transmitters. The direct digital-to-RF conversion architecture can
improve the transmitter peak efficiency by using non-linear class PAs and enhance the back-
off efficiency by dynamically scaling the total DC power consumption according to the signal
envelope. At the same time, proposed quadrature spatial combining effectively eliminates
the tradeoff between low insertion loss and high isolation associated with on-chip signal
combiners while does not create average spatial directivity. A 60GHz 4I+4Q beamforming
transmitter was designed, packaged and characterized. The transmitter delivers a peak
EIRP of 22dBm at a power consumption of 382mW. At 6dB back-off when transmitting
modulated signals (QPSK/16QAM), the PA achieves an average efficiency of 16.5% with a
total transmitter average efficiency of 7%. A mixed-signal filtering approach consisting of
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a 4x oversampling FIR and two-fold linear interpolation was used to suppress the spectral
images. The measured average PA efficiency at 6-dB back-off is 1.7× better than the state-
of-the-art efficiency enhancing mm-wave transmitters.

126



Bibliography

[1] ERICSSON, “Traffic and market report,” 2012. [Online]. Available: http:
//www.ericsson.com/res/docs/2012/traffic and market report june 2012.pdf

[2] ITRS, “Itrs reports,” 2012. [Online]. Available: http://www.itrs.net/reports.html

[3] Y. Palaskas, A. Ravi, S. Pellerano, B. Carlton, M. Elmala, R. Bishop, G. Banerjee,
R. Nicholls, S. Ling, N. Dinur, S. Taylor, and K. Soumyanath, “A 5-ghz 108-mb/s 2 2
mimo transceiver rfic with fully integrated 20.5-dbm power amplifiers in 90-nm cmos,”
Solid-State Circuits, IEEE Journal of, vol. 41, no. 12, pp. 2746–2756, Dec. 2006.

[4] G. D. Ewing, “High-efficiency radio-frequency power amplifiers,” Ph.D. dissertation,
Oregon State University.

[5] N. Sokal and A. Sokal, “Class e-a new class of high-efficiency tuned single-ended switch-
ing power amplifiers,” Solid-State Circuits, IEEE Journal of, vol. 10, no. 3, pp. 168–176,
Jun 1975.

[6] M. Acar, A. Annema, and B. Nauta, “Analytical design equations for class-e power
amplifiers,” Circuits and Systems I: Regular Papers, IEEE Transactions on, Dec. 2007.

[7] F. Raab, “Idealized operation of the class e tuned power amplifier,” Circuits and Sys-
tems, IEEE Transactions on, Dec. 1977.

[8] S. Kee, “The class e/f family of harmonic-tuned switching power amplifiers,” Ph.D.
dissertation, California Institute of Technology.

[9] I. Aoki, S. Kee, D. Rutledge, and A. Hajimiri, “Distributed active transformer-a new
power-combining and impedance-transformation technique,” Microwave Theory and
Techniques, IEEE Transactions on, Jan. 2002.

[10] M. Tanomura, Y. Hamada, S. Kishimoto, M. Ito, N. Orihashi, K. Maruhashi, and
H. Shimawaki, “Tx and rx front-ends for 60ghz band in 90nm standard bulk cmos,” in
Solid-State Circuits Conference, 2008. ISSCC 2008. Digest of Technical Papers. IEEE
International, Feb. 2008.

[11] M. Bohsali and A. Niknejad, “Current combining 60ghz cmos power amplifiers,” in
Radio Frequency Integrated Circuits Symposium, 2009. RFIC 2009. IEEE, June 2009.

127

http://www.ericsson.com/res/docs/2012/traffic_and_market_report_june_2012.pdf
http://www.ericsson.com/res/docs/2012/traffic_and_market_report_june_2012.pdf
http://www.itrs.net/reports.html


[12] M. Y. Bohsali, “Millimeter - wave cmos power amplifiers design,” Ph.D. dissertation,
University of California, Berkeley.

[13] C. Law and A.-V. Pham, “A high-gain 60ghz power amplifier with 20dbm output power
in 90nm cmos,” in Solid-State Circuits Conference Digest of Technical Papers (ISSCC),
2010 IEEE International, Feb. 2010, pp. 426–427.

[14] D. Chowdhury, “Efficient transmitters for wireless communications in nanoscale cmos
technology,” Ph.D. dissertation, University of California, Berkeley.

[15] D. Chowdhury, P. Reynaert, and A. Niknejad, “A 60ghz 1v + 12.3dbm transformer-
coupled wideband pa in 90nm cmos,” in Solid-State Circuits Conference, 2008. ISSCC
2008. Digest of Technical Papers. IEEE International, Feb. 2008, pp. 560–635.

[16] C. Marcu, D. Chowdhury, C. Thakkar, J.-D. Park, L.-K. Kong, M. Tabesh, Y. Wang,
B. Afshar, A. Gupta, A. Arbabian, S. Gambini, R. Zamani, E. Alon, and A. Niknejad,
“A 90 nm cmos low-power 60 ghz transceiver with integrated baseband circuitry,” Solid-
State Circuits, IEEE Journal of, vol. 44, no. 12, pp. 3434–3447, Dec. 2009.

[17] T. LaRocca and M.-C. Chang, “60ghz cmos differential and transformer-coupled power
amplifier for compact design,” in Radio Frequency Integrated Circuits Symposium, 2008.
RFIC 2008. IEEE, 17 2008-April 17, pp. 65–68.

[18] I. Aoki, S. Kee, D. Rutledge, and A. Hajimiri, “Fully integrated cmos power amplifier
design using the distributed active-transformer architecture,” Solid-State Circuits, IEEE
Journal of, vol. 37, no. 3, pp. 371–383, Mar. 2002.

[19] C. A. Balanis, ANTENNA THEORY ANALYSIS AND DESIGN. John Wiley & Sons,
2005.

[20] A. Natarajan, B. Floyd, and A. Hajimiri, “A bidirectional rf-combining 60ghz phased-
array front-end,” in Solid-State Circuits Conference, 2007. ISSCC 2007. Digest of Tech-
nical Papers. IEEE International, 2007, pp. 202–597.

[21] A. Natarajan, S. Reynolds, M.-D. Tsai, S. Nicolson, J.-H. Zhan, D. G. Kam, D. Liu,
Y.-L. Huang, A. Valdes-Garcia, and B. Floyd, “A fully-integrated 16-element phased-
array receiver in sige bicmos for 60-ghz communications,” Solid-State Circuits, IEEE
Journal of, vol. 46, no. 5, pp. 1059–1075, 2011.

[22] A. Valdes-Garcia, S. Nicolson, J.-W. Lai, A. Natarajan, P.-Y. Chen, S. Reynolds, J.-H.
Zhan, D. Kam, D. Liu, and B. Floyd, “A fully integrated 16-element phased-array trans-
mitter in sige bicmos for 60-ghz communications,” Solid-State Circuits, IEEE Journal
of, vol. 45, no. 12, pp. 2757–2773, 2010.

[23] K. Raczkowski, W. De Raedt, B. Nauwelaers, and P. Wambacq, “A wideband beam-
former for a phased-array 60ghz receiver in 40nm digital cmos,” in Solid-State Circuits
Conference Digest of Technical Papers (ISSCC), 2010 IEEE International, 2010, pp.
40–41.

128



[24] H. Wang and A. Hajimiri, “A wideband cmos linear digital phase rotator,” in Custom
Integrated Circuits Conference, 2007. CICC ’07. IEEE, 2007, pp. 671–674.

[25] K. Doris, E. Janssen, C. Nani, A. Zanikopoulos, and G. Van Der Weide, “A 480 mw
2.6 gs/s 10b time-interleaved adc with 48.5 db sndr up to nyquist in 65 nm cmos,”
Solid-State Circuits, IEEE Journal of, vol. 46, no. 12, pp. 2821–2833, 2011.

[26] D. Stepanovic and B. Nikolic, “A 2.8gs/s 44.6mw time-interleaved adc achieving 50.9db
sndr and 3db effective resolution bandwidth of 1.5ghz in 65nm cmos,” in VLSI Circuits
(VLSIC), 2012 Symposium on, 2012, pp. 84–85.

[27] E. A. Firouzjaei, “mm-wave phase shifters and switches,” Ph.D. dissertation, University
of California, Berkeley.

[28] M. Tabesh, A. Arbabian, and A. Niknejad, “60ghz low-loss compact phase shifters using
a transformer-based hybrid in 65nm cmos,” in Custom Integrated Circuits Conference
(CICC), 2011 IEEE, 2011, pp. 1–4.

[29] L. Kong, “Energy-efficient 60ghz phased-array design for multi-gb/s communication
systems,” Ph.D. dissertation, University of California, Berkeley.

[30] M. Tabesh, J. Chen, C. Marcu, L. Kong, S. Kang, A. Niknejad, and E. Alon, “A 65
nm cmos 4-element sub-34 mw/element 60 ghz phased-array transceiver,” Solid-State
Circuits, IEEE Journal of, vol. 46, no. 12, pp. 3018–3032, 2011.

[31] J. Chen and A. Niknejad, “A compact 1v 18.6dbm 60ghz power amplifier in 65nm
cmos,” in Solid-State Circuits Conference Digest of Technical Papers (ISSCC), 2011
IEEE International, 2011, pp. 432–433.

[32] J.-W. Lai and A. Valdes-Garcia, “A 1v 17.9dbm 60ghz power amplifier in standard
65nm cmos,” in Solid-State Circuits Conference Digest of Technical Papers (ISSCC),
2010 IEEE International, 2010, pp. 424–425.

[33] F. Wang, A. Yang, D. Kimball, L. Larson, and P. Asbeck, “Design of wide-bandwidth
envelope-tracking power amplifiers for ofdm applications,” Microwave Theory and Tech-
niques, IEEE Transactions on, vol. 53, no. 4, pp. 1244–1255, 2005.

[34] D. Cox, “Linear amplification with nonlinear components,” Communications, IEEE
Transactions on, vol. 22, no. 12, pp. 1942–1945, 1974.

[35] H. Chireix, “High power outphasing modulation,” Radio Engineers, Proceedings of the
Institute of, vol. 23, no. 11, pp. 1370–1392, 1935.

[36] S. Moloudi and A. Abidi, “The outphasing rf power amplifier: A comprehensive analysis
and a class-b cmos realization,” Solid-State Circuits, IEEE Journal of, vol. 48, no. 6,
pp. 1357–1369, 2013.

[37] C. Liang and B. Razavi, “Transmitter linearization by beamforming,” Solid-State Cir-
cuits, IEEE Journal of, vol. 46, no. 9, pp. 1956–1969, 2011.

129



[38] D. Zhao, S. Kulkarni, and P. Reynaert, “A 60-ghz outphasing transmitter in 40-nm
cmos,” Solid-State Circuits, IEEE Journal of, vol. 47, no. 12, pp. 3172–3183, 2012.

[39] A. Kavousian, D. Su, M. Hekmat, A. Shirvani, and B. Wooley, “A digitally modulated
polar cmos power amplifier with a 20-mhz channel bandwidth,” Solid-State Circuits,
IEEE Journal of, vol. 43, no. 10, pp. 2251–2258, 2008.

[40] D. Chowdhury, L. Ye, E. Alon, and A. Niknejad, “An efficient mixed-signal 2.4-ghz
polar power amplifier in 65-nm cmos technology,” Solid-State Circuits, IEEE Journal
of, vol. 46, no. 8, pp. 1796–1809, 2011.

[41] L. Ye, “Design and analysis of digitally modulated transmitters for efficiency enhance-
ment,” Ph.D. dissertation, University of California, Berkeley.

[42] C. Lu, H. Wang, C. Peng, A. Goel, S. Son, P. Liang, A. Niknejad, H. Hwang, and
G. Chien, “A 24.7dbm all-digital rf transmitter for multimode broadband applications
in 40nm cmos,” in Solid-State Circuits Conference Digest of Technical Papers (ISSCC),
2013 IEEE International, 2013, pp. 332–333.

[43] A. Niknejad, D. Chowdhury, J. Chen, J. Park, and L. Ye, “mm-wave
quadrature spatial power combinig: A proposal,” July 2010. [Online]. Available:
http://www.eecs.berkeley.edu/Pubs/TechRpts/2010/EECS-2010-110.pdf

[44] J. Chen, L. Ye, D. Titz, F. Gianesello, R. Pilard, A. Cathelin, F. Ferrero, C. Luxey,
and A. M. Niknejad, “A digitally modulated mm-wave cartesian beamforming trans-
mitter with quadrature spatial combining,” in Solid-State Circuits Conference Digest of
Technical Papers (ISSCC), 2013 IEEE International, 2013, pp. 232–233.

[45] A. Babakhani, D. Rutledge, and A. Hajimiri, “Transmitter architectures based on near-
field direct antenna modulation,” Solid-State Circuits, IEEE Journal of, vol. 43, no. 12,
pp. 2674–2692, 2008.

[46] S. Emami, R. Wiser, E. Ali, M. Forbes, M. Gordon, X. Guan, S. Lo, P. McElwee,
J. Parker, J. Tani, J. Gilbert, and C. Doan, “A 60ghz cmos phased-array transceiver
pair for multi-gb/s wireless communications,” in Solid-State Circuits Conference Digest
of Technical Papers (ISSCC), 2011 IEEE International, 2011, pp. 164–166.

[47] V. Vidojkovic, G. Mangraviti, K. Khalaf, V. Szortyka, K. Vaesen, W. Van Thillo, B. Par-
vais, M. Libois, S. Thijs, J. Long, C. Soens, and P. Wambacq, “A low-power 57-to-66ghz
transceiver in 40nm lp cmos with -17db evm at 7gb/s,” in Solid-State Circuits Confer-
ence Digest of Technical Papers (ISSCC), 2012 IEEE International, 2012, pp. 268–270.

[48] T. Tsukizawa, N. Shirakata, T. Morita, K. Tanaka, J. Sato, Y. Morishita, M. Kanemaru,
R. Kitamura, T. Shima, T. Nakatani, K. Miyanaga, T. Urushihara, H. Yoshikawa,
T. Sakamoto, H. Motozuka, Y. Shirakawa, N. Yosoku, A. Yamamoto, R. Shiozaki, and
N. Saito, “A fully integrated 60ghz cmos transceiver chipset based on wigig/ieee802.11ad
with built-in self calibration for mobile applications,” in Solid-State Circuits Conference
Digest of Technical Papers (ISSCC), 2013 IEEE International, 2013, pp. 230–231.

130

http://www.eecs.berkeley.edu/Pubs/TechRpts/2010/EECS-2010-110.pdf

	Contents
	List of Figures
	List of Tables
	Acknowledgements
	Introduction
	Wireless Transmitter Basics
	Link Budget Analysis
	Wireless Transmitter Architectures
	Power Amplifiers (The ABCDEFs)
	Linear Classes (Class-A/B/AB)
	Non-Linear Classes (Class-C/D/E/F)

	The Extended Class-E/F Family
	High Frequency Challenges

	Linear Transmitter
	Power Combining Techniques
	DAT Combiners
	A 60GHz DAT Power Amplifier
	Design Procedure
	CW Measurement Results
	Modulation Measurement Results


	Beamforming Transmitter
	Antenna Basics
	Beamforming through Antenna Array
	Phased Array Architectures
	RF Phase Shifting
	LO Phase Shifting
	Analog Baseband Phase Shifting
	Digital Baseband Phase Shifting

	Architecture Power Comparison
	RF Phase Shifting
	LO Phase Shifting
	Analog Baseband Phase Shifting
	Generalized Comparison

	Phase Shifters
	Resolution
	Implementation

	Low Power 4-Element Phased Array
	Phase Rotating Quadrature Mixer
	ZVS PA
	Experimental Results


	Direct Digital-to-RF Transmitter
	Traditional Efficiency Enhancing Architectures
	Direct Digital-to-RF Conversion
	Quadrature Spatial Combining
	Transmitter EVM
	Radiation Pattern

	Circuit Implementation
	mm-Wave Switching PA-DAC
	Phase Shifters
	LO Generation and Distribution
	Mixed-Signal Baseband Signal Processing
	Supply Bypass Network

	Experimental Results
	CW Mode Measurement Results
	Package Measurement Results

	Digital Calibration and Pre-distortion

	Conclusions
	Bibliography

