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Abstract<br>Defocus based phase imaging for quantifying electromagnetic edge effects in photomasks<br>by<br>Aamod Shanker<br>Master of Science in Electrical Engineering<br>University of California, Berkeley<br>Professor Laura Waller, Chair

The edges of absorbing regions used to define features on photomasks have inherent electromagnetic diffraction effects that limit the focus tolerance during projection printing. In this work it is shown that the thin mask boundary layers used to characterize these effects can be directly measured by capturing through-focus aerial images, a routine procedure for local quality inspection during mask fabrication. The Transport of Intensity phase imaging method is used to recover quantitative phase from a stack of intensity images, the phase near feature edges directly corresponding to edge effects at the mask. We discover that the Transport of Intensity solver produces errors in the solved phase near sharp corners due to strong curl effects in the power flow, and an iterative solver is developed to remedy the artifacts. Using the improved algorithm, polarization-dependent edge effects are observed experimentally in the quantitative phase images for both OMOG and ATT-PSM masks. The measured edge effects correspond to 20 nm wide imaginary valued boundary layers for ATTPSM, and half that for OMOG masks, values which agree with those predicted by full-wave simulations in literature. Finally, the TIE is extended for the case of general illumination, and it is shown that the phase can be recovered from intensity measurements at a single focal plane by illumination patterning.
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1.1 Principle of operation of a phase shift mask. The thick MoSi layer has a phase shift of $180^{\circ}$ as shown in the plot in the middle, where the light through the absorber is out of phase with the light diffracted around the edges. The bottom plot shows the final image, with reduced net intensity in the dark regions.
1.2 Schematic illustrating the difference between attenuating phase shift mask (ATTPSM) and Opaque MoSI on Silicon (OMOG). ATT-PSM masks are $\pi$ phase shifting at the absorber and hence have a thick absorber stack, causing diffraction at the edges. More efficient attenuating materials allow OMOG masks to have a thinner absorber stack at smaller phase shift and higher absorption, mitigating the diffraction induced phase effects at the edges of features.
1.3 Modeling edge effects with simulation vs. experiment. Rigorous FDTD simulations[5] can be used to estimate the effective complex valued thin mask boundary layers due to edge effects. Here we propose the use of through-focus measurements from an aerial imaging tool (AIMS) to extract the phase at the wafer plane, from which the boundary layer values can be estimated directly.
1.4 Schematic showing an Aerial Imaging and Measurement System (AIMS) tool. The AIMS tool accepts an input mask and images it to the wafer plane with demagnification, similar to a projection printer. The image at the wafer plane is captured on a camera, which allows metrologists to measure the intensity at the wafer plane for a given mask.
2.1 The relative optical path length through a transmitting object at different points across its surface depends on the refractive index contrast with the surrounding media and the object thickness at those points. Phase images can hence give information about the object's structure and shape.
2.2 Iterative phase methods can recover phase from intensity measurements at two or more planes, given the transfer function between the planes. This schematic shows the Gerchberg-Saxton [8] method for recovering phase from intensities measured at two planes of propagation.
2.3 The Transport of Intensity Equation (TIE) can be used to recover phase from closely spaced defocus measurements in an optical microscope. a) Stack of images through-focus for a cheek cell sample. b) The intensity difference about focus is related to the phase by the TIE, which can be inverted to recover the phase profile. The recovered phase in radian shows the optical density of the cell.
2.4 The Transport of Intensity equation remains valid for an extended Koehler source
which is symmetrical about the optical axis. Contributions to the defocus plane
intensity $I_{z}$ due to source points bisected by the axis cancel out on incoherent
addition, maintaining the applicability of the Transport of Intensity for small
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intensity $I_{z}$ due to source points bisected by the axis cancel out on incoherent
addition, maintaining the applicability of the Transport of Intensity for small defocus distance z.
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3.5 Schematic showing one iteration of the iterative TIE algorithm. Once the measured through-focus intensity gradient has been solved to recover the phase, the inverse solver is used to get an updated estimate of the gradient, which may not match measurements due to solver artifacts. The residual between the measured and estimated derivatives is solved again as a TIE equation to get the phase residual, which is subtracted from the recovered phase for an improved estimate.
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4.7 Comparing edge effects in phase shift mask (ATT-PSM) and OMOG for xpolarized light. a) The edge effects are in the direction of the polarization in both cases. b) Overlapping the phase cutlines shows that the ATT-PSM has an absorber angle of $5^{\circ}$, corresponding to a real angle of $185^{\circ}$, compared to $10^{\circ}$ for OMOG. The edge effects are about the same height, but the ATT-PSM has twice the spread when compared with OMOG.
4.8 Edge effects for two features sizes above and below the resolution limit of the imaging system, for x-polarized illumination. a) A 240 nm square has two distinct peaks in the x-cutline, the edge effects for the two vertical edges are resolved in the phase image. b) Shrinking the feature size to below the resolution limit to 120 nm makes the peaks indiscernible, a single peak seen in the x-cutline of the recovered phase image.
4.9 The phase sensitivity is limited by the noise in the intensity measurements. A simulation of rms noise in the recovered phase with increasing noise in the intensity shows a linear dependence. The experiments have rms noise of about 0.003 ; the corresponding phase noise is 0.01radian/pixel, two orders of magnitude smaller than the phase signal due to edge effects.
5.1 Schematic illustrating a patterned illumination, represented as complex field $\sqrt{I_{i l l u}} e^{i \Phi}$, interacting with a thin sample, $\sqrt{I} e^{i \phi}$, and propagating to defocus.
5.2 Comparison of the transfer functions of the first and second derivative shows that the first derivative provides more signal at lower frequencies, and is hence more robust to low frequency noise in the reconstructed phase.
5.3 Defocus measurements with patterned illumination can be used to recover the phase gradient of a simulated phase object. The figure shows intensity images of a phantom phase object that is numerically propagated to defocus distance z with a plane wave illumination and sinusoid illumination pattern respectively.
5.4 The two defocus intensity measurements with the patterned illumination and the plane wave illumination can be combined to extract the refraction term, i.e. the product of the phase gradient and illumination gradient, which is demodulated in a further step.34
5.5 Schematic showing the demodulation of the refraction term, the product $\nabla I \cdot \nabla \phi$, using two stripe patterns shifted by a quarter period. a) The product $\nabla I \cdot \nabla \phi$ is multiplied by the sign of the illumination gradient, which makes the divisor of the phase gradient purely positive, albeit still with zeros. b) Performing the same procedure for the pattern shifted by quarter of the period shifts the position of the zeros. c) Addition of the resulting patterns has no zeros in the divisor, which can be directly divided to recover the phase gradient in the direction normal to the stripes, $\nabla_{y} \phi$.
5.6 The phase gradients extracted from structured illumination in either direction can be combined to reconstruct the two dimensional phase, in this case a phantom phase object.36
5.7 Schematic showing the experimental setup for the recovery of the first order phase gradient using structured illumination. A binary deformable mirror device is used to structure the illumination, which is demagnified and focused onto the cheek cell sample using a 40x objective. The resultant field is magnified with another objective and imaged onto the camera, which is at an effective defocus plane of the sample.
5.8 The phase gradients extracted from structured illumination in orthogonal directions x and y can be combined to reconstruct the two dimensional phase for a cheek cell.
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## Chapter 1

## Introduction

Optical lithography is the process of imaging patterns from a pre-inscribed mask to a photosensitive resist coating on wafer, etching which transcribes the patterns onto the wafer. Diffraction effects at mask edges influence the phase of the electromagnetic field and are of concern to lithographers, as optical phase defines the through-focus intensity behavior at the wafer plane, impacting the process window during layout and design. Additionally, printed feature sizes in modern chip manufacturing are at the tens of nanometers scale; hence undesired phase at the thick edges of absorber stacks in photomasks can have a major impact on manufacturability and throughput, especially as scaling continues to reduce node sizes and tighten process windows. We aim to measure and model these edge effects to better enable mask designers and OPC engineers to understand their behavior and mitigate undesirable consequences.

### 1.1 Electromagnetic edge effects in photomasks

Traditional chrome masks are purely absorbing with no designed phase shifts; the absorber however diffracts light around feature edges causing stray light to fall onto the dark regions. As feature sizes have reduced with progressive scaling, the process has grown more sensitive to the diffracted light in the dark areas, and absorbing masks have been mostly replaced with phase shift masks around the 65 nm node size. Attenuating phase shift masks let through a small fraction of out-of-phase light through the absorber, which destructively interferes with diffracted light to print sharper features on the resist, as shown in figure 1.1.

PSMs however have their own problems - the phase shifts are implemented by increasing the thickness of the absorber stack, increasing the severity of diffraction at feature boundaries. Hence, despite the improved contrast in the intensity images, the phase of the light near feature boundaries has undesirable variations due to edge effects. As the phase of the electromagnetic field impacts through-focus behavior of intensity, smaller nodes which have a smaller depth of focus during printing are more susceptible to edge effects. More recently, OMOG (Opaque MoSi on Glass) masks have replaced phase shift masks at 45 nm and 22 nm


Figure 1.1: Principle of operation of a phase shift mask. The thick MoSi layer has a phase shift of $180^{\circ}$ as shown in the plot in the middle, where the light through the absorber is out of phase with the light diffracted around the edges. The bottom plot shows the final image, with reduced net intensity in the dark regions.
nodes[1], where the phase shift has been abandoned in favor of thinner, better attenuating absorber materials, as shown in the schematic in figure 1.2.


Attenuating Phase Shift mask (ATT-PSM)


Opaque MoSi on Glass (OMOG) Thinner to reduce edge effects

Figure 1.2: Schematic illustrating the difference between attenuating phase shift mask (ATTPSM) and Opaque MoSI on Silicon (OMOG). ATT-PSM masks are $\pi$ phase shifting at the absorber and hence have a thick absorber stack, causing diffraction at the edges. More efficient attenuating materials allow OMOG masks to have a thinner absorber stack at smaller phase shift and higher absorption, mitigating the diffraction induced phase effects at the edges of features.

The diffraction around thick edges is a significant effect, as suggested by the transition to a thinner absorber in OMOG, which mitigates phase effects at the edges but doesn't wholly eliminate them. The ability to measure these phase effects would enable mask designers and proximity correction engineers to compensate for them during mask layout, or process engineers to design the process window while accounting for edge effects.

### 1.2 Characterizing edge effects

## Full wave simulations

Thick mask edge effects modify the best focus and also the through-focus behavior of the wafer plane images, and hence need to be modeled. Thin mask boundary layer models have been proposed $[2,3,4]$ that can approximate diffraction along thick edges as effective boundary layers in simulations. Miller et al.[5] used FDTD simulations on the full 3D geometry of the mask to show that complex valued 2D boundary layers can approximate 3D effects, as shown in Fig 1.3 for an Opaque MoSi on Silica (OMOG) mask. The boundary layers are found to be complex valued, the real part of the boundary layer results in a shifted edge position, and the imaginary part contributing to the phase at the wafer plane. The edge effects are primarily in the direction of the illumination polarization, the transverse magnetic (TM) component in polarization direction being about four times as pronounced as the transverse electric (TE) component [5].


Figure 1.3: Modeling edge effects with simulation vs. experiment. Rigorous FDTD simulations[5] can be used to estimate the effective complex valued thin mask boundary layers due to edge effects. Here we propose the use of through-focus measurements from an aerial imaging tool (AIMS) to extract the phase at the wafer plane, from which the boundary layer values can be estimated directly.

## Aerial image measurements

Despite being a workhorse for predicting electromagnetic effects, full wave simulations rely on forward models of the mask imaging process and hence have to make certain general assumptions about the imaging system, besides being computationally intensive for large


Figure 1.4: Schematic showing an Aerial Imaging and Measurement System (AIMS) tool. The AIMS tool accepts an input mask and images it to the wafer plane with demagnification, similar to a projection printer. The image at the wafer plane is captured on a camera, which allows metrologists to measure the intensity at the wafer plane for a given mask.
intricate masks. Characterizing edge effects by inverting measurements from the imaging system, on the other hand, enables fast and direct computation of the system-specific phase effects at the wafer plane.

The experimental approach adopted here uses measurements from an aerial imaging tool to characterize the electromagnetic edge effects from intensity measurements at the wafer. As the through-focus intensity behavior at the image plane is dependent on the electric field phase at the wafer plane, the through focus behavior can be inverted to extract the phase from measurements, and subsequently quantify electromagnetic diffraction at feature edges.

Figure 1.4 shows the schematic of an Aerial Imaging and Measurement System (AIMS) tool, used for studying the fields at the wafer plane for a mask during inspection and metrology. The system replicates a projection printer in most aspects, with a camera at the back end replacing the silicon wafer. The field at the wafer plane is magnified back onto the camera, and enables inspection of the intensity that would have been printed on the silicon wafer. Since the AIMS tool has an adjustable focus to characterize the through-focus behavior of the wafer plane intensity, it is hence a suitable tool for quantifying the wafer plane phase using defocus measurements.

In following chapters we apply the Transport of Intensity method on through-focus intensity images from an aerial imaging tool for an isolated contact feature. We discover that the conventional Fourier domain methods to solve phase from intensity derivative measurements produce artifacts in the presence of strong absorption and edge effects. These artifacts are fixed with a gradient descent style iterative solution, with the final images showing quantitative evidence of polarization dependent edge effects in the recovered phase. Chapter 2 describes the transport of intensity equation in greater detail, and chapter 3 describes the artifacts that arise in the presence of strong absorption and the iterative method which can
remove them. Chapter 4 applies the iterative algorithm to identify and quantify edge effects for a feature at the resolution limit, and corroborates the values measured for ATT-PSM and OMOG masks with those from rigorous simulations in literature. Chapter 5 generalizes the defocus based imaging methodology to more general illumination schemes, demonstrating a technique of recovering phase from intensity measurements at a single defocus plane using multiple illumination patterns.

## Chapter 2

## Extracting phase from defocus : The Transport of Intensity Equation

### 2.1 The phase of propagating light

Light transport is modeled as wave propagation by the Maxwell's equations, which solve for the complex valued electric and magnetic field as light travels through a dielectric medium. The intensity of the wave is a bilinear function of the field amplitude, and can be directly measured by a photon flux detecting device such as a CMOS camera. Optical phase, a wave property of the propagating light, cannot be directly measured due to the rapidity of the wave oscillations (on the order of THz for visible light). Relative phase shifts, however, are often of interest for imaging application since they correspond directly to the optical path length of a transmissive sample, as shown in Fig. 2.1. In thick photomasks, for instance, deviations from the designed phase are an indicator of topographical diffraction effects that modify the optical path length of the imaged light. Biologists and doctors have found tremendous utility in examining quantitative phase images of microscopic samples and X-Ray scans of the human body respectively, and lithographers could do the same.

The propagation of coherent light depends uniquely on both its amplitude and phase at a given plane. In lithographic setups, where a projection printer acts to image a transmissive mask onto the wafer substrate, variations in the phase of the mask will change the throughfocus behavior of optical intensity, and hence put restrictions on the defocus tolerance of the system. Quantitative phase measurements that invert the phase from propagated intensity can be used to image phase defects, measure uniformity across the mask, and help tighten the process window by correcting for stray phase effects using proximity correction methods. The following sections introduce the Transport of Intensity phase imaging method used in this work for extracting phase from defocus intensity, delving into some of its properties and nuances.

## Relative Optical Phase



Figure 2.1: The relative optical path length through a transmitting object at different points across its surface depends on the refractive index contrast with the surrounding media and the object thickness at those points. Phase images can hence give information about the object's structure and shape.

### 2.2 Phase imaging using defocus measurements

Interferometric methods have typically been used for looking at phase variations in coherent light beams, and reveal the phase of an optical beam by comparing with a coherent reference. Due to strict conditions on coherence and alignment of the reference beam, however, these methods are limited in scope. Additionally the need for an extra reference beam makes them impractical for use with existing imaging systems without major hardware modifications, especially in the EUV and X-Ray regimes. Hence defocus based phase imaging methods are preferred in such cases.

In principle, phase recovery from intensity measurements can be performed with any transfer function which couples phase information of the complex valued field into intensity measurements. Iterative methods that use the Fourier transform as the transfer function, iterate between an intensity measurement and the corresponding intensity of the Fourier transform, imposing the measured intensity at each plane until the solution converges to a stable phase value $[6,7]$ at given intensities. A similar methodology can be used in the fractional Fourier domain, which is equivalent to free space propagation for an electromagnetic wave, or to defocusing for an imaging system. A typical iterative scheme for phase estimation is shown in Fig. 2.2.

Iterative methods are computationally intensive, and convergence properties are object and transfer function dependent. Although applicable to virtually any transfer function, the convergence to a solution and corresponding error bounds are difficult to predict in purely iterative methods, especially when the initial guess for the phase is arbitrary.

Deterministic phase retrieval methods, on the other hand, rely on a invertible transfer function from which the phase is directly solved, enabling real-time recovery of phase. The Transport of Intensity is one such deterministic method, which recovers phase starting from a small defocus approximation that linearizes the dependence of defocused intensity on phase.


Figure 2.2: Iterative phase methods can recover phase from intensity measurements at two or more planes, given the transfer function between the planes. This schematic shows the Gerchberg-Saxton [8] method for recovering phase from intensities measured at two planes of propagation.

A stack of through focus intensity images, from a microscope in this case, can then be inverted to recover the phase as shown in Fig 2.3


Figure 2.3: The Transport of Intensity Equation (TIE) can be used to recover phase from closely spaced defocus measurements in an optical microscope. a) Stack of images throughfocus for a cheek cell sample. b) The intensity difference about focus is related to the phase by the TIE, which can be inverted to recover the phase profile. The recovered phase in radian shows the optical density of the cell.

The Transport of Intensity Equation (TIE) models the intensity difference on propagation as a second order differential equation in the wavefront intensity and phase, which is solved for the phase starting from intensity measurements. [9, 10]. The equation assumes a paraxial approximation, which is most valid for small defocus distances, as elaborated in section 2.5. The advantage of the method is in the fast, direct recovery of phase from defocus measurements and the simplicity of the underlying experimental apparatus. Most imaging
systems, including projection printers used in wafer printing, come with a focusing knob, enabling TIE based phase imaging with existing hardware.

### 2.3 The Transport of Intensity Equation

In this section we derive the Transport of Intensity equation (TIE) starting from conservation principles for optical power flow. Most generally, the continuity equation describes a conserved vector field $\vec{D}$ in a N dimensional space as

$$
\vec{\nabla}_{1,2,3 \ldots N} \cdot \vec{D}=0
$$

where $\vec{\nabla}_{1,2 \ldots N}=\left\{\partial x_{1}, \partial x_{2}, \ldots, \partial x_{N}\right\}$ are the partial derivatives. In the case of physical quantities conserved in space- time the equation is alternatively written as

$$
\vec{\nabla}_{x, y, z} \cdot \vec{D}=-\frac{\partial D}{\partial t}
$$

Physical systems are often understood by modeling the dynamics of conserved quantities, and hence the continuity equation arises in various disciplines, such as fluid mechanics (Navier-Stokes), heat flow, quantum mechanics (probability current) and electromagnetism (electric current). Propagating light in source-free space can be described as electromagnetic oscillations; the corresponding harmonic electric field has a stationary solution in three dimensional space ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) given by

$$
E=\sqrt{I(x, y, z)} e^{i \phi(x, y, z)}
$$

In this case the conserved vector field is the power vector, also known as the Poynting vector from the Poynting theorem [11]

$$
\vec{P}=I \vec{\nabla}_{x, y, z} \phi
$$

where the $\vec{\nabla}_{x, y, z}$ operator is the three dimensional gradient acting on the electric field phase $\phi$. The magnitude of the Poynting vector is the intensity $\mathrm{I}(\mathrm{x}, \mathrm{y}, \mathrm{z})$. and the direction is normal to the wavefront, given by the Huygen's principle as $\vec{\nabla} \phi$. Hence the power conservation equation for propagating light in free space is given by the continuity equation for the Poynting vector,

$$
\begin{gathered}
\vec{\nabla}_{x, y, z} \cdot \vec{P}=0 \\
\Rightarrow \vec{\nabla}_{x y z} \cdot I \vec{\nabla}_{x y z} \phi=0
\end{gathered}
$$

A paraxial approximation assumes most of the wave energy to be traveling close to the axis of propagation, say z , in which case the wave is almost a plane wave in z ,

$$
E=\sqrt{I(x, y, z)} e^{i(k z+\phi(x, y))}
$$

## CHAPTER 2. EXTRACTING PHASE FROM DEFOCUS : THE TRANSPORT OF

 INTENSITY EQUATIONwhere $k=\frac{2 \pi}{\lambda}$ is the propagation constant, and we make the approximation that $k_{z} \approx k$ . The continuity equation then becomes [12]

$$
\begin{gather*}
\vec{\nabla}_{x y z} \cdot I \vec{\nabla}_{x y z}\{k z+\phi(x, y)\}=0 \\
\vec{\nabla}_{\perp} \cdot I \vec{\nabla}_{\perp} \phi(x, y)=-k \frac{\partial I}{\partial z} \tag{2.1}
\end{gather*}
$$

where $\nabla_{\perp}=\nabla_{x, y}$ is the two dimensional gradient operator, represented henceforth as $\nabla=\nabla_{\perp}$ for compactness. Equation 2.1 is the Transport of Intensity Equation (TIE), which relates the through-focus ( z axis) intensity gradient to the two dimensional ( $\mathrm{x}-\mathrm{y}$ ) intensity and phase distribution. The equation is a useful approximation of paraxial light propagation as it can be inverted to recover the phase using intensity measurements in the axial direction.

A typical result is shown in Figure 2.3 [13]. Intensity measurements at different defocus planes of a microscope are used to estimate $d I / d z$ at the focal plane for a transparent biological sample with phase variations. Equation 2.1 can then be inverted to solve for phase $\phi$, as described in the following section.

### 2.4 Solving for phase from the Transport of Intensity Equation

The TIE is typically solved [9] by converting the divergence of the Poynting vector, $\vec{\nabla} \cdot I \vec{\nabla} \phi$, into a double derivative using the following substitution,

$$
\begin{equation*}
I \vec{\nabla} \phi=\vec{\nabla} \psi \tag{2.2}
\end{equation*}
$$

in Eqn. 2.1, giving,

$$
\begin{equation*}
\frac{d I}{d z}=-\frac{\lambda}{2 \pi} \nabla^{2} \psi \tag{2.3}
\end{equation*}
$$

where $\psi$ is an auxiliary variable. Equation 2.3 is a Poisson equation, and can be integrated in the Fourier domain $[14,15]$, as follows,

$$
\begin{equation*}
\psi=\mathscr{F}^{-1}\left[-\frac{2 \pi}{\lambda} \frac{\mathscr{F}\left(\frac{d I}{d z}\right)}{-4 \pi^{2} f^{2}+\epsilon}\right] \tag{2.4}
\end{equation*}
$$

where $f$ is the spatial frequency variable, $\epsilon$ is a regularization parameter, and $\mathscr{F}$ represents a Fourier transform. The regularization avoids division by zero frequency, but degrades the reconstruction fidelity of low spatial frequencies. Periodic boundary conditions are implied due to the periodic property of the discrete Fourier transform, and a mirror flipping method is used to eliminate discontinuities at the boundary[16].

For a pure phase object, the intensity is constant in-plane, $I(x, y)=I_{0}$, and the phase is simply $\phi=\psi / I_{0}$. More generally though, once $\psi$ is known, another Poisson equation needs to be solved to obtain the phase $\phi$, as follows,

$$
\begin{align*}
& I \vec{\nabla} \phi=\vec{\nabla} \psi \\
\Rightarrow & \vec{\nabla} \cdot \frac{\vec{\nabla} \psi}{I}=\nabla^{2} \phi \tag{2.5}
\end{align*}
$$

which is then similarly inverted by a Poisson solver to recover the final phase $\phi(x, y)$.
Inaccuracies in the inverted phase, $\phi$ arise due to approximations in estimating $d I / d z$ from measurements, or due to the Poisson solver which is noise and regularization sensitive. Methods such as using more through-focus images[17] or estimating the derivative in the Fourier domain [13] have been shown to improve the derivative estimation as well as noise tolerance of the solution.

The TIE has been commonly used for imaging phase in other applications such as optical microscopy[18], electron microscopy[19] and X-Ray imaging[20, 21]. As demonstrated in the next section, it is fairly robust under partially coherent illumination[22, 23] which makes it particularly suitable for looking at phase also in lithography.

### 2.5 Robustness under partial coherence

Applicability under varying degrees of coherence is an important requirement for any phase imaging method that is intended for lithographic applications, as sources used in projection printers tend to be partially coherent for maximizing resolution. In this section we derive the TIE from a Taylor series approximation of defocus, and show that the TIE stays valid for partially coherent illumination as long as the source is symmetric.

## The Transport of Intensity as a small defocus approximation

The TIE of equation 2.1 can also be obtained as a first order approximation of defocused electric field. Defocus can be modeled as convolution with the paraxial point spread function (PSF), $h_{z}(x, y)$,

$$
h_{z}(x, y)=\frac{e^{i k z}}{i \lambda z} \exp \left(i k \frac{x^{2}+y^{2}}{2 z}\right)
$$

where $\lambda$ is the wavelength, and $k=\frac{2 \pi}{\lambda}$ is the spatial frequency. Starting from an electric field $E_{0}=\sqrt{I} e^{i \phi}$, the field at a defocus distance of z is given as a convolution by the PSF, $h_{z}(x, y)$,

$$
E_{z}=E_{0}(x, y) \otimes \exp \left(i k \frac{x^{2}+y^{2}}{2 z}\right)
$$

In the Fourier domain, $x \rightarrow u$ and $y \rightarrow v$, the convolution becomes a product,

$$
\mathscr{E}_{z}(u, v)=\mathscr{E}_{0}(u, v) \times \exp \left(-i \pi \lambda z\left(u^{2}+v^{2}\right)\right)
$$

The exponential can be Taylor expanded as a polynomial,

$$
\mathscr{E}_{z}(u, v)=\mathscr{E}_{0}(u, v) \times\left[1-i \pi \lambda z\left(u^{2}+v^{2}\right)+\pi \lambda^{2} z^{2}\left(u^{2}+v^{2}\right)^{2}+O\left(\lambda^{3} z^{3}\right) \ldots\right]
$$

On inverse Fourier transforming, the property $u^{2}+v^{2} \rightarrow-\nabla^{2} / 4 \pi^{2}$ can be applied, and the defocus field in the spatial domain is obtained as,

$$
E_{z}(x, y)=\left[E_{0}(x, y)+i \frac{\lambda z}{4 \pi} \nabla^{2} E_{0}+O\left(\lambda^{2} z^{2}\right)\right]
$$

The intensity is bilinear in electric field $E$, and hence we can write

$$
\begin{equation*}
I_{z}(x, y)=E_{z} E_{z}^{*}=I(x, y)-\frac{\lambda z}{2 \pi} \nabla \cdot I \nabla \phi+O\left(\lambda^{2} z^{2}\right)+\ldots \tag{2.6}
\end{equation*}
$$

where the substitution $E_{0}(x, y)=\sqrt{I} e^{i \phi}$ has been used. A finite difference about $\mathrm{z}=0$ will remove all terms with an even exponent in $z$, including the quadratic $z^{2}$ terms, yielding the TIE of equation 2.1

$$
\begin{equation*}
I_{z}(x, y)-I_{-z}(x, y)=-\frac{\lambda(2 z)}{2 \pi} \nabla \cdot I \nabla \phi+O\left(\lambda^{3} z^{3}\right) \tag{2.7}
\end{equation*}
$$

Hence the error term is of the order of $z^{3}$ (with third order derivatives and higher), strengthening the case for dropping the higher order terms within the small defocus regime. The finite difference can be approximated as a derivative to obtain the more familiar form of the Transport of Intensity as a first order derivative,

$$
\begin{equation*}
\frac{d I}{d z} \approx \frac{I_{z}(x, y)-I_{-z}(x, y)}{2 z}=-\frac{1}{k} \nabla \cdot I \nabla \phi \tag{2.8}
\end{equation*}
$$

## Validity of the TIE for an extended source

In the presence of an off-axis source at an angle $\alpha$, the equation 2.6 gets an extra term proportional to the gradient of object intensity, $\nabla I$, and the illumination angle $\alpha$,

$$
\begin{equation*}
I_{z}(x, y)=I-\frac{\lambda z}{2 \pi}\{\nabla \cdot I \nabla \phi+\alpha \nabla I\}+O\left(\lambda^{2} z^{2}\right)+O\left(\lambda^{2} \alpha^{2} z^{2}\right)+\ldots \tag{2.9}
\end{equation*}
$$

with extra higher order shift terms of $O\left((\lambda \alpha z)^{n}\right)$ also appearing due to the off-axis illumination, as also discussed in section 5.1. An extended source can be modeled as an incoherent sum of intensity over $\alpha_{i}$, as shown in figure 2.4 , and the defocus intensity becomes,

$$
\begin{equation*}
I_{z}(x, y)=I-\frac{\lambda z}{2 \pi}\left\{\nabla \cdot I \nabla \phi+\frac{\sum_{i} \alpha_{i} \nabla I}{S}\right\}+O\left(\lambda^{2} z^{2}\right)+O\left(\lambda^{2} z^{2} \sum_{i} \alpha_{i}^{2}\right)+\ldots \tag{2.10}
\end{equation*}
$$



Figure 2.4: The Transport of Intensity equation remains valid for an extended Koehler source which is symmetrical about the optical axis. Contributions to the defocus plane intensity $I_{z}$ due to source points bisected by the axis cancel out on incoherent addition, maintaining the applicability of the Transport of Intensity for small defocus distance z.
where $S$ is the total number of points being summed over. Now in the presence of symmetry in the source, $\sum_{i} \alpha_{i}^{n}$ is zero for odd values of $n$ as points at $\pm \alpha$ add to give a zero sum. Hence a symmetric extended source will remove error terms of the type $O\left((\lambda z \alpha)^{n}\right)$ for odd $n$, and a symmetric finite difference about $z=0$ will eliminate terms of the form $O\left((\lambda z \alpha)^{n}\right)$ for even n , recovering the finite difference equation 2.7 for a coherent source,

$$
\begin{equation*}
I_{z}(x, y)-I_{-z}(x, y)=-\frac{\lambda(2 z)}{2 \pi} \nabla \cdot I \nabla \phi+O\left(\lambda^{3} z^{3}\right) \tag{2.11}
\end{equation*}
$$

and subsequently the Transport of Intensity equation as a partial derivative. Comparing equations 2.7 and 2.11 shows that the error for a symmetric extended source is invariant of the incoherence parameter $\alpha$. Sources used in lithography are generally extended sources with symmetry about the center, examples being extended circular sources, dipole sources, and quadrupole sources. The analysis here does not account for finite numerical aperture of the imaging system, assuming that the features are low frequency and hence far from the bandlimit of the system. Nevertheless it goes to show that the Transport of Intensity is robust under an extension of the point source while maintaining symmetry[10], and hence a suitable phase imaging method for lithographic systems.

## Chapter 3

## Phase imaging for photomasks : The Iterative TIE

We have seen in chapter 2 that the Transport of Intensity equation(TIE) can be used to recover the phase from a stack of through-focus aerial images [24]. In this chapter we develop a modified version of the TIE to remove artifacts due to strong absorption in the attenuating masks under test.

### 3.1 Through-focus behavior of thin masks

A thin mask can be modeled as a two dimensional complex transmittance function with a net amplitude and phase at each point on its surface. When imaged to the wafer plane, the at-focus intensity image of the mask shows only the amplitude profile, the phase being invisible at focus. The mask phase does however influence the intensity at defocus planes; hence through-focus images can be typically used to investigate phase effects at the wafer.

This section describes the through-focus behavior of mask amplitude and phase. For small defocus (less than the Rayleigh defocus distance), pure amplitude objects will vary symmetrically through focus at every point on the two dimensional plane. More specifically, this variation is quadratic, as shown in figure 3.1a. For a 2D mask in the $x-y$ plane, $\psi(x, y)=\sqrt{I(x, y)} e^{i \phi(x, y)}$, the through-focus variation in the third dimension, z, can be written as [25]

$$
\begin{equation*}
I(x, y, z)=Q(x, y) z^{2}+I(x, y, 0) \tag{3.1}
\end{equation*}
$$

where $I(x, y, 0)$ is the intensity at focus $(z=0)$, and $Q(x, y)$ depends on the amplitude derivatives. $I(x, y, z)$ is thus a parabola in z which is symmetric about $z=0$. In simpler terms, intensity images at equal and opposite defocus distances are identical for an amplitude object. Phase variations across the thin mask break this symmetry by adding a linear term to the through-focus variation, as also derived in section 2.5,

$$
\begin{equation*}
I(x, y, z)=Q(x, y) z^{2}+L(x, y) z+I(x, y, 0) \tag{3.2}
\end{equation*}
$$

where $\mathrm{L}(\mathrm{x}, \mathrm{y})$ is the linear coefficient (figure 3.3b) and depends on the phase gradient at the mask [26]

$$
\begin{equation*}
L(x, y)=-\frac{\lambda}{2 \pi} \vec{\nabla}_{\perp} \cdot I(x, y, 0) \vec{\nabla}_{\perp} \phi(x, y) \tag{3.3}
\end{equation*}
$$

$\lambda$ is the wavelength of light used, and $\vec{\nabla}_{\perp}$ refers to the lateral gradient. The phase gradient dependence of the through-focus intensity is essentially a power flow relation, where $\vec{\nabla} \phi$ is the direction of power propagation, which makes $I \vec{\nabla} \perp \phi$ the lateral Poynting vector, whose divergence determines the linear change of $I(x, y, z)$ with respect to $z$.

Equation 3.2 says that through-focus behavior is a laterally shifted parabola, which is no longer symmetric about the $z=0$ focal point. Figure 3.1c plots the through-focus behavior modeled by eqn. 3.2. If the linear term $L(x, y)$ can be extracted from through-focus images, then the phase contributions from the mask at the wafer plane can be quantified by solving eqn. 3.3 for $\phi$.


Figure 3.1: a) The wafer plane intensity for a pure amplitude object varies quadratically through focus (focus is $z=0$ ). b) Phase effects introduce a linear intensity variation through focus. c) The net effect is a shifted parabola, which is no longer symmetric about $\mathrm{z}=0$.

## Simulation

Simulations in an aerial image simulator (SPLAT ${ }^{1}$ ) can be used to generate wafer plane images for a test mask and investigate the effect of quadrature phase boundary layers on the through-focus intensity. SPLAT is a 2D projection printing simulator based on Hopkins theory of partially coherent imaging. The example mask used is an attenuating phase shift

[^0]

Figure 3.2: Through-focus behavior for a sample pixel close to the phase transition edge is plotted using SPLAT simulation software. a) Without boundary layers (no edge effects) the mask is a pure amplitude object and the intensity varies symmetrically through focus. b) With a quadrature phase boundary layer added at the vertical edge (shown in pink), the through-focus intensity is asymmetric about the focal plane.
mask with a $6 \%$ transmittance, $180^{\circ}$ phase shift region on a zero phase clear background, as shown in figure 3.2a. The simulations are at deep UV (193nm) wavelength and incoherence parameter $\sigma=0.3$.

The mask in figure 3.2a can be thought of as a pure amplitude object, with the $\pi$ phase acting as an equivalent negative amplitude. A stack of through-focus images is generated in SPLAT for this mask with the above parameters. As described in the previous section, in the absence of quadrature boundary layers the mask is a pure amplitude object and the throughfocus intensity is seen to vary quadratically through focus within the Rayleigh defocus limit. Intensity images on either sides of focus are identical. Hence, for every pixel on the mask, a plot of the intensity through-focus returns a parabola centered about the focal plane (fig. 3.2a), though the width and curvature of the parabola may change with position.

After adding a 20 nm wide quadrature phase boundary layer (fig. 3.2b) on the attenuating region at the vertical edge and analyzing the image stack generated by SPLAT, the throughfocus intensity obtained for a pixel close to the edge is no longer symmetric. As suggested in eqn. 3.2, the quadrature phase edge creates a phase gradient that adds a linear component to the through-focus behavior. The resultant variation is a laterally shifted parabola which is no longer symmetric about the focal plane. This asymmetry through focus is utilized by
the Transport of Intensity equation to solve for the quantitative phase on the mask using intensity differences about focus, as described next.

### 3.2 Extracting quantitative phase using Transport of Intensity

The Transport of Intensity Equation (TIE) is a propagation based phase imaging technique that utilizes two images on either side of the focal plane to recover the phase at focus, as described earlier in chapter 2. The linear component of through-focus intensity variation is directly related to the phase gradient as shown in eqn. 3.3. For two intensity images at $z=z_{1}$ and $z=-z_{1}$, the difference image from equation 3.2 gets rid of the quadratic and constant terms, yielding only the linear term -

$$
\begin{equation*}
I\left(x, y, z_{0}\right)-I\left(x, y,-z_{0}\right)=-\frac{\lambda}{2 \pi} 2 z_{0} L(x, y) \tag{3.4}
\end{equation*}
$$

which becomes the more familiar form of the TIE [10] on substituting the value of $L(x, y)$ from equation 3.3, and recognizing the finite difference approximation for the derivative,

$$
\begin{equation*}
\frac{d I}{d z} \approx \frac{I\left(x, y, z_{0}\right)-I\left(x, y,-z_{0}\right)}{2 z_{0}}=-\frac{\lambda}{2 \pi} \vec{\nabla}_{\perp} \cdot I(x, y, 0) \vec{\nabla}_{\perp} \phi(x, y) \tag{3.5}
\end{equation*}
$$

which can be directly compared with eqns. 2.1 and 2.8 , and solved numerically using a Poisson solver as described in section 2.4. Although the method has been used for phase imaging of various samples, such as biological and medical specimen, magnetic materials etc., the unusual amount of absorption present in photomasks causes new artifacts which need to be understood and corrected for, as elucidated in the next section.

### 3.3 Solver errors for strongly absorbing objects

In the presence of strong absorption at the sample, such as in a photomask, diffraction at sharp corners causes a rotational in the in-plane power flow at the sample. The TIE is insensitive to curl in the power flow, and hence gives an erroneous phase result. Here we develop a computational method that iteratively estimates the error due to the missing curl in the solver, and updates the estimated phase giving a much improved result.

It has been noted[27, 28, 12] that the substitution used in equation 2.2 makes an implicit assumption that the Poynting vector $I \vec{\nabla} \phi$ can be expressed as the gradient of a scalar field, i.e. it is curl free. More generally, however, the Poynting vector can be written as

$$
\begin{equation*}
I \vec{\nabla} \phi=\vec{\nabla} \psi+\vec{\nabla} \times \vec{A} \tag{3.6}
\end{equation*}
$$

Since the Transport of Intensity describes the divergence of the Poynting vector, $\vec{\nabla} \cdot I \vec{\nabla} \psi=\nabla^{2} \psi$, the first Poisson equation solved for in eqn. 2.4 accurately solves for the
scalar field $\psi$. In the presence of a curl component in the Poynting vector, equation 2.5 has an extra curl term,

$$
\begin{align*}
& \vec{\nabla} \cdot \frac{\vec{\nabla} \psi}{I}+\vec{\nabla} \cdot \frac{\vec{\nabla} \times \vec{A}}{I}=\nabla^{2} \phi  \tag{3.7}\\
& \nabla^{2} \phi_{\text {TIE }}+\nabla^{2} \phi_{\text {residual }}=\nabla^{2} \phi \tag{3.8}
\end{align*}
$$

$\phi_{T I E}$ is the phase solved for by the TIE solver, and $\phi_{\text {residual }}$ is the residual error due to the curl component of the in-plane power vector. The missing residual component in the phase recovered by the TIE manifests as non-physical artifacts, as seen in figure 3.4.

## Mitigating curl artifacts : The Iterative TIE

An iterative procedure can be used to estimate the residual and correct the artifacts in the phase recovered by the TIE. The residual phase can be recovered to some extent by calculating the residual $d I / d z$ due to the solved phase, $\phi_{\text {TIE }}$,

$$
\left.\frac{d I}{d z}\right|_{\text {residual }}=\left.\frac{d I}{d z}\right|_{\text {measured }}-\left[\frac{-1}{k} \nabla I \cdot \nabla \phi_{T I E}\right]
$$

and estimating the corresponding residual phase with another iteration of the TIE solver on the following equation,

$$
-\left.k \frac{d I}{d z}\right|_{\text {residual }}=\nabla I \cdot \nabla \phi_{\text {residual }}
$$

solving which gives an estimate of $\phi_{\text {residual }}$. The final phase is obtained by plugging the estimated residual into eqn. 3.8 for an improved phase result.

A visualization of the real phase residual and the estimated phase residual from the iterative step is shown for an example mask in figures 3.4 and 3.5 respectively. The estimated residual is quite similar to the actual residual but not exactly the same; nevertheless the updated phase result compares much better with the real phase than the initial solution. Further iterations improve the estimate of the phase residual, the first one being the most significant. The simulations shown in the figures are described in greater detail in the next section.

For what kind of objects can we expect there to be considerable errors due to the neglected curl? For the Poynting vector to have an error inducing curl component, the following condition has to be met

$$
\vec{\nabla} \times I \vec{\nabla} \phi=\vec{\nabla} \times \vec{\nabla} \times \vec{A} \neq 0
$$

which is reduced using the expansion for the curl of a product,

$$
\begin{equation*}
\Rightarrow \vec{\nabla} I \times \vec{\nabla} \phi \neq 0 \tag{3.9}
\end{equation*}
$$

The curl induced error is object dependent, and exists only if the absorption and phase of the sample have gradients in different directions. Objects such as biological samples have
small absorption for which $\vec{\nabla} I$ and hence equation 3.9 is close to zero, the curl induced error thus being insignificant, which is also why these kinds of effects have not been explored much previously. In lithography, however, masks often have high absorption, which causes the curl term to be non-zero near sharp corners. The errors thus caused can be mitigated by using the iterative solver, described next.

### 3.4 Applying the Iterative TIE

Lithographic masks usually have features with strong absorption as well as topographic phase effects near sharp jumps, such as edges and corners. The phase and intensity gradients tend to be non-collinear near corners, which generates a curl component in the in-plane Poynting vector as shown in the example mask in figure 3.3. Hence, in accordance with eqn. 3.9, the presence of Poynting vector curl causes the TIE solver in eqn. 2.5 to have residual phase errors.


Figure 3.3: Strongly absorbing isolated contact feature on a clear mask with phase along the vertical edges shows non-zero curl in the Poynting vector near the corners of the feature, which gives rise to artifacts in the recovered phase. The simulation is designed to replicate experiments on an OMOG mask.

The errors in phase recovered by the TIE are shown in MATLAB simulations in figure 3.4. The feature simulated is an absorbing square block, 240 nm in size, set in a clear field mask. The block has the same $2 \%$ transmission as an OMOG mask, and phase along the vertical edges replicating edge effects seen in real masks, as shown in fig. 3.4. The recovered phase has non-physical negative phase values along the horizontal edge, labeled in the recovered phase image as a saddle artifact. These artifacts severely degrade the accuracy of the result and need to be removed.

To correct artifacts due to the the curl, a second iteration of the solver is used to estimate the residual phase, in a manner similar to gradient descent. The recovered phase is plugged back into eqn. 2.1 to re-calculate the corresponding left hand side $d I / d z$. The estimated and original $d I / d z$ values would be identical if the phase were recovered without artifacts. Hence their difference, the residual, is the error in the calculated phase, mostly due to the missing curl component in the solver. The residual can be input into the TIE solver to recover an


Figure 3.4: Simulations of a $98 \%$ absorbing object with phase near the absorption edges show that the phase recovered in areas of strong absorption tends to have non-physical artifacts when using the regular solver. The through-focus images are simulated in MATLAB and inverted as a Transport of Intensity equation from their $\frac{d I}{d z}$ value at focus. The recovered phase has saddle artifacts due to curl effects, which can be corrected by the iterative solver.


Figure 3.5: Schematic showing one iteration of the iterative TIE algorithm. Once the measured through-focus intensity gradient has been solved to recover the phase, the inverse solver is used to get an updated estimate of the gradient, which may not match measurements due to solver artifacts. The residual between the measured and estimated derivatives is solved again as a TIE equation to get the phase residual, which is subtracted from the recovered phase for an improved estimate.
estimate of the phase error, in this case the saddle artifact. The phase error estimate is then subtracted from the recovered phase to get an improved phase result, as shown in fig. 3.5. By implementing this simple recursion step we greatly improve the accuracy of the phase result. In the simulation shown, the RMS phase error dropped by about $42 \%$, from 0.0087 radian/pixel to 0.005 radian/pixel after applying the modified algorithm.

The process can be extended to further iterations, similar to a conjugate gradient optimization [29]. The iterative method attempts to estimate some of the curl components which are missing in the divergence measurement of the TIE and lead to the spurious phase after the first run. Subsequent iterations measure parts of the solution that give residuals in another cycle of inverse and forward solving, which can be used to update the solution. Convergence of the solver depends on the object, the weights used in each iteration while subtracting the residual, and the severity of the curl error; a more rigorous formulation of the convergence remains to do be devised. The simulations shown here perform the first iterative step, which is seen to give the most benefit, further iterations yielding diminishing returns for this object.

## Chapter 4

## Measuring edge effects using quantitative phase imaging

In this chapter we measure edge effects experimentally by recovering the complex electromagnetic field at the wafer plane from intensity measurements, as also discussed in chapter 1 , and shown in figure 1.3. An aerial-imaging tool [30] is used to measure a stack of through-focus images at the wafer plane of a projection printing system, from which the phase is calculated using the Transport of Intensity method described in chapters 2 and 3. We experimentally demonstrate the presence of edge effects using phase images, and quantify them for use in a thin mask simulator. Edge effects are found to be primarily in the direction of polarization (TM) as anticipated by Miller et al.[5], and shown in figure 4.1b. The experimental values presented in this work match well with the numbers from previously proposed boundary layer models, also shown in figure 4.1b.
a)

b)

$\square$ TM boundary layer


Boundary Layer Values

| Mask Type | Pol | Re/Im |  |
| :---: | :---: | :---: | :---: |
|  |  | TE | Real |
| MoSi |  | Imag | 4.2 |
|  |  | Real | 10.6 |
|  |  | Imag | -20.0 |

Figure 4.1: a) The 3D topography of attenuating masks causes diffraction near the feature edges, which shows up as phase edge effects at the wafer plane. b) Thick mask topographical effects can be modeled as polarization-dependent thin mask boundary layers. The boundary layers are complex valued, with real and imaginary parts for an ATT-PSM mask shown in the table.[5]


Figure 4.2: Aerial Imaging and Measurement System (AIMS) tool captures through-focus intensity images at the wafer plane from which the phase near the edges can be recovered. The mask is clear field OMOG with $2 \%$ absorber transmission, the absorbing feature is a 240 nm isolated contact.

Sections 4.1 and 4.2 demonstrate the presence of edge effects using experimental phase images, and fit a thin mask boundary layer model to the observed phase, respectively. Section 4.3 compares the phase effects between OMOG and attenuating phase shift masks (ATTPSM), showing that OMOG has about half the edge effects of phase shifting masks. Section 4.4 talks about the resolution and sensitivity of the phase imaging, and section 4.5 closes with a summary of the chapter.

### 4.1 Experiments on AIMS tool

The iterative TIE algorithm described previously is used to recover the wafer plane phase from intensity images measured on an Aerial Imaging and Measurement System (AIMS) at AMTC/Toppan Photomask Inc. located in Dresden, Germany.

A schematic of the tool is shown in Figure 4.2. The measurements are at a wavelength of 193 nm , the illumination being on-axis monopole with a coherence sigma of 0.3 . The NA of the imaging system is 1.4 and the field of view is 2.5 um at the wafer. The defocus measurements were taken at 10 nm steps up to a defocus depth of 50 nm on both sides of focus at the wafer plane. The feature measured here is an absorbing isolated contact with a 240 nm size and $2 \%$ transmission.

A comparison of the phase recovered with the regular TIE solver with that from the iterative solver is shown in figure 4.3. The iterative method seems to remove the artifacts from the regular solver after a single iteration. The recovered phase from the iterative TIE solver in Figure 4.4a shows the presence of edge effects in both directions, with the TM effects (in the direction of polarization) being dominant.

The edge effects are quantified as an angle-width product, since the product is a conserved quantity on passing through the imaging system, as described with simulations in the next section. The recovered images show that the absorber has an angle of about $10^{\circ}$, with phase bumps on top of the absorber angle due to diffraction at the thick mask edges. The edge effects are seen primarily in the direction of polarization, with an angle-width product of


Figure 4.3: Phase recovered from experimental through-focus images for an OMOG mask shows errors with the TIE solver, which are mitigated with the help of an iterative method that estimates the error and subtracts it from the phase result in a subsequent iteration step.
$9^{\circ} \times 100 \mathrm{~nm}=900^{\circ} \mathrm{nm}$ in the TM direction. The TE edge effects are about four times smaller, which is consistent with FDTD simulation values in the table of Fig. 4.1.

As expected, rotating the polarization rotates the TM direction (now in y direction), and hence the dominant edge effects are along the horizontal edges of the feature as shown in Figure 4.4b.

### 4.2 Comparison with thin mask boundary layer simulations

## Boundary layer spreading from mask to wafer

Thin mask boundary layer simulations approximate the edge effects seen in the experimental images at the wafer plane. The thin mask aerial image simulator (SPLAT[31]) replicates the projection printer coherence and numerical aperture from mask to wafer. Figure 4.5 shows simulations of a square feature with thin mask boundary layers.

The vertical edges of the square have boundary layers at $90^{\circ}$ phase sitting on an absorber with $10^{\circ}$ phase. The edge effects can be modeled as purely imaginary boundary layers ( $90^{\circ}$ ) as the real part amounts to a shift in the edge position, not affecting recovered phase. The sharp boundary layers are spread by the point spread function of the imaging system such


Figure 4.4: Phase recovery of edge effects in an OMOG mask a) Cutlines across the center of the feature show phase peaks at the location of edge effects. The edge effects are quantified as an angle $\times$ width product, which for the TM edge effect gives a value of $900^{\circ} \mathrm{nm}$. b) Changing the direction of polarization changes the direction of the dominant edge effects. For x-polarized illumination, the dominant edge affects are along the x cutline in the TM direction. For y-polarized illumination, the dominant edge effects are still in the direction of polarization (TM), as seen in the y cutline.
that the angle $\times$ width product is conserved at the wafer, as shown by the dotted red curve at the wafer plane. The angle-width product is hence used to quantify the edge effects in the phase images. Having measured the edge effects as phase bumps in the experimental images, simulating a mask with boundary layer width chosen according to the required angle-width product will allow for fitting the simulated wafer plane phase to experiment.

## Boundary layer fitting to experiment

A boundary layer of 10 nm at a phase of $90^{\circ}$ on the mask has the same angle-width product $\left(900^{\circ} \mathrm{nm}\right)$ as the edge effects measured in the OMOG phase images in section 4.1. As the angle-width product is conserved from mask to wafer, the wafer plane images simulated in SPLAT replicate edge effects measured for OMOG mask at the wafer plane, as shown in Figure 4.6.

Here, vertical boundary layers are used to compare against the phase for an OMOG mask under x-polarized illumination. The corresponding fitting can also be done for y-polarized light, in which case the boundary layers would be added to the horizontal edges of the block. The method is an effective deconvolution but with a priori information about the mask


Figure 4.5: SPLAT thin mask simulations show that the spreading of the mask boundary layer at wafer by the imaging system conserves the angle-width product. The blue and red cutlines correspond to the phase at mask and wafer. Both cutlines show an absorber angle of $10^{\circ}$ near the center of the block, with the red cutline having spread on going though the imaging system, such that the peak angle measured from the substrate is inversely reduced to preserve the height-width product.


Figure 4.6: Thin mask simulations with quadrature phase ( $90^{\circ}$ ) boundary layers fit the phase recovered from experiments with OMOG mask. a) Simulation performed with vertical boundary layers are compared with experiments with x-polarized light. The mask boundary layer is at an angle of $90^{\circ}$, with the width chosen to be $10 \mathrm{~nm}\left(900^{\circ} \mathrm{nm}\right)$. b) Cutlines comparing wafer plane phase for simulation and experiment. The angle-width product stays conserved for the red line (simulation) from mask to wafer, which agrees with the blue line from experiment, with a corresponding angle-width product of $900^{\circ} \mathrm{nm}$.
feature, it being assumed that the boundary layers on the mask are at a $90^{\circ}$ phase angle. An extension of this approach would allow direct modeling of thin mask effective boundary layers from measured phase at wafer plane for any general feature type.

### 4.3 Measured edge effects in OMOG vs. ATT-PSM

One of reasons cited for the migration to OMOG masks for printing smaller node sizes is the smaller values of the expected edge effects at the wafer, resulting in improved through-focus behavior and requiring lesser OPC correction [1]. Here we compare the edge effects for xpolarized illumination in an OMOG mask with an attenuating phase shift mask (ATT-PSM), as shown in Figure 4.7.


Figure 4.7: Comparing edge effects in phase shift mask (ATT-PSM) and OMOG for x polarized light. a) The edge effects are in the direction of the polarization in both cases. b) Overlapping the phase cutlines shows that the ATT-PSM has an absorber angle of $5^{\circ}$, corresponding to a real angle of $185^{\circ}$, compared to $10^{\circ}$ for OMOG. The edge effects are about the same height, but the ATT-PSM has twice the spread when compared with OMOG.

The phase cutlines show that the angle-width product for the phase bumps due to edge effects is about twice as much in the ATT-PSM than OMOG mask, as expected, due to larger topographical variations on the phase shift mask vs OMOG.

### 4.4 Limitations

The phase images have the same resolution limitations as the intensity images, given by the Rayleigh criterion, in this case $\frac{\lambda}{N A} \approx 137 \mathrm{~nm}$ is the size of the point-spread function. Hence edge effects for features smaller than the resolution limit cannot be resolved directly, as shown in Figure 4.8. The phase bumps due to edge effects in the 240 nm feature are well resolved, but merge into a single peak for a 120 nm feature, where the peaks are closer than the point spread function of the imaging system.


Figure 4.8: Edge effects for two features sizes above and below the resolution limit of the imaging system, for x -polarized illumination. a) A 240 nm square has two distinct peaks in the x-cutline, the edge effects for the two vertical edges are resolved in the phase image. b) Shrinking the feature size to below the resolution limit to 120 nm makes the peaks indiscernible, a single peak seen in the x-cutline of the recovered phase image.

Indirect methods could still be used to achieve effective super-resolution, i.e. resolution beyond the diffraction limit, similar to super-resolution techniques in fluorescence microscopy. Given the knowledge that the unresolved function is the sum of two identical edge spread functions, the individual functions can in principle be identified from their unresolved sum.

Besides lateral resolution, the other key metric for TIE performance is phase sensitivity. The TIE (eqn. 2.1) solves for phase from changes in the intensity through focus; hence the smallest phase that can be imaged by the system depends on the sensitivity of the camera to small changes in intensity, i.e. its dynamic range. In these experiments, however, the noise in the intensity measurement is much larger than the dynamic range of the camera, and hence the phase sensitivity is limited to the noise in the phase estimate. Figure 4.9 shows a simulation of noise in the recovered phase due to noise in the intensity. At intensity noise comparable with experimental data, the phase has rms noise of about one-hundredth of a degree per pixel. This is a rough estimate of the phase sensitivity of the method, and is two orders of magnitude smaller than the signal due to edge effects seen in the measurements.

### 4.5 Conclusions

Thick mask topography causes phase effects near edges, which behave like imaginary $\left(90^{\circ}\right.$ phase) boundary layers being imaged to the wafer plane. We have experimentally observed the presence of these edge effects by looking at phase images extracted from intensity images


Figure 4.9: The phase sensitivity is limited by the noise in the intensity measurements. A simulation of rms noise in the recovered phase with increasing noise in the intensity shows a linear dependence. The experiments have rms noise of about 0.003 ; the corresponding phase noise is 0.01 radian/pixel, two orders of magnitude smaller than the phase signal due to edge effects.
on an aerial imaging tool (AIMS). The phase imaging algorithm is a modification of the Transport of Intensity equation (TIE) to correct for strong absorption artifacts in the TIE solver. A stack of through-focus images is used to recover the in-focus phase, which shows edge effects predominantly in the direction of polarization, as anticipated by previous work using full wave simulations. These edge effects are quantified by their peak-angle times width product, which is shown to be conserved in thin mask simulations from mask to wafer. A thin mask boundary layer model is then shown to fit the edge effects in OMOG, an approach which might be extended to boundary layer estimation for more general features. Next the boundary layer values for ATT-PSM and OMOG are compared, showing that OMOG has about half the edge effects as ATT-PSM. The results agree with the edge effects predicted by full wave simulations cited in fig. 4.1, which predict 20 nm boundary layers at the mask for ATT-PSM and hence half the value for OMOG at 10 nm , also found to be the case here. The sensitivity of the phase imaging is noise limited, the limit being a couple of orders of magnitude smaller than the phase near the edges seen in experiments. At the same time the phase-image resolution depends on the wavelength and numerical aperture, with the possibility of effective super-resolution once the phase spread function of feature edges has been characterized.

## Chapter 5

## The TIE with non-uniform illumination

The Transport of Intensity equation (TIE) solves for the complex field at the plane of interest by using intensity measurements from a detector moved through multiple defocus planes. Patterning the illumination allows the possibility of multiplexing at the source instead of the detector, allowing fast recovery of quantitative phase without the need for moving the sample or camera.

For plane wave illumination, the complex field is the object itself; for patterned illumination, the field is a product of the object and illumination. In this chapter an extended framework for the TIE is presented which models the defocus behavior of light for arbitrary illumination patterns, thus providing a common framework for describing structured illumination[32], shearing interferometry[33, 34], and defocus based imaging methods[14, 35]. It is further shown that the illumination modulation provides an extra degree of freedom which can be used to devise alternative schemes for phase recovery from intensity measurements.


Figure 5.1: Schematic illustrating a patterned illumination, represented as complex field $\sqrt{I_{\text {illu }}} e^{i \Phi}$, interacting with a thin sample, $\sqrt{I} e^{i \phi}$, and propagating to defocus.

Figure 5.1 shows an illumination, $\sqrt{I_{i l l u}} e^{i \Phi}$, incident on a sample, $\sqrt{I} e^{i \phi}$. The intensity at focus is the product of the object and illumination intensities, $I_{\text {total }}=I_{\text {illu }} I$, and the phase is the sum of the respective phases, $\phi_{\text {total }}=\phi+\Phi$. Substituting directly into the TIE of eqn 2.1,

$$
\begin{equation*}
-k \frac{\partial I}{\partial z}=\vec{\nabla} \cdot I_{\text {total }} \vec{\nabla} \phi_{\text {total }}=\vec{\nabla} \cdot I_{i l l u} I \vec{\nabla}\{\phi+\Phi\} \tag{5.1}
\end{equation*}
$$

Equation 5.1 can be expanded by the product rule of derivatives; the expansion is simplified for the the special cases of constant illumination intensity and constant illumination phase, as described below in sections 5.1 and 5.2 respectively.

### 5.1 Patterning illumination phase

If the illumination is a pure phase modulation, it has constant intensity and can be written as $1 e^{i \Phi(x, y)}$, thus removing terms with $\nabla I_{\text {illu }}$ dependence from the product expansion of equation 5.1,

$$
\begin{gather*}
\vec{\nabla} \cdot I \vec{\nabla}\{\phi+\Phi\}=-k \frac{\partial I}{\partial z} \\
\Rightarrow \vec{\nabla} \cdot I \vec{\nabla} \phi+\vec{\nabla} \cdot I \vec{\nabla} \Phi=-k \frac{\partial I}{\partial z} \tag{5.2}
\end{gather*}
$$

where $I$ and $\phi$ are the object intensity and phase respectively, while $\Phi$ is the illumination phase. The first term on the LHS is the familiar defocus term for plane wave illumination, and the second term describes the effect of the illumination phase on the defocus intensity. An example of an illumination with pure phase modulation is a tilted plane wave, for which the illumination phase is a linear ramp $\Phi=\alpha_{1} x+\alpha_{2} y$, reducing phase gradient $\vec{\nabla} \Phi$ in equation 5.2 to a constant,

$$
\begin{equation*}
\vec{\nabla} \cdot I \vec{\nabla} \phi+\hat{\alpha} \cdot \vec{\nabla} I=-k \frac{\partial I}{\partial z} \tag{5.3}
\end{equation*}
$$

where $\hat{\alpha}=\alpha_{1} \hat{x}+\alpha_{2} \hat{y}$ is the two dimensional k -space illumination vector (zero for on-axis illumination). The extra term, $\hat{\alpha} \cdot \vec{\nabla} I$, can be understood as a lateral shift in the at-focus intensity $I$, seen the corresponding Taylor series expansion,

$$
\begin{aligned}
& I(x+\alpha z)=I(x)+\alpha z \nabla I(x)+\frac{\alpha^{2} z^{2}}{2} \nabla^{2} I+\ldots \\
& \Rightarrow \alpha \nabla I \approx \frac{I(x+\alpha z)-I(x)}{z}
\end{aligned}
$$

where a paraxial approximation allows us to drop higher order terms in $\alpha z$. Hence a tilted plane wave illumination shifts the object's at-focus intensity laterally in proportion to the angle of illumination and the defocus distance. Illumination from extended sources can be modeled as a summation of incoherent plane waves, each point on the source contributing a $\hat{\alpha}$ term to equation 5.3, as described earlier in section 2.5.

### 5.2 Patterning illumination intensity

For illumination with only intensity modulation and constant phase, the product expansion in equation 5.1 loses terms with $\Phi$ dependence. Setting the illumination to be $I_{i l l u}$ in equation 5.1,

$$
\begin{gather*}
\vec{\nabla} \cdot I_{i l l u} I \vec{\nabla} \phi=-k \frac{\partial I}{\partial z} \\
\Rightarrow I_{i l l u} \vec{\nabla} \cdot I \vec{\nabla} \phi+I \vec{\nabla} I_{i l l u} \cdot \overrightarrow{\nabla \phi}=-k \frac{\partial I}{\partial z} \tag{5.4}
\end{gather*}
$$

The first term is the illumination weighted defocus term of the object; the second term is the shift in the illumination pattern on defocusing due to phase gradients in the object. The Transport of Intensity equation (eqn 2.1) solves for the defocus term, which depends on the object phase as a second derivative. The second term, on the other hand, has a first derivative dependence on phase. Solving the phase from its first derivative can be expected to provide better signal to noise performance at low frequencies, as observed when comparing the transfer functions of the first and second derivatives across spatial frequencies, shown in figure 5.2. The Transport of Intensity solvers that invert the second derivative typically suffer from low frequency noise in the reconstructed phase due to the vanishing signal at zero frequencies, and hence improving signal at low frequencies is a significant benefit. The signal at higher frequencies is robust for both the first and second derivatives, and hence high frequencies are fairly resilient to noise in either case.


Figure 5.2: Comparison of the transfer functions of the first and second derivative shows that the first derivative provides more signal at lower frequencies, and is hence more robust to low frequency noise in the reconstructed phase.

## Calculating the phase gradient

As motivated in the previous section, an illumination scheme that can isolate the first gradient of phase might be preferable over second-derivative defocus based methods in the presence of measurement noise. The intensity $I$ of the illumination can be modulated to isolate the phase gradient from equation 5.4. To demonstrate this, we write the RHS as a finite difference,

$$
I_{i l l u} \vec{\nabla} \cdot I \vec{\nabla} \phi+I \vec{\nabla} I_{i l l u} \cdot \overrightarrow{\nabla \phi}=-k \frac{I_{z, i l l u}-I_{i l l u} I}{\Delta z}
$$

where the product of object and illumination intensities, $I_{i l l u} I$, is the at-focus intensity, and $I_{z, i l l u}$ is the corresponding defocus intensity. The equation has two terms on the left hand side, the defocus term (second derivative in phase) and the illumination gradient term (first derivative in phase). If the illumination is then switched to a plane wave with $I=1$, the equation reduces to the usual TIE equation,

$$
\vec{\nabla} \cdot I \vec{\nabla} \phi=-k \frac{I_{z}-I_{i l l u}}{\Delta z}
$$

with only the object defocus term due to absence of structure in the illumination. Scaling the second equation by illumination $I_{i l l u}$ and combining with the first isolates the phase gradient term,

$$
\begin{equation*}
I \vec{\nabla} I_{i l l u} \cdot \overrightarrow{\nabla \phi}=-k \frac{I_{z, i l l u}-I_{i l l u} I_{z}}{\Delta z} \tag{5.5}
\end{equation*}
$$

$I_{z, i l l u}$ and $I_{z}$ are intensity values at the defocus plane. Hence measurements with a structured illumination pattern and a plane wave illumination pattern at a single defocus plane can be used to calculate the phase gradient of the sample, $\vec{\nabla} \phi$, given the illumination intensity $I_{\text {illu }}$ and the object intensity $I$ are known, as described in the following set of examples.

### 5.3 Recovering phase using patterned illumination

Recovering the phase using illumination patterning offers the advantage of not requiring moving parts in the system, as multiple measurement can be taken for different illumination settings at the same defocus plane. The method recovers the first gradient information at the position of illumination gradients, $\nabla I_{i l l u}$, as seen in equation 5.5, and hence can be used to solve for phase gradients with any illumination which has structure in its intensity. The examples that follow use sinusoid intensity patterns as they uniformly sample the phase gradients in the sample, and are easily produced on a deformable mirror device.

## Simulations with a phase phantom

The phase gradient from equation 5.5 can be recovered with the help of two intensity measurements, $I_{z, \text { illu }}$ and $I_{z}$, measured at the same defocus plane with and without illumination

## Step I. Intensity Measurements



Figure 5.3: Defocus measurements with patterned illumination can be used to recover the phase gradient of a simulated phase object. The figure shows intensity images of a phantom phase object that is numerically propagated to defocus distance $z$ with a plane wave illumination and sinusoid illumination pattern respectively.

## Step II. Extracting the refraction term



Figure 5.4: The two defocus intensity measurements with the patterned illumination and the plane wave illumination can be combined to extract the refraction term, i.e. the product of the phase gradient and illumination gradient, which is demodulated in a further step.

## Step III. Demodulating the refraction term



Figure 5.5: Schematic showing the demodulation of the refraction term, the product $\nabla I \cdot \nabla \phi$, using two stripe patterns shifted by a quarter period. a) The product $\nabla I \cdot \nabla \phi$ is multiplied by the sign of the illumination gradient, which makes the divisor of the phase gradient purely positive, albeit still with zeros. b) Performing the same procedure for the pattern shifted by quarter of the period shifts the position of the zeros. c) Addition of the resulting patterns has no zeros in the divisor, which can be directly divided to recover the phase gradient in the direction normal to the stripes, $\nabla_{y} \phi$.
patterning. A simulation object is chosen with a phantom phase and uniform intensity as shown in figure 5.3. The defocus intensities on illuminating with a plane wave and a sinusoidal stripe pattern are shown at a fixed defocus distance. The phase gradient of the object couples to the intensity gradient of the stripe patterns, hence the phase gradient is sampled at the rate of the sinusoid period. Horizontal stripes are used to recover y-gradient of the object phase, and likewise vertical ones for the x-gradient.

Simulation : Recovered Phase


Figure 5.6: The phase gradients extracted from structured illumination in either direction can be combined to reconstruct the two dimensional phase, in this case a phantom phase object.

Figure 5.4 shows the operation equivalent to the right hand side of equation 5.5, where the defocus intensities with the patterned illumination and a plane wave illumination are combined to extract the refraction term $\vec{\nabla} I_{i l l u} \cdot \vec{\nabla} \phi$. The plane wave defocus measurement is scaled by the stripe pattern, and subtracted from the defocus measurement with the striped illumination incident on the sample to calculate the stripe bending due to the phase gradient $\nabla_{y} \phi$.

Figure 5.5 shows the demodulation procedure, which performs full resolution reconstruction by combining the calculated refraction term from two shifted illumination patterns. The need for the a second shifted sinusoid illumination can be thought of as a sampling requirement for full resolution reconstruction. A single sinusoid will sample only at positions of non-zero intensity gradient, implicit in the measurement $\vec{\nabla} I_{i l l u} \cdot \vec{\nabla} \phi$, and hence a shifted pattern effectively fills in the zeros of the first to return the phase gradient information at full resolution.

The demodulation algorithm is shown in fig. 5.5. An extra step of multiplying by the sign of the illumination gradient makes the measured refraction term the product of a positive quantity, $\left|\nabla I_{i l l u}\right|$, with the phase gradient $(\nabla \phi)$. Adding the result from the two shifted illuminations makes the premultiplier, $\left|\nabla I_{i l l u}\right|+\left|\nabla I_{i l l u}^{\pi / 2}\right|$, free of zeros, and it can subsequently be divided out to recover the phase gradient $\nabla_{y} \phi$.

The phase gradient in the x direction can be likewise calculated using the corresponding stripe pattern rotated by $90^{\circ}$, followed by the quarter period shifting method for demodulation. Gradients in two directions are then combined and solved for phase, as shown Figure 5.6. The phase inversion from the gradient measurements is performed by adding the divergence of the gradients to convert them to scalar fields, as follows,

$$
\begin{equation*}
\vec{\nabla} \cdot \vec{\nabla}_{x} \phi(x, y)+\vec{\nabla} \cdot \vec{\nabla}_{y} \phi(x, y)=\nabla^{2} \phi(x, y) \tag{5.6}
\end{equation*}
$$

which can be solved using a Poisson solver to recover the phase $\phi$. The Poisson solver is the same as that used for the TIE, in which case, however, the second gradient is directly
recovered from measurements and put into the Poisson solver.
Using more shifted measurements makes the multiplier better behaved, and should return a better result in the experimental case in the presence of noise. Additionally, gradients in directions intermediate between x and y can be used to fill the gradient circle and help the robustness of the gradient inversion technique against noise.

## Experiment

An experimental setup for structured illumination phase recovery is shown in figure 5.7. A binary deformable mirror device is used to structure the illumination of the incident light. Using a deformable mirror device allows rapid illumination patterning at the rate of 20 kHz , and enables the precise quarter pitch shifting of the structured pattern needed for full resolution phase recovery by the proposed method. A 40x objective images the mirror onto the microscopic cheek cell sample, with a mirror image of the de-magnifying setup re-imaging the resulting field onto the camera. The camera is placed at a defocus plane of the sample, the ideal defocus distance depending on the phase gradients in the sample, pitch of the sinusoid illumination, and the partial coherence of the incident beam. Higher defocus distances give a stronger refraction term for a given object, but would have reduced contrast in the presence of partial coherence, introduced here using a rotating diffuser before the DMD.

The phase recovered by applying the the demodulation process described earlier is shown in figure 5.8. The gradient images recovered are at the full resolution of the imaging system, as no low pass filtering has been applied in the gradient extraction. The phase can be inverted using gradients in two direction as described earlier for simulations. The method presented here is generally applicable for any patterned illumination, with the resolution and contrast of the recovered phase limited only by the gradients in the intensity pattern of the incident illumination.

## Conclusions

We have demonstrated a scheme for extracting the phase of a transmitting sample in an imaging system simply by patterning the illumination incident on the sample, and taking measurements at a fixed defocus plane. The phase gradient of the object couples to gradients in the illumination structure on defocusing, which can be inverted to solve for phase gradient and subsequently for phase. The method requires no moving parts in the imaging system between measurements, and hence is self aligning and free from registration issues commonly encountered in techniques that use information from multiple defocus planes. It might be especially applicable to systems such as X-Ray beamlines and EUV tools, where wavelengths are small enough to require large defocus steps for TIE-like methods, making measurements at multiple planes cumbersome. By illumination modulation instead, the defocusing is replaced with the insertion of a patterning mask before the object, simplifying the measurement scheme in the presence of the requisite patterning capability.


Figure 5.7: Schematic showing the experimental setup for the recovery of the first order phase gradient using structured illumination. A binary deformable mirror device is used to structure the illumination, which is demagnified and focused onto the cheek cell sample using a 40x objective. The resultant field is magnified with another objective and imaged onto the camera, which is at an effective defocus plane of the sample.

## Experiment : Recovered Phase



Figure 5.8: The phase gradients extracted from structured illumination in orthogonal directions x and y can be combined to reconstruct the two dimensional phase for a cheek cell.

## Chapter 6

## Summary and Future work

It has been shown that phase images recovered from the Transport of Intensity model of through-focus light propagation can identify topography induced edge effects in photomasks. The algorithm used has not been specifically modified for the partially coherent case with an extended source, but is shown to be resilient to partial coherence, and hence the phase images are still reliable for a source with $\sigma=0.3$. The method can be expected to break, however, as one increases the size of the source, a common trick used by lithographers to increase resolution by pushing more frequencies through the numerical aperture of the system. An extension of the method that can include the shape of the source and the numerical aperture of the system would have to add intensity images from each coherent mode of the illumination, at the same time accounting for the bandwidth of the imaging system. Each mode corresponds to a single point on an extended Koehler source, shifting the spectrum of the object by a different amount in the bandlimited pupil. This will have to be included in the deconvolution algorithm that accounts for blurring in through-focus images due to source shape.

It was also shown that the height-width product of the phase bumps at feature edges is conserved from mask to wafer, an assumption that relies on the phase edges being resolved while measuring the width at the base of the bumps. For phase bumps closer than the resolution limit of the imaging system, indirect methods might have to be used for their quantification. Additionally, the observed linear behavior of the phase spread as the field passes through the imaging system can be expected to change in the presence of modified coherence. Hence a detailed study, with various source shapes and sizes, would be needed to characterize the validity of the boundary layer model and the expected linearity of modeled boundary layers on propagation through the imaging system.

Other system parameters that influence the accuracy of the final phase result need be characterized for performance analysis. The phase imaging methods are object, illumination, noise and defocus step dependent. Taking more images at each step helps with noise, and taking more images in the the through focus stack gives a better estimate of the z derivative of intensity and hence also of the recovered phase. The optimum number and position of measurements is also object and algorithm dependent, and can be optimized for a given tool
and mask.
The iterative method described is generally applicable to any object with a curl in the in-plane power flow. In the presence of curl, running the solved phase backward through the solver leaves a residual in the through-focus intensity derivative. The residual is solved for in an iterative step and subtracted from the phase result, and so on for subsequent iterations. The convergence of the method depends on the weight applied to the residual phase at each step when correcting the phase result from the previous step. A rigorous formulation of the convergence criteria might be object and solver dependent, and hence a heuristic criteria might have to suffice. The optimal number of iterative steps is also a trade-off between computation time and desired accuracy of the result, the maximum improvement for the test cases seen to be in the first couple of iterations of the algorithm. Hence a general framework for the iterative algorithm will be able to provide bounds on the convergence for any given feature type.
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