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Abstract

Providing Efficient Fault Tolerance in Distributed Systems

by

Siyuan Zhuang
Doctor of Philosophy in Computer Science
University of California, Berkeley
Professor Ion Stoica, Co-Chair
Professor Dawn Song, Co-Chair

The exponential growth in data and computational demands is transforming the approach to system design, particularly in tackling large-scale problems such as training large language models. This shift necessitates the widespread adoption of distributed systems. Simultaneously, systems and applications are becoming increasingly heterogeneous and sophisticated. In this evolving landscape, a critical challenge arises: supporting a wide range of distributed applications while simultaneously achieving computational efficiency and fault tolerance.

This thesis explores the development of universal distributed systems that provide efficient fault tolerance for modern applications. The key idea is to exploit the semantics of workloads at all layers of distributed systems. At the communication layer, we introduce Hoplite, a distributed object store that dynamically exploits data transfer patterns and employs fine-grained pipelining to gain efficiency. Hoplite also reschedules tasks to mitigate the effects of failures. At the task execution layer, ExoFlow leverages the semantics of tasks and data passing between tasks to separate execution and recovery units within workflow systems. This approach ensures exactly-once failure recovery semantics while minimizing checkpointing overhead. Together, these contributions demonstrate a full-stack approach to building universal, efficient, and fault-tolerant distributed systems.
To my family.
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Chapter 1

Introduction

In recent years, the exponential growth in data and computational demands has been reshaping the landscape of system design. This trend is particularly evident in tackling large-scale problems, such as training large language models, which require the widespread adoption of distributed systems. For example, in 2023, it cost approximately 21 yottaFLOPs to train GPT-4 [10], which is based on the Transformers architecture. This is 6 orders of magnitude higher than training the original Transformer dated back to 2017. The fundamental limits in compute and memory scalability of commodity hardware make the use of distributed systems inevitable for horizontal scaling.

At the same time, the increasing heterogeneity of applications pose significant challenges for the design and development of distributed systems. Modern applications span a wide range of domains, each with its unique requirements and characteristics. For example, data analytics applications such as graph processing often require a combination of batch and stream processing. Similarly, machine learning (ML) workloads demand extraction, transformation, and loading (ETL) of data on CPUs, as well as model training on GPUs. This heterogeneity creates complexity in the underlying software systems, as they must adapt to support the diverse needs of different application domains. The differences between CPUs and GPUs, for instance, introduce additional challenges in terms of resource management, communication, and fault tolerance. To cope with this heterogeneity, a myriad of specialized distributed execution frameworks have emerged, each designed to support applications within specific domains. While these frameworks provide tailored solutions for standalone applications that fit into their respective domains, they also introduce several problems. First, the lack of interoperability between these frameworks hinders the development of complex end-to-end applications that span multiple domains. Second, different frameworks could have different recovery strategies for fault tolerance, which could not be compatible when combined into an end-to-end application.

Last but not least, the increasing sophistication of applications further complicates the design and development of distributed systems. In the past, distributed
applications often followed the Single Program, Multiple Data (SPMD) model or the Bulk Synchronous Parallel (BSP) model, which had relatively simple and predictable communication patterns. However, emerging applications like distributed reinforcement learning and distributed machine learning model serving require dynamic task scheduling and dynamic communication across multiple nodes in a cluster. The sophistication of these applications introduces new challenges in terms of efficient task scheduling, communication, and fault tolerance. Traditional static collective communication may not be sufficient to handle the dynamic nature of these applications, and fault tolerance mechanisms need to be more flexible and fine-grained to minimize the overhead.

1.1 Overview of Existing Distributed Systems

Before delving into our contributions, we first overview some of our representative distributed systems.

Distributed systems have evolved significantly over the years to cater to the ever-growing demands of data processing, machine learning, and complex application workflows. Among these systems, Apache Spark [103] and TensorFlow [8] have emerged as popular choices for scalable distributed data processing and training. Spark, with its resilient distributed datasets (RDDs) and rich set of APIs, has become a go-to platform for big data analytics and batch processing. TensorFlow, on the other hand, has gained widespread adoption in the machine learning community due to its flexible architecture and extensive ecosystem for building and deploying deep learning models. However, while these systems excel in their respective domains, they fall short in achieving fault tolerance while maintaining efficiency in the
new landscape. Spark and TensorFlow are primarily designed as domain-specific distributed systems, focusing on specific applications such as data processing and model training. This specialization limits their adaptability to emerging applications like distributed reinforcement learning, which requires a more dynamic and interactive execution model.

In the realm of distributed communication, Message Passing Interface (MPI) [42] and Gloo [39] have been widely used for efficient communication in high-performance computing and deep learning frameworks. MPI provides a standardized interface for message passing between processes, enabling efficient point-to-point and collective communication. Gloo, developed by Facebook, offers optimized collective communication primitives for machine learning workloads. While these systems excel in static communication patterns, they struggle to support dynamic communication patterns and lack the ability to recover from failures at runtime, which is crucial in modern distributed applications.

Task-based distributed systems, such as Ray [66] and Dask [87], have emerged to address the limitations of domain-specific systems. These systems provide a unified framework for distributed computing, allowing users to define and execute tasks across a cluster of machines. They support dynamic communication patterns and offer runtime fault tolerance mechanisms. However, the trade-off is that they may not be as optimized for efficient communication compared to specialized systems like MPI and Gloo.

Workflow orchestration systems, such as Apache Airflow [3] and Beldi, have gained popularity for managing complex and heterogeneous application pipelines. These systems allow users to define and schedule workflows as directed acyclic graphs (DAGs), enabling the orchestration of diverse tasks and dependencies. They provide strong fault tolerance properties, ensuring the reliable execution of workflows even in the presence of failures. However, this robustness often comes at the cost of efficiency, as the overhead of coordination and checkpointing can impact the overall performance.

To illustrate the strengths and weaknesses of these systems, we present a radar chart (Figure 1.1). The chart visually compares the systems across various dimensions, such as fault tolerance, efficiency, adaptability to emerging applications. It becomes evident that while each system excels in certain aspects, they struggle to achieve a balance among adaptability, fault tolerance and efficiency in the new landscape of distributed computing.

In the following sections, we will introduce our contributions that aim to address these limitations and provide a holistic approach to achieving fault tolerance and efficiency in distributed systems across various application domains.
1.2 Overview and Contributions

In this dissertation, we provide efficient fault tolerance for a wide category of distributed applications, by exploiting the semantics of workloads at all layers of distributed systems. Specifically, we divide distributed systems into two layers: the communication layer and task execution layer (Figure 1.2):

1. **Communication Layer**: This layer is responsible for the exchange of data and messages between different nodes in a distributed system. Communication is the foundation of any distributed system, as it enables the coordination and collaboration among distributed components. At this layer, we focus on optimizing data transfer and communication patterns to achieve efficient and fault-tolerant communication.

2. **Task Execution Layer**: This layer includes the actual execution of tasks and computations within a distributed system. It encompasses the scheduling, allocation, and management of resources, as well as the coordination and synchronization of tasks across multiple nodes. At this layer, we explore techniques that exploit the semantics of tasks and their dependencies to achieve efficient and fault-tolerant execution.

At the communication layer, we develop **Hoplite** (Chapter 2). As a distributed object store which is compatible with general task-based distributed systems, Hoplite exploits the dynamic data transfer pattern on-the-fly and transfers data with fine-grained pipelining to gain efficiency and enables fast data transfer reschedule upon task failure to keep making progress. Hoplite speeds up asynchronous stochastic gradient descent, reinforcement learning, and serving an ensemble of machine learning models.
models that are difficult to execute efficiently with traditional collective communication by up to 7.8x, 3.9x, and 3.3x, respectively.

At the task execution layer, we build **ExoFlow** (Chapter 3), a universal workflow system. By exploit the semantics of tasks and data passing between tasks, ExoFlow enables a flexible choice of recovery vs. performance tradeoffs. More specifically, the key insight behind our solution is to decouple execution from recovery and provide exactly-once semantics as a separate layer from execution, with task annotations that specify execution semantics. For generality, workflow tasks can return references that capture arbitrary inter-task communication. ExoFlow generalizes recovery for existing workflow applications ranging from ETL pipelines to stateful serverless workflows, while enabling further optimizations in task communication and recovery.

In Chapter 4, we conclude by discussing future directions for research in this space. We also present the lessons learned and explore alternative approaches for build universal distributed systems that enables efficient fault tolerance. In summary, this dissertation presents novel techniques and frameworks for providing efficient fault tolerance by exploiting the semantics of workloads. The work presented here lays the foundation for further research and development in this area, paving the way for the creation of more efficient, robust, and fault-tolerant distributed systems that can support the ever-evolving landscape of modern applications.
Chapter 2

Hoplite: Efficient and Fault-Tolerant Collective Communication for Task-Based Distributed Systems

We start by investigating the communication layer of distributed systems. Collective communication primitives, such as broadcast and reduce, are widely used in distributed applications to efficiently exchange data among multiple nodes. However, traditional collective communication libraries, such as MPI and Gloo, are designed for static and synchronous workloads and are not well-suited for the dynamic and asynchronous nature of task-based distributed systems.

Task-based distributed systems, such as Ray, Dask, and Hydro, have become increasingly popular for developing and running distributed applications with asynchronous and dynamic computation and communication patterns. These systems rely on a distributed object store to transfer objects between tasks, which allows tasks to be scheduled and executed dynamically based on the availability of resources and data.

In this Chapter, we introduce Hoplite, an efficient and fault-tolerant collective communication layer for task-based distributed systems. Hoplite addresses the challenges of supporting efficient collective communication in dynamic and asynchronous environments by computing data transfer schedules on-the-fly and executing them efficiently through fine-grained pipelining. Hoplite also provides fault tolerance by dynamically adapting the data transfer schedule when failures are detected, allowing live tasks to make progress while failed tasks recover.

We apply Hoplite to a popular task-based framework, Ray, and evaluate its performance on a wide range of existing workloads, including asynchronous stochastic gradient descent (SGD), reinforcement learning (RL), and serving an ensemble of
machine learning models. Our evaluations show that Hoplite can significantly speed up these workloads, with improvements of up to 7.8x for asynchronous SGD, 3.9x for RL, and 3.3x for model serving, while requiring only minimal code changes and incurring negligible additional latency in failure recovery.

2.1 Introduction

Task-based distributed systems (e.g., Ray [66], Hydro [48], Dask [87], CIEL [70]) have become increasingly popular for developing and running distributed applications that contain asynchronous and dynamic computation and communication patterns, including asynchronous stochastic gradient descent (SGD), reinforcement learning (RL), and model serving. Today, many top technology companies have started to adopt task-based distributed frameworks for their distributed applications, such as Intel, Microsoft, Ericsson, and JP. Morgan. For example, Ant Financial uses task-based distributed systems to run their online machine learning pipeline and serve financial transactions for billions of users [53].

There are two key benefits of building distributed applications on top of task-based systems. First, it is easy to express asynchronous and dynamic computation and communication patterns. A task-based system implements a dynamic task model: a caller can dynamically invoke a task $A$, which immediately returns an object future, i.e. a reference to the eventual return value. By passing the future as an argument, the caller can specify another task $B$ that uses the return value of $A$ even before $A$ finishes. The task-based system is responsible for scheduling workers to execute tasks $A$ and $B$ and transferring the result of $A$ to $B$ between the corresponding workers. Second, fault tolerance is provided by the task-based system transparently. When a task fails, the task-based system quickly reconstructs the state of the failed task and resumes execution [99, 94]. Well-behaving tasks do not need to roll back, so failure recovery is low cost.

As a growing number of data-intensive workloads are moving to task-based distributed systems, supporting efficient collective communication (e.g., broadcast, reduce) has become critical. Consider an RL application where the trainer process broadcasts a policy to a set of agents that use this policy to perform a series of simulations. Without the support for collective broadcast, the trainer process needs to send the same policy to every agent which causes a network bottleneck on the sender side.

Efficient collective communication is a well-understood problem in the HPC community and in distributed data-parallel training. Many collective communication libraries exist today, e.g., OpenMPI [42], MPICH [68], Horovod [91], Gloo [39], and NCCL [75]. However, there are two limitations of traditional collective communication implementations that make them an ill fit for dynamic task-based systems.

First, a distributed application using traditional collective communication must
specify the communication pattern before runtime. This allows the library to compute a static and efficient data transfer schedule (e.g., ring-allreduce). For example, for synchronous distributed data-parallel training, the application specifies that all workers participate in an allreduce communication, once per training round.

However, in task-based systems, the set of tasks or data objects participating in the collective communication is not known before runtime. One approach would be to wait until all the participating tasks and objects are ready and then compute a static data transfer schedule. Unfortunately, this design misses the opportunity to make partial progress before the entire set of participants are ready, which is critical for the performance of modern asynchronous applications, e.g., distributed RL.

Second, because of the synchronous nature of collective communications, one process failure can cause the rest of the processes to hang. Existing solutions leave the recovery up to the application. A typical approach is to checkpoint the state of the application periodically (e.g., every hour), and when a process fails, the entire application rolls back to the previous checkpoint and restarts. Unfortunately, this can be expensive for large-scale asynchronous applications, and does not exploit the ability of tasks that are still alive in the same collective communication group as a failed task to make progress.

This raises an important question: how can we bring the efficiency of collective communication to dynamic and asynchronous task-based applications? There are two requirements that are unique to this setting. First, the application must be allowed to specify the participants of a collective communication dynamically (i.e., at runtime). Second, the collective communication implementation must be asynchronous. This would allow tasks to make progress even if other tasks in the same communication group have failed.

We design and implement Hoplite, an efficient and fault-tolerant collective communication layer for task-based distributed systems. Hoplite combines two key ideas: (1) Hoplite computes data transfer schedule on-the-fly as tasks and objects arrive, and Hoplite executes data transfer schedule efficiently using fine-grained pipelining. Collective communication can make significant progress even if only a fraction of the participants are ready. (2) Hoplite dynamically adapts the data transfer schedule when a failure is detected to alleviate the effects of the failed task in collective communication. This allows the live tasks to make progress. The failed task can rejoin the collective communication after being restarted and complete the communication.

We apply Hoplite to a popular task-based framework, Ray [66]. This allows us to evaluate a wide range of existing workloads on Ray. Our evaluations show that Hoplite can speed up an asynchronous SGD by up to 7.8x, two popular RL algorithms (IMPALA [36], and A3C [65]) on RLlib [62] by up to 1.9x, and 3.9x, respectively, and improve the serving throughput time of an ensemble of ML models on Ray Serve [85] by up to 3.3x, with only minimal code changes and negligible additional latency in failure recovery.

This paper makes the following contributions:
A distributed scheduling scheme for data transfer that provides efficient broadcast and reduce primitives for dynamic-task systems.

A fine-grained pipeline scheme that achieves low-latency data transfers between tasks located both on the same node or on different nodes.

Algorithms to adapt the schedule of the data transfers for broadcast and reduce operations which allows live tasks to make progress when other tasks that participate in the collective communication have failed, and later allow those failed tasks to rejoin.

We demonstrate the benefits of Hoplite on top of a popular task-based distributed system using several applications, including asynchronous SGD, RL, and serving an ensemble of ML models.

2.2 Background

We first describe task-based distributed systems and their benefits for developing distributed applications. We then describe the challenges of integrating efficient collective communication into them.

2.2.1 Task-Based Distributed Systems

The dynamic task programming model [17, 70, 66, 87, 48] allows applications to express asynchronous and dynamic computation and communication patterns. For instance, Figure 2.1a shows how to implement an asynchronous RL algorithm that updates the policy with agent results one at a time, choosing them dynamically based on the order of availability. Once a batch of agent results have been applied, the resulting policy is sent to each finished agent to begin the next round of rollout. This allows an agent that has a fast rollout not need to wait for a worker that has a slow rollout (Figure 2.2a). Today, most RL algorithms [36, 65] leverage this type of asynchronous execution for efficient training.

To support this type of asynchronous communication, task-based distributed systems rely on a distributed object store to transfer objects between tasks. The object store consists of a set of nodes, each of which buffers a (possibly overlapping) set of application objects. Each node serves multiple workers, which can read and write directly to objects in its local node via shared memory. A sender task stores the output into the object store and exits, allowing it to release critical resources (e.g., CPU, GPU, memory) before the receiver tasks are even scheduled. When receiver tasks are ready, they directly fetch the object from the distributed object store. As is standard [70, 66], the object store enforces object immutability and uses a distributed object directory service to map each object to its set of node locations. In addition,
def train(policy, num_agents, num_steps, batch_size):
    # Start some rollouts in parallel.
    grad_ids = [rollout.remote(policy)
        for _ in range(num_agents)]
    for _ in range(num_steps):
        for _ in range(batch_size):
            # Wait for the first rollout to finish.
            ready_id = ray.wait(grad_ids)
            # Update the policy with one gradient.
            policy += ray.get(ready_id) / batch_size
            # Remove this gradient from remaining gradients
            grad_ids.remove(ready_id)
            # Once one batch of agents finish, broadcast updated
            # policy to finished agents and start new rollouts.
            for _ in range(batch_size):
                grad_ids.append(rollout.remote(policy))
    return policy

for _ in range(num_steps):
    - for _ in range(batch_size):
        - # Wait for the first rollout to finish.
        - ready_id = ray.wait(grad_ids)
        - # Update the policy with one gradient.
        - policy += ray.get(ready_id) / batch_size
        - # Remove this gradient from remaining gradients
        - grad_ids.remove(ready_id)
        + # Reduce a batch of gradients
        + reduced_grad_id, unreduced_grad_ids = \
            ray.reduce(grad_ids, num_return=batch_size, op=ray.ADD)
        + # Update the policy with the averaged gradient
        + policy += ray.get(reduced_grad_id) / batch_size
        + # Update remaining gradients
        + grad_ids = ray.get(unreduced_grad_ids)
        - # Once one batch of agents finish, broadcast updated
        - # policy to finished agents and start new rollouts.
        - for _ in range(batch_size):
            - grad_ids.append(rollout.remote(policy))

(b) Dynamic tasks + collective comm. (Ray + Hoplite).

Figure 2.1: Pseudocode for a typical RL algorithm to learn a policy. (a) Dynamic

tasks with Ray. Each train loop waits for a single agent to finish, then asyn-
chronously updates the current policy. The new policy is broadcast to a batch of

finished agents. (b) Modifications to (a) to enable Hoplite. Each step reduces gradi-

teinants from a subset of agents, updates the current policy, broadcasts the new policy.

task-based distributed systems support fast failure recovery [99, 94] by reconstructing

the failed task. Well-behaving tasks do not roll back to keep recovery low cost.

However, if the gradients and the model are large enough in the above RL

eample, task-based distributed systems incur significant overheads from inefficient
communication. For example, the trainer (agent 2) in Figure 2.2a can become a network throughput bottleneck since it has to receive the gradient and also send the new policy from/to each agent individually. This bottleneck becomes more severe when the number of agents increases.

Figure 2.2: Execution of a distributed RL algorithm. Each row is one agent. Boxes represent computations, and arrows represent data transfers. \( g_1 \)-\( g_4 \) are the gradients produced by the agents. (a) Dynamic tasks (Ray). Gradients are applied immediately. A batch of three gradients is applied to the current policy before broadcasting. (b) Dynamic tasks but with efficient collective communication, in Hoplite. To reduce the network bottleneck at agent 2, agent 3 partially reduces gradients \( g_3 \) and \( g_4 \) (black box), and agent 3 sends the policy to agent 4 (black dot) during the broadcast.

### 2.2.2 Challenges in Collective Communication

Efficient collective communication has well-known solutions in HPC community and in distributed data-parallel SGD. Many traditional collective communication libraries exist, including Gloo [39], Horovord [91], OpenMPI [42], MPICH [68], and NCCL [75].
They can use efficient data transfer schedule (e.g., ring-allreduce, tree-broadcast) to mitigate communication bottlenecks in distributed applications.

There are two application requirements for using traditional collective communication libraries. First, the communication pattern has to be statically defined before runtime. This is easy for applications that have a bulk-synchronous parallel model. For example, in synchronous data-parallel SGD, all the workers compute on their partitioned set of training data and synchronize the model parameters using allreduce. Second, when any worker fails, all the workers participating in the collective communication hang, and applications are responsible for fault tolerance. For HPC applications, this is typically solved by checkpointing the entire application periodically (e.g., per-hour), and when a process fails, the entire application rolls back to a checkpoint and re-execute.

Unfortunately, these two assumptions are fundamentally incompatible with task-based distributed systems. First, tasks are dynamically invoked by the task-based system’s scheduler. This means it is possible that, when collective communication is triggered, only a fraction of the participating tasks are scheduled. For example, on existing task systems, broadcast is implicit: a set of tasks fetch the same object. When only a subset of the receivers are scheduled, it is not possible to build a static broadcast tree without knowing how many total receivers and where and when the receivers will be scheduled. Therefore, a collective communication layer for a task-based system should adjust data transfer schedule at runtime based on task and object arrivals.

Second, fast failure recovery is an important design goal for task-based system [99, 94], because many asynchronous workloads have tight SLO requirement (e.g., model serving). In existing task systems, this is done by reconstructing and re-executing failed tasks only. If traditional collective communication libraries are used, a failed task causes the rest of the participating tasks to hang. Thus, a collective communication layer for task-based systems has to be fault-tolerant: allowing well-behaving tasks to make progress when a task fails and allowing the failed task to rejoin the collective communication after recovery.

2.3 Design

Hoplite is an efficient and fault-tolerant collective communication layer for task-based distributed systems. At a high level, Hoplite uses two techniques: (1) decentralized fault-tolerant coordination of data transfer for reduce and broadcast, and (2) pipelining of object transfers both across nodes and between tasks and the object store.

We first present a send-receive example workflow using Hoplite’s core API (Table 2.1). We then describe Hoplite’s object directory service, pipelining mechanism to reduce latency, and fault-tolerant receiver-driven coordination scheme for efficient object transfer in details.
2.3.1 Hoplite’s Workflow

```python
def application():
    x_id = send.remote()
    recv.remote(x_id)
```

![Diagram of Hoplite's Workflow](image)

Figure 2.3: Example of a send and receive dynamic task program on a 2-node cluster (N1 and N2). The task-based system consists of a pool of workers per physical node and a scheduler. Hoplite consists of one local object store per node and a global object directory service, which is distributed across physical nodes.

Our example creates a `send` task that returns `x.id` (a future), which is then passed into a `recv` task. In Hoplite, we use an `ObjectID` to represent a future or a reference to an object. During execution, the application first submits the tasks to the task scheduler. The scheduler then chooses a worker to execute each task (step 1, Figure 2.3), e.g., based on resource availability. According to the application, `recv` cannot start executing until it has the value returned by `send`. Note that the task-based system does not require the scheduler to schedule tasks in a particular location or order, i.e. the `recv` task may be scheduled before `send`.

In step 2, the task workers call into Hoplite to store and retrieve objects. On node 1, the `send` worker returns an object with the unique ID `x.id`. This object must be stored until the `recv` worker has received it. Thus, the `send` worker calls `Put(x)` on Hoplite, which copies the object from the worker into the local object store (step 2 on N1, Figure 2.3). This frees the worker to execute another task, but incurs an additional memory copy between processes to store objects.

Meanwhile, on node 2, the `recv` worker must retrieve the object returned by `send`. To do this, it calls `Get(x)` on Hoplite, which blocks until the requested object has been copied into the worker’s local memory (step 2 on N2, Figure 2.3). In step 3, Hoplite uses the `object directory service` to discover object locations and coordinate...
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<table>
<thead>
<tr>
<th>Core Interfaces:</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffer buffer← Get(ObjectID object_id)</td>
<td>Get an object buffer from an object id.</td>
</tr>
<tr>
<td>Put(ObjectID object_id, Buffer buffer)</td>
<td>Create an object with a given object id and an object buffer. Delete all copies of an object with a given object id. Called by the task framework once an object is no longer in use.</td>
</tr>
<tr>
<td>Delete(ObjectID object_id)</td>
<td></td>
</tr>
<tr>
<td>Reduce(ObjectID target_object_id, int num_objects, {ObjectID source_object_id, ...}, ReduceOp op)</td>
<td>Create a new object with a given object id from a set of objects using a reduce operation (e.g., sum, min, max).</td>
</tr>
</tbody>
</table>

Table 2.1: Core Hoplite APIs. The application generates an ObjectID with a unique string and can pass an ObjectID by sending the string.

data transfer, in order to fulfill the client’s Put and Get requests. In the example, the Hoplite object store on node 1 publishes the new location for the object x to the directory (step 3 on N1, Figure 2.3). Meanwhile, on node 2, the Hoplite object store queries the directory for a location for x (step 3 on N2, Figure 2.3).

Hoplite’s object directory service (§2.3.2) is implemented as a sharded hash table that is distributed throughout the cluster (Figure 2.3). Each shard maps an ObjectID to the current set of node locations. When there are multiple locations for an object, the directory service can choose a single location to return to the client. The object store also maintains information about objects that have only been partially created to facilitate object transfer pipelining (§2.3.3). For example, in Figure 2.3, the object store on node 1 publishes its location to the object directory as soon as Put(x) is called, even if the object hasn’t been fully copied into the store yet. This allows node 1 to begin sending the object to node 2 while it is still being copied from the send worker.

Finally, in step 4, the Hoplite object store nodes execute the data transfer schedule specified by the object directory’s reply to node 2. Node 1 is the only location for x, so node 2 requests and receives a copy from node 1 (step 4). Node 2 then copies the object from its local store to the recv worker (step 5 in Figure 2.3), which again can be pipelined with the copy over the network.

Hoplite provides two efficient collective communication schemes. Hoplite implements efficient broadcast through coordination between the object directory service and the workers (§2.3.4), without an explicit primitive. For reduce, Hoplite exposes an explicit Reduce call to the task-based system. It is necessary because this lets Hoplite know that these objects are indeed reducible (i.e., the operation is commutative and associative). Because an ObjectID is a future that the object value may not be
ready yet, the \texttt{Reduce} call also has a \texttt{num\_objects} input in case the user wants to reduce a subset of the objects, giving Hoplite the flexibility to choose which \texttt{num\_objects} objects to reduce given their arrival time in the future. Figure 2.1b shows how to modify the RL example to use Hoplite. This allows the trainer to aggregate gradients from a dynamic set of agents efficiently (Figure 2.2b).

Whenever a task fails, Hoplite recomputes a data transfer schedule to avoid using the failed task in the collective communication, and all the rest of the tasks can keep making progress (§2.3.5). Hoplite does not change how task-based distributed system tolerate failures. The underlying task-based distributed system can quickly reconstruct the state of the failed task using their built-in mechanism [99]. Once the state of the task is reconstructed, the task resumes.

\subsection{2.3.2 Object Directory Service}

The object directory service maintains two fields for each object: (1) the size of the object, and (2) the location information. The location information is a list of node IP addresses and the current progress of the object on that node. We use a single bit to represent the object’s progress: either the node contains a partial or a complete object. We store both so that partial object copies can immediately act as senders, for both broadcast and reduce (§2.3.4).

Hoplite’s directory service supports both synchronous and asynchronous location queries. Synchronous location queries block until corresponding objects are created and locations are known. Asynchronous location queries return immediately, and the object directory service publishes any future locations of the object to the client.

A node writes object locations to the object directory service in two conditions: when a local client creates an object via \texttt{Put} and when an object is copied from a remote node. In each case, the node notifies the object directory service twice: once when an object is about to be created in the local store and once when the complete object is ready. We differentiate between partial and complete objects so that object store nodes with complete copies can be favored during a broadcast or reduce (§2.3.4).

\textit{Optimization for small objects.} Querying object location can introduce an excessive latency penalty for fetching small objects, and the overhead of computing efficient object transfer schedule is usually not worthwhile for small objects in our use cases. Therefore, we implement a fast path in the object directory service. For small objects (\textasciitilde64KB), we simply cache them in the object directory service, and when a node queries for their location, the object directory service directly returns the object buffers. Similar to object in the per-node stores, cached objects must be freed by the application via the \texttt{Delete} call when no longer in use.

\subsection{2.3.3 Pipelining}

Hoplite uses pipelining to achieve low-latency transfer between processes and across
nodes for large objects. This is implemented by enabling a receiver node to fetch an object that is incomplete in a source node. An object can be incomplete if the operation that created the object, either a Put from the client or a copy between object store nodes, is still in progress. To enable fetching incomplete objects, as shown in the previous section (§2.3.2), the object directory service also maintains locations of incomplete copies. Then, when an object store receives a Get operation, it can choose to request the object from a store with an incomplete copy.

By pipelining data transfers across nodes using the object directory service as an intermediary, it becomes simple to also pipeline higher-level collective communication primitives, such as a reduce followed by a broadcast (Figure 2.2b). Within the reduce, a node can compute a reduce of a subset of the input objects and simultaneously send the intermediate result to a downstream node. The downstream node can then compute the final reduce result by computing on the intermediate result as it is received and simultaneously send the final result to any broadcast receivers that have been scheduled. A broadcast receiver can then also simultaneously send the final result to any other broadcast receivers.

Piplining between the task worker and local store on the same node is also important to hide Put and Get latency for large objects (steps 2 and 5 in Figure 2.3). The reason is that using the distributed object store requires two additional data copies other than the minimum needed to transfer data over the network. The sender task worker must copy to its local store, and then the receiving local store must also copy to its local worker. Our observation is that the additional memory copy latency can be masked by the network transfer if the memory copy is asynchronous. When a sender task calls Put, Hoplite immediately notifies the object directory service that the object is ready to transfer. A receiver can then fetch the object before the entire object is copied into the sender node’s local store. The receiver side’s pipelining mechanism is similar. When the receiver task calls Get, the receiver task starts to copy the object from the local store before the local store has a complete object.

By combining cross-node and in-node pipelining, Hoplite enables end-to-end object streaming between the sender and receiver tasks, even when there are multiple rounds of collective communication in between.

Optimization for immutable get. Although Hoplite objects are immutable, the receiver task still copies the object data from its local store during a Get, in case it modifies the buffer later on. However, if it only needs read access to the object, then Hoplite can directly return a pointer inside the local store. Read-only access can be enforced through the front-end programming language, e.g., with const in C++.

2.3.4 Receiver-Driven Collective Communication

Hoplite’s receiver-driven coordination scheme optimizes data transfer using distributed protocols. In Hoplite, data transfer happens in two scenarios: either a task calls Get to retrieve an object with a given ObjectID, or a task calls Reduce to create a new
object by reducing a set of other objects with a reduce operation (e.g., sum, min, max).

2.3.4.1 Broadcast

Broadcast in a task-based distributed system happens when a group of tasks located on multiple nodes want to get the same object from its creator task. Specifically, a *sender* task from node $S$ creates an object with *Put* and a group of *receiver* tasks $R_1, R_2, ...$ fetches it using *Get*. For the receiver tasks that locate on different nodes from the sender task, their corresponding receiver nodes will fetch the object from sender node’s local object store to the receiver nodes’ local object store. To simplify the description of our method, we assume that the sender task and the receiver tasks locate on different nodes and use the sender $S$ and the receiver $R_1, R_2, ...$ to also refer to the local object store on the nodes.

Broadcast in a task-based distributed system is challenging because we have no knowledge of the tasks, including where these tasks are located and when these tasks fetch the object. If all receivers simply fetch the object from the sender, the performance will be restricted by the sender’s upstream bandwidth. Traditional collective communication libraries can generate a static tree where the root is the sender node to mitigate the throughput bottleneck. The goal of Hoplite’s receiver-driven coordination scheme is to achieve a similar effect but using decentralized protocols. Inspired by application-level broadcast [25, 26] in peer-to-peer systems that uses high-capacity nodes to serve as intermediate nodes in the broadcast tree, we use receivers who receives the object earlier than the rest as intermediates to construct a broadcast tree.

When a receiver $R$ wants to fetch a remote object, it first checks if the object is locally available, or there is an on-going request for the object locally. If so, the receiver just waits until it gets the completed object. This avoids creating cyclic object dependencies. Otherwise, $R$ queries the object directory service for the object’s location. The object directory service first tries to return one location with a complete copy. If none exist, then the object directory service returns one of the locations holding a partial copy. This is so that partial objects can also act as intermediate senders, but locations with complete copies are favored.

When the location query replies, $R$ also removes the location returned from the directory and immediately add itself to the object directory as a location with a partial copy to enable pipelining. Once the data transfer is complete, the receiver adds the sender’s location back to the object directory service and mark itself as a location with a complete copy. This makes sure that, for each object, a node can only send to one receiver at a time, thus mitigating bottlenecks at any single node.

Figure 2.4 shows an example of a broadcast scenario in Hoplite. In Figure 2.4a, the first receiver $R_1$ starts to fetch the object from the sender $S$. In Figure 2.4b, $S$ is still sending to $R_1$, so it does not appear in the object directory when the second receiver
Figure 2.4: An example of broadcasting an object (integer array \{5, 1, 0\}) from a sender (S) in Hoplite, when the receivers (R1-R3) arrive at different times. (a) - (d) show the broadcast process without failure. (c') and (d') show the broadcast process when R1 fails after (b).
R2 arrives. Thus, R2 fetches the object from R1, the partial copy. In Figure 2.4c, R1 has finished receiving, but is still sending to R2. Then, the object directory contains S and R2 as a complete and partial location, respectively. In Figure 2.4d, R3 queries the object directory, which chooses S over R2 as the sender because S has a complete object.

2.3.4.2 Reduce

Reduce happens when a task in a task-based distributed system wants to get a reduced object (e.g., summed or maximal object) from a list of objects. In Hoplite, this happens via a Reduce call. Similar to broadcast, we assume that each object to reduce is located on a separate node and we use R1, R2, ... to represent both the object and the local object store on a node that stores the corresponding object. Note that in a task-based distributed system, the objects to reduce can become ready to reduce in any arbitrary order.

How to reduce objects efficiently to accommodate dynamic object creation is more challenging than broadcast. Broadcast is simpler because a receiver can fetch the object from any sender, and Hoplite thus has more flexibility to adapting data transfer schedule. For reduce, we need to make sure all the objects are reduced once and only once: when one object is added into a partial reduce result, the object should not be added into any other partial results.

In Hoplite, we choose to use a tree-structured reduce algorithm, while the question is what type of tree to use. Let’s think about reducing n objects. Without the support of collective communication in task-based distributed systems, each node sends the object to a single receiver. Let’s assume that the network latency is L, network bandwidth is B, and the object size is S. This approach’s total reduce running time is \( L + \frac{nS}{B} \). The L term is due to the network latency, and \( \frac{nS}{B} \) is due to the receiver’s bandwidth constraint, because every node has to send the object in to it. This is a special kind of tree where the degree of the root is n. When object size is very small (i.e., \( \frac{S}{B} \) is negligible), the performance of this kind of tree is the best.

To mitigate the bandwidth bottleneck at the receiver, we can generalize this n-nary tree to a d-nary tree. When we use a d-nary tree, the total running time is \( L \log_d n + \frac{dS}{B} \). It reduces the latency due to the bandwidth constraint but incurs additional latency because the height of the tree grows to \( \log_d n \). If an object is very large (i.e., \( \frac{S}{B} \gg L \)), we can set \( d = 1 \). This means all the nodes are in a single chain, and its running time is \( nL + \frac{S}{B} \). Note that we only need to incur \( \frac{S}{B} \) for transferring the actual content of the object, because we use fine-grained pipelining, i.e., intermediate nodes send the partially reduced object to the next node. As we can see here, the optimal choice of \( d \) depends on the network characteristics, the size of the object, and the number of participants (objects). In other words, we choose the \( d \) to minimize...
Figure 2.5: Examples of reduce where the objects arrive in the order of $R_1$, $R_2$, ..., $R_6$. The numbers on the top of each node (and the numbers in leaf nodes) represent the object to reduce and green blocks mean the fraction of the object that is ready. The numbers on the bottom of each node represent the reduced result and yellow blocks mean the fraction of the object that has been reduced. Each intermediate node is responsible to reduce the subtree rooted at it. (a) An example reduce tree consists of 6 objects. (b) The reconstructed reduce tree after $R_2$ fails.
the total latency:

\[ T(d) = \begin{cases} 
  nL + \frac{S}{B} & \text{if } d = 1; \\
  L \log_d n + \frac{dS}{B} & \text{otherwise.} 
\end{cases} \quad (2.1) \]

During runtime, Hoplite will automatically choose the optimal \( d \) based on an empirical measure of these three factors.

Once the topology of the tree is determined, we need to assign nodes into the tree. Here we want to allow \texttt{Reduce} to make significant progress even with a subset of objects. To do so, we assign arriving objects with a generalized version of in-order tree traversal. For a \( d \)-nary tree, for each node, we traverse the first child, the node itself, the second child, third child, ..., and the \( d \)-th child. Figure 2.5a shows an example for reducing 6 objects with a binary tree. Note that though MPI also supports tree-reduce, our method is completely different: MPI's tree is constructed statically, and our tree is constructed dynamically taking the object arrival sequence into consideration.

If a task only wants to reduce a subset of objects (i.e., \texttt{num_object} is smaller than the size of the source object list in \texttt{Reduce}), the tree construction process stops when there are \texttt{num_object} objects in the tree. For example, if the task wants to reduce 6 out of 10 objects, then the earliest arriving 6 objects are in the reduce tree structured as Figure 2.5a.

An application can also specify the inputs of a \texttt{Reduce} incrementally, i.e. by passing the \texttt{ObjectID} result of one \texttt{Reduce} operation as an input of a subsequent \texttt{Reduce} operation. The data transfer for composed \texttt{Reduce} operations will naturally compose together. In particular, as soon as the first \texttt{Reduce} output is partially ready, it will be added to the object directory service, where it will be discovered by the downstream \texttt{Reduce} coordinator. The first output can then be streamed into the downstream \texttt{Reduce}.

### 2.3.4.3 AllReduce

AllReduce is a synchronous collective communication operation that is useful for synchronous data-parallel training. Optimizing allreduce is not our design goal: people usually do synchronous data-parallel training on specialized distributed systems that are optimized for bulk-synchronous workloads (e.g., TensorFlow [8], PyTorch [78]) rather than on task-based distributed systems. In Hoplite, a developer can express allreduce by concatenating reduce and broadcast.

### 2.3.5 Fault-Tolerant Collective Communication

In the previous subsection, we assume that there is no task failures. However, task failures can happen in a task-based distributed systems for various reasons, including (1) the node that the task is running on crashes, (2) the node runs out of available
memory and has to kill the task, and (3) the task encounters a runtime error. Task-based distributed systems already support transparent fault-tolerance to tasks [99], but adding collective communication support requires us to dynamically change data transfer schedule when a fraction of the tasks fail when participating in the collective communication. This is because we do not want a failed task to block collective communication, and we want to allow a recovered task to rejoin an existing collective communication.

### 2.3.5.1 Broadcast

When a sender failure is detected by the receiver in broadcast, the receiver immediately locate another sender by querying the object directory again. The new sender only needs to send the remaining object that the receiver does not have. A failed task can rejoin broadcast transparently because the failed task can simply call `Get` on the same `ObjectID` to fetch the object. Implementing this feature naively would cause cyclic object transfer dependencies. For example, it is possible that two nodes try to fetch the same object from each other. It is because when the a receiver locates an alternative sender, the object directory can return the address of another node which fetches the object from the receiver. To avoid cyclic dependencies, we need to track the dependencies of `Get` if the sender is not the original task that creates the object. If a sender fails, the receiver only resumes if it can find another sender whose dependencies do not include the receiver itself. Figure 2.4c’ shows the previous example if `R1` fails. `R2` resumes the fetch from `S`, and when `R3` comes, `R3` can fetch from `R2` (Figure 2.4d’).

### 2.3.5.2 Reduce

When a task fails during `Reduce`, this node is immediately removed from the tree by the coordinator, and will be replaced by the next ready source object. The guarantee is that to reduce `n` objects from `m` source objects, as long as at least `n` objects can be created (i.e., `m - n` tasks can fail), `Reduce` will return successfully. Otherwise, `Reduce` completes when enough failed tasks are reconstructed by the underlying task-based system’s recovery mechanisms. A failed tree node causes its parent, its grandparent, and all its ancestors to clear the reduced object. In the previous example, Figure 2.5b shows the adapted tree after `R2` fails. If the task `Reduce` 6 out of 10 objects and `R2` is recovered after `R7` arrives, `R7` replaces `R2`’s position in the tree. (R7 can also be the rejoined `R2`.) `R4` has to clear all the current reduced the object, because the final result should be the `Reduce` result of `R1, R3, R4, ..., R7`. Any intermediate result that contains `R2`’s object has to be cleared. Overall, at most `log_d n` nodes have to clear the current object.
2.4 Evaluation

We first microbenchmark Hoplite on a set of popular traditional network primitives (e.g., broadcast, reduce, allreduce). We then evaluate Hoplite using real applications on Ray [66], including asynchronous SGD, reinforcement learning, and serving an ensemble of ML models. We also test Hoplite with synchronous data-parallel training workloads to estimate how much performance is lost if people choose to run these static and synchronous workloads on task-based distributed systems. Each application requires less than 100 lines of code changes, most of which are for object serialization. All experiments are done on AWS EC2. We use a cluster of 16 m5.4xlarge nodes (16 vCPUs, 64GB memory, 10 Gbps network) with Linux (version 4.15). We run every test 10 times, and we show standard deviations as error bars.
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Figure 2.6: Round trip latency for point-to-point data communication on Hoplite, OpenMPI, Ray, and Dask. We also include the theoretical optimal RTT (i.e. total bytes transferred divided by the bandwidth).

2.4.1 Microbenchmarks

We use two popular task-based distributed systems, Ray [66] (version 0.8.6) and Dask [87] (version 2.25), as our baselines. In addition, we compare Hoplite with OpenMPI [42] (version 3.3) and Gloo [39]. We chose OpenMPI because OpenMPI is the collective communication library recommended by AWS. We did not choose Horovod because Horovod has three backends: OpenMPI, Gloo, and NCCL. We have already tested OpenMPI and Gloo individually. We currently do not support GPU, so we do not test NCCL.
Figure 2.7: Latency comparison of Hoplite, OpenMPI, Ray, Dask, and Gloo on standard collective communication primitives (e.g., broadcast, gather, reduce, allreduce). To show the results more clearly, we split the results of Allreduce into two groups: group (i) includes Hoplite, Ray, and Dask, and group (ii) includes Hoplite, OpenMPI, and two different allreduce algorithms in Gloo.
2.4.1.1 Point-to-Point Data Communication

We first benchmark direct point-to-point transfer. On our testbed, writing object locations to the object directory service takes 167 \( \mu s \) (standard deviation = 12 \( \mu s \)), and getting object location from the object directory service takes 177 \( \mu s \) (standard deviation = 14 \( \mu s \)).

Hoplite’s point-to-point communication is efficient. We test round-trip time for different object sizes using OpenMPI, Ray, Dask, and Hoplite. Figure 2.6 shows the result. We also include the optimal RTT, which is calculated by \( \text{object size/bandwidth} \times 2 \).

For 1 KB and 1 MB object, OpenMPI is 1.8x and 2.3x faster than Hoplite. For 1 GB objects, Hoplite is 0.2% slower than OpenMPI. Ray and Dask are significantly slower. OpenMPI is the fastest because MPI has the knowledge of the locations of the processes to communicate. Ray, Dask, and Hoplite need to locate the object through an object directory service. Hoplite outperforms Ray and Dask because (1) Hoplite stores object contents in object directory service for objects smaller than 64 KB (§2.3.2) and (2) Hoplite uses pipelining (§2.3.3) to reduce end-to-end latency. Ray does not support pipelining, so it suffers from the extra memory copy latency in the object store. Our pipelining block size is 4 MB, and thus larger object (1 GB) has better pipelining benefits. On 1 GB object, Hoplite achieves similar performance as the underlying network bandwidth despite it has additional memory copies. This is because fine-grained pipelining successfully overlaps memory copying and data transfer.

2.4.1.2 Collective Communication

Next, we measure the performance of collective communication on OpenMPI, Ray, Dask, Gloo, and Hoplite, with arrays of 32-bit floats and addition as the reduce operation (if applicable). We measure the time between when the input objects are ready and when the last process finishes. For both Hoplite and Ray, we assume that the application uses a read-only \texttt{Get} to avoid the memory copy from the object store to the receiver task (§2.3.3). Gloo only implements broadcast and allreduce. For allreduce, Gloo supports several algorithms. We evaluated the performance for all of them, and for presentation simplicity, we only show the two algorithms with the best performance on our setup: (1) ring-chunked allreduce and (2) halving doubling allreduce.

Figure 2.7 shows the results for medium (1MB) to large (1GB) objects.\(^1\) We present the results for small objects (1KB, 64KB) in §A.2 because small objects are cached in object directory service in Hoplite, and there is thus no collective communi-

\(^1\)OpenMPI's latency does not increase monotonically because OpenMPI chooses different algorithms on different conditions (e.g., number of nodes, whether the number of nodes is a power of two, object size).
Figure 2.8: Latency of 1 GB object broadcast/reduce/allreduce on 16 nodes when tasks start sequentially with a fixed arrival interval. Arrival interval equals to 0 means that all the tasks start at the same time. The dashed lines denote the time the last task arrives.
cation to begin with. In summary, Hoplite achieves a similar level of performance as traditional collective communication libraries, such as OpenMPI and Gloo. Hoplite significantly outperforms Ray and Dask, because Ray and Dask do not support efficient collective communication. Gloo’s ring-chunked allreduce is the fastest allreduce implementation for large objects in our tests.

**Broadcast.** We let one node first **Put** an object, and after the **Put** succeeds, other nodes **Get** the object simultaneously. The latency of broadcast is calculated from the time all nodes call **Get** to the time when the last receiver finishes. Hoplite and OpenMPI achieve the best performance for all object size and node configurations. This is because Ray, Dask, and Gloo do not have collective communication optimization for broadcast. Hoplite slightly outperforms OpenMPI because of fine-grained pipelining.

**Gather.** We let every node first **Put** an object, and after every node’s **Put** succeeds, one of the nodes **Get** all the object via their **ObjectID**s. The latency of gather is the **Get** duration. OpenMPI and Hoplite outperform the rest for all object size and node configurations. This is because both Ray and Dask need additional memory copying between workers and the object store. Hoplite also needs additional memory copying, but the latency is masked by fine-grained pipelining between workers and the object store.

**Reduce.** We let every node first **Put** an object, and after every node’s **Put** succeeds, one of the nodes **Reduce** the objects via their **ObjectID**s to create a new **ObjectID** for the result. The node then calls **Get** to get the resulting object buffer. The latency of reduce is calculated from the time the node calls **Reduce** to the time the node has a copy of the reduce result. OpenMPI and Hoplite consistently outperform the rest for all object size and node configurations since Ray and Dask do not support collective communication. Hoplite can slightly outperform OpenMPI because of fine-grained pipelining.

**AllReduce.** In Hoplite, we simply concatenate reduce and broadcast to implement allreduce. The latency of allreduce is calculated from the time a node starts to **Reduce** all the objects to the last node **Get** the reduce result. We divide the results into two groups in Figure 2.7. Hoplite significantly outperforms Ray and Dask because of the collective communication support of broadcast and reduce in Hoplite. Note that efficient allreduce is not our design goal since allreduce is a static and synchronous collective communication operation. However, Hoplite still achieves comparable performance with static collective communication libraries such as OpenMPI and Gloo.

### 2.4.1.3 Asynchrony

Hoplite’s performance is robust even when processes are not synchronized, which is typical in task-based distributed systems. We measure broadcast, reduce, and allreduce latencies when the participating tasks arrive sequentially with a fixed arrival interval. For broadcast (Figure 2.8a), OpenMPI makes some progress before the last receiver arrives (§2.6). However, the algorithm is static (i.e. based on process rank
while Hoplite achieves a lower latency with a dynamic algorithm that does not depend on the particular arrival order. We do not include Gloo because it does not optimize its broadcast performance (Figure 2.7). For reduce (Figure 2.8b) and allreduce (Figure 2.8c), both OpenMPI and Gloo have to wait until all processes are ready, while Hoplite can make significant progress before the last object is ready. This allows Hoplite to even outperform Gloo’s ring-chunked allreduce when objects do not arrive at the same time.

Figure 2.9: Training throughput (number of training samples per second) for asynchronous SGD.

2.4.2 Asynchronous SGD

Asynchronous stochastic gradient descent (SGD) is one way to train deep neural networks efficiently, and it usually uses a parameter server framework [60, 59, 32, 60, 59]; clients fetch the parameters from a centralized server, evaluate the parameters on its own portion of data (e.g., performing forward and backward propagation on a neural network), and send the updates (e.g., gradients) back to the server independently. The parameter server needs to broadcast parameters to and reduce from an uncertain set of workers.

Here we evaluate Hoplite with Ray’s example implementation of an asynchronous parameter server [84]. We use three widely-used standard deep neural networks, AlexNet [55] (model size = 233 MB), VGG-16 [92] (model size = 528 MB), and ResNet-50 [44] (model size = 97 MB). We test two cluster configurations: 8 p3.2xlarge nodes and 16 p3.2xlarge nodes on AWS. p3.2xlarge instance has the same network performance as m5.4xlarge instance but with an additional NVIDIA V100 GPU to accelerate the execution of the neural networks. The asynchronous parameter server collects and reduces the updates from the first half of worker nodes that finish the update and broadcast the new weights back to these nodes.
We show the results in Figure 2.9. Hoplite improves the training throughput of the asynchronous parameter server. Comparing to Ray, it speedups training on asynchronous parameter server for 16 nodes by 7.8x, 7.0x, and 5.0x, for AlexNet, VGG-16, and ResNet-50, respectively. Ray is slow because the parameter server has to receive gradients from each worker and send the updated model to each worker one by one. This creates a bandwidth bottleneck at the parameter server. In Hoplite, these operations are optimized by our broadcast and reduce algorithms.

### 2.4.3 Reinforcement Learning

RL algorithms involve the deep nesting of irregular distributed computation patterns, so task-based distributed systems are a perfect fit for these algorithms. We evaluate Hoplite with RLlib [62], a popular and comprehensive RL library on Ray. Distributed RL algorithms can be divided into two classes: In *samples optimization* (e.g., IMPALA [36], Asynchronous PPO [90]), a centralized trainer periodically broadcasts a policy to a set of workers and gather the rollouts generated by the workers to update the model. In *gradients optimization* (e.g., A3C [65]), the workers compute the gradient with their rollouts, and the trainer updates the model with the reduced gradients from the workers.

![Figure 2.10](image-url) RLlib’s training throughput (number of training samples per second) on Ray and Hoplite.

We evaluate two popular RL algorithms, IMPALA [36] and A3C [65], one from each class. We test two cluster configurations: 8 nodes (1 trainer + 7 workers) and 16 nodes (1 trainer + 15 workers). The trainer broadcast a model to the first half workers that have finished a round of simulation (in IMPALA) or gradient computation (in A3C). We use a two-layer feed-forward neural network with 64 MB of parameters. Figure 2.10 shows the training throughput. Training throughput is calculated by the number of simulation traces (in samples optimization) or gradients (in gradients optimization) the RL algorithm can process in a second.
Hoplite significantly improves the training throughput of both IMPALA and A3C. Hoplite improves the training throughput of IMPALA by 1.9x on an 8-node cluster and 1.8x on a 16-node cluster. The reason Hoplite outperforms Ray is because IMPALA has to broadcast a model of 64 MB frequently to the workers. We expect more improvement when the number of nodes is higher, but we already achieve the maximum training throughput: IMPALA is bottlenecked by computation rather than communication using Hoplite with 16 nodes (15 workers). For A3C, Hoplite improves the training throughput by 2.2x on the 8-node configuration and 3.9x on the 16-node configuration. Unlike IMPALA, A3C achieves almost linear scaling with the number of workers. A3C on Ray cannot scale linearly from 8 nodes to 16 nodes because of the communication bottleneck.

### 2.4.4 ML Model Serving

Machine learning is deployed in a growing number of applications which demand real-time, accurate, and robust predictions under heavy query load [31, 15, 77]. An important use case of task-based distributed system is to serve a wide range of machine learning models implemented with different machine learning frameworks [66].

We evaluate Hoplite with Ray Serve [85], a framework-agnostic distributed machine learning model serving library built on Ray. We set up an image classification service with a majority vote-based ensemble of the following models: AlexNet [55], ResNet34 [44], EfficientNet-B1/-B2 [96], MobileNet V2 [88], ShuffleNet V2 x0.5/x1.0 [63], and SqueezeNet V1.1 [49]. We test two cluster configurations: 8 p3.2xlarge nodes and 16 p3.2xlarge nodes on AWS. For 8 nodes setting, we serve a different model on each node. For 16 nodes setting, each model is served by two different nodes and the two nodes serve the model with two different versions of weight parameters. Each query to the service includes a batch of 64 images of size 256×256. During serving, the service will broadcast the query to all the nodes to evaluate on different models, gather the classification results, and return the majority vote to the user.

We visualize the results in Figure 2.11. Hoplite improves the serving throughput for serving an ensemble of image classification models. Comparing to Ray, it speedups the serving throughput by 2.2x for 8 nodes and 3.3x for 16 nodes. This shows that the optimized broadcast algorithm in Hoplite helps Ray Serve to improve the serving throughput.

### 2.4.5 Fault Tolerance

We evaluate the failure recovery latency before and after we apply Hoplite to Ray. We rerun our model serving with 8 models and async SGD workloads with 6 workers, and we manually trigger a failure. We do this experiment 10 times. Figure 2.12 shows one particular run. The y-axis shows the latency per query (in model serving) or per iteration (in async SGD), and the x-axis shows the index of the query or the iteration.
Figure 2.11: Ray Serve’s performance (queries per second) on Ray and Hoplite for an ensemble of image classification models.

Figure 2.12: Latency when a participating task fails and rejoins on (a) Ray Serve and (b) async SGD.
Hoplite significantly improves Ray’s performance. Ray’s failure detection latency is $0.58 \pm 0.13$ second, and after we apply Hoplite to Ray, Ray’s failure detection latency increases to $0.74 \pm 0.05$ second. The additional 28% latency introduced by Hoplite is because Hoplite has a different failure detection mechanism. Ray detects failure by monitoring the liveness of the worker process. Hoplite detects failure by checking the liveness of a socket connection.

After the failure, Ray Serve’s latency drops because it only needs to broadcast to less receivers. The latency comes back to normal after the failed worker rejoins. For Hoplite, the latency difference is negligible because of the efficient broadcast algorithm. Hoplite takes more queries between the task fails and the task rejoins. This is because Hoplite is efficient and has processed more queries during the recovery window (the time between the failure and task rejoin). In async SGD, latency for training each iteration increases in the recovery window because of the temporary loss of a worker. The difference in recovery latency (duration of the recovery window) between Ray and Hoplite is negligible because both use Ray’s mechanism to reconstruct the failed task.

![Figure 2.13: Training throughput (number of training samples per second) for synchronous data-parallel training.](image)

**2.4.6 Synchronous Data-Parallel Training**

Synchronous data-parallel training involves a set of workers, each runs on a partition of training data, and the workers synchronize the gradients each round using allreduce [41]. Speeding up synchronous data-parallel training workloads is not our design goal, and they do not require the flexibility provided by task-based systems. Instead, they can run directly on specialized distributed systems that are optimized for static and synchronous workloads (e.g., TensorFlow [8], PyTorch [78]). These systems rely on efficient allreduce implementations in traditional collective communication frameworks (e.g., OpenMPI, Gloo).
CHAPTER 2. HOPLITE

However, an interesting question to ask is how much performance developers have to pay if they choose to run these static and synchronous workloads on task-based distributed systems. Our cluster setup is the same as the asynchronous parameter server experiment. In addition to Ray, we evaluate Gloo and OpenMPI. We evaluate the Gloo baseline through PyTorch, which chooses ring-chunked allreduce as its choice for Gloo’s algorithm.

We show the results in Figure 2.13. Hoplite significantly improves the synchronous data-parallel training for Ray. Ray is slower than Hoplite, OpenMPI, and Gloo, with the similar reason as in asynchronous parameter server. Hoplite achieves similar speed with OpenMPI. However, Hoplite is 12-24% slower than Gloo. This is expected because ring-allreduce is more bandwidth efficient than the tree-reduce plus broadcast in Hoplite.

2.5 Discussion

Garbage collection. Hoplite provides a `Delete` call (Table 2.1) that deletes all copies of an object from the store. This can be used to garbage-collect an object whose `ObjectID` is no longer in scope in the application. However, it is still the task framework or application’s responsibility to determine when `Delete` can and should be called, since only these layers have visibility into which `ObjectIDs` a task has references to. The guarantee that Hoplite provides is simple: when `Put` is called on an `ObjectID`, the object copy that is created will be pinned in its local store until the framework calls `Delete` on the same ID. This guarantees that there will always be at least one available location of the object to copy from, to fulfill future `Get` requests. Meanwhile, Hoplite is free to evict any additional copies that were generated on other nodes during execution, to make room for new objects. The overhead of eviction is very low, since Hoplite uses a local LRU policy per node that considers all unpinned object copies in the local store.

Framework’s Fault tolerance. Hoplite ensures that collective communication can tolerate task failure. A task-based distributed system has a set of control processes that can also fail, and they usually require separate mechanisms to tolerate failures. For example, the object directory service can fail and requires replication for durability. These failures are handled by the underlying framework independent of whether Hoplite is used.

Network Heterogeneity. The design of Hoplite assumes that the network capacity between all the nodes is uniform. Accommodating heterogeneous network can achieve higher performance (e.g., using high bandwidth nodes as intermediate nodes for broadcast, fetching objects from a node which has lower latency). This can be done by monitoring network metrics at run time. We do not need this feature for our use cases because our cloud provider ensures uniform network bandwidth between our nodes.
Integration with GPU. Hoplite currently does not support pipelining into GPU memory. If training processes need to use GPU, the application has to copy data between GPU and CPU memory. In the future, we want to extend our pipelining mechanism into GPU memory.

2.6 Related Work

Optimizing data transfer for cluster computing. Cluster computing frameworks, such as Spark [103] and MapReduce [33], have been popular for decades for data processing, and optimizing data transfer for them [29, 30, 28, 80, 56] has been studied extensively. AI applications are particularly relevant because they are communication-intensive, and traditional collective communication techniques are widely-used [98, 91, 39]. Pipelining is also a well-known technique to improve performance [74, 79]. Our work focuses on improving task-based distributed systems [66, 87, 48]. Applications on these frameworks have dynamic and asynchronous traffic patterns. To the best of our knowledge, Hoplite is the first work to provide efficient collective communication support for task-based distributed systems.

Using named objects or object futures for data communication. Using named objects or object futures for data communication is not new. In serverless computing, tasks (or functions) cannot communicate directly. As a result, tasks communicate through external data stores [81], such as Amazon S3 [11] or Redis [86]. There, the storage and compute servers are disaggregated, and computer servers do not directly communicate. We target a standard cluster computing scenario, where data is directly transmitted between compute servers. Object futures are a useful construct for expressing asynchronous computation. Dask, Ray, Hydro, and PyTorch [78] all use futures to represent results of remote tasks. Our work is complementary to them, showing that efficient collective communication can co-exist with named objects or object futures.

Asynchronous MPI. MPI supports two flavors of asynchrony. First, similar to a non-blocking POSIX socket, MPI allows an application to issue asynchronous network primitives and exposes an MPI_Wait primitive to fetch the result. Second, depending on the MPI implementation, some collective communication primitives can make some progress with a subset of participants. For example, in MPI_Bcast, the sender generates a static broadcast tree. If the receivers arrive in order from the root of the tree to the leaves of the tree, the receivers can make significant progress before the last receiver arrives. If not, then a receiver must wait until all its upstream ancestors are ready before making any progress (evaluated in Figure 2.8). In Hoplite, the broadcast tree is generated dynamically at runtime, so the arrival order does not matter. In addition, asynchronous MPI primitives still require applications to specify all the participants before runtime. In Hoplite, the communication pattern can be expressed dynamically and incrementally, allowing Hoplite to work with existing task-based
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distributed systems.

Collective communication in other domains. Optimizing data transfer has been studied extensively in other domains. Application-level multicast [25, 26] for streaming video on wide-area networks. IP multicast [50] enables a sender to send simultaneously to multiple IP addresses at the same time. These work mostly focus entirely on multicast rather than general-purpose collective communication in distributed computing frameworks.

2.7 Conclusion

Task-based distributed computing frameworks have become popular for distributed applications that contain dynamic and asynchronous workloads. We cannot directly use traditional collective communication libraries in task-based distributed systems, because (1) they require static communication patterns and (2) they are not fault-tolerant. We design and implement Hoplite, an efficient and fault-tolerant communication layer for task-based distributed systems that achieves efficient collective communication. Hoplite computes data transfer schedules on the fly, and even when tasks fail, Hoplite can allow well-behaving tasks to keep making progress while waiting for the failed tasks to recover. We port a popular distributed computing framework, Ray, on top of Hoplite. Hoplite speeds up asynchronous SGD, RL, model serving workloads by up to 7.8x, 3.9x, and 3.3x, respectively. Hoplite’s source code is publicly available (https://github.com/suquark/hoplite). This work does not raise any ethical issues.
Chapter 3

Exoflow: A Universal Workflow System for Exactly-Once DAGs

Moving up to the task execution layer of distributed systems, we observe that existing frameworks often impose a fixed recovery strategy, such as synchronous checkpointing of all task outputs, to ensure exactly-once semantics. While this approach guarantees correctness, it can lead to significant performance overheads, especially for data-intensive applications. Moreover, it fails to leverage the diverse recovery requirements and semantics of different tasks within a workflow.

In this chapter, we argue that distributed systems should provide a flexible choice of recovery strategies, enabling applications to optimize the tradeoff between performance and fault tolerance based on their specific requirements. To this end, we introduce ExoFlow, a universal workflow system that decouples execution from recovery and allows applications to specify task semantics through annotations.

ExoFlow employs a novel architecture that is able to scale recovery and execution independently, and to make the storage and execution backends pluggable. This allows ExoFlow to support a wide range of execution environments, from serverless functions to distributed data processing frameworks, while providing consistent and efficient recovery guarantees.

To enable flexible recovery strategies, ExoFlow introduces two key interfaces: references and task annotations. References allow tasks to efficiently pass large and distributed data as internal outputs, without materializing them or involving the workflow system in the physical communication. Task annotations, such as determinism and rollback behavior, enable the workflow system to make informed decisions about checkpointing and recovery, minimizing unnecessary overheads.

We demonstrate the benefits of ExoFlow on a diverse set of applications, including an ML pipeline, serverless transactions, and graph processing that mixes stream and batch execution. Compared to existing workflow systems, ExoFlow achieves significant performance improvements, such as a 5x speedup for Spark data processing
workflows and a 51% reduction in latency for transactional serverless workflows, while maintaining exactly-once semantics.

3.1 Introduction

A key requirement for distributed applications is故障容忍性，i.e. the appearance of execution without failures even when failures occur. In general, there is a tradeoff between recovery and run-time overhead. For example, logging generally adds higher execution overhead but reduces recovery time by allowing the system to only re-execute computations that failed [35]. Meanwhile, checkpointing reduces execution overhead but can impose higher recovery overhead as the system must roll back additional computation after a failure.

Current distributed systems often choose different tradeoff points between recovery and performance based on the application. For example, Apache Spark uses lineage-based logging for batch processing [102], and Apache Flink uses checkpointing for stream processing [23].

However, it is becoming increasingly common for different applications to be composed into heterogeneous pipelines. For example, a machine learning pipeline might use batch ingest to build a training dataset, then stream the data to a batch distributed training job to reduce latency and memory overhead. If we use a single recovery strategy for the entire pipeline, performance and recovery may be suboptimal because different recovery strategies are suited to different applications. Thus, to optimize end-to-end performance and recovery, we need to compose different recovery strategies.

Implementing multiple, interoperable recovery techniques within the same system, let alone a single one, is challenging. For example, Spark introduced “continuous processing” to reduce performance overheads for stream processing applications, but this mode does not yet provide exactly-once semantics during failures [12]. On the other hand, Flink has added a batch processing mode, but this required building an entirely separate recovery system from the streaming path [24].

Overall, these challenges have led to patchy support for applications that have diverse requirements in the recovery-performance tradeoff space. Users must choose between: (1) building on a single system, and face a fixed choice of performance vs. recovery overheads, or (2) stitching together multiple systems that offer different application-specific tradeoffs. The latter, however, is challenging and requires coordinating the flow of data, control, and recovery across disparate systems. This is true even in a single system, if using disparate execution modes such as batch vs. streaming.

In this chapter, we propose a universal workflow system that enables a flexible choice of recovery vs. performance tradeoffs, even within the same application. A workflow is a directed acyclic graph (DAG) of tasks, where each task encapsulates
a function call and edges between tasks represent data dependencies. Workflows are used to orchestrate execution across systems and thus prioritize generality. The DAG API is popular because it allows arbitrary application code in each task, from submitting a Spark job to invoking a microservice.

In contrast to other workflow systems, however, we decouple the unit of execution from the unit of recovery. In particular, Exoflow guarantees fault tolerance by durably logging the workflow DAG and coordinating task checkpoint and recovery, while execution of the DAG is handled by a generic “backend”. This has three key benefits. First, it enables heterogeneous application pipelines that need multiple recovery strategies for performance. Second, it augments existing distributed execution frameworks that provide only at-most-once or at-least-once semantics with strong exactly-once semantics. Third, it disaggregates the execution backend from recovery, allowing independent deployment and scaling.

Previous workflow systems provide exactly-once semantics but with significant limitations. For generality, workflow systems such as Apache Airflow [3] assume that each task is nondeterministic and may have side effects on external systems that in general cannot be rolled back. Thus, each task must synchronously checkpoint its outputs before they can be made visible to any downstream tasks. Otherwise, the system may have to re-execute the task in case of a failure. If the re-execution produces a different result, this can cause an inconsistent view among downstream tasks and external systems.

Thus, by assuming the worst, the workflow system has only one option of ensuring fault tolerance: no task can start before its upstream tasks have finished checkpointing all of their outputs. This limits the workflow system’s ability to incorporate key optimizations often employed by application-specific frameworks that exploit the application’s semantics. For example, large datasets passed between tasks can often be deterministically regenerated, making checkpointing unnecessary. In addition, while some tasks may indeed have external effects, e.g., starting a transaction on an external database, some effects can also be rolled back, e.g., by aborting the transaction.

Our goal is to hand control over recovery to Exoflow and ultimately the end user. Thus, we use two key interfaces to enable awareness of application semantics. First, we extend the typical workflow DAG API with pluggable first-class references to enable more flexible workflow-internal communication. A workflow task can return references to its outputs, which the workflow system then passes to downstream tasks. In contrast, current workflow systems require the application to pass data by explicitly copying and checkpointing, which can be expensive for large data, or implicitly through external storage, which makes it difficult to guarantee exactly-once semantics. By using references to capture arbitrary data movement between workflow tasks, Exoflow leverages third-party systems’ existing communication and recovery mechanisms while retaining control over workflow-level recovery.

Second, we introduce user annotations that specify relevant task semantics, i.e.
whether to checkpoint a task, whether the outputs are deterministic, and whether the
task has externally visible outputs. Before execution, Exoflow checks the safety of
the user’s specification. During execution, Exoflow synchronizes task execution and
checkpointing. During recovery, Exoflow coordinates rollback, e.g., deletion of outputs
from a previous execution, and task replay. For example, before executing a task with
an externally visible output, Exoflow will first synchronize upstream checkpoints to
commit any nondeterministic outputs, i.e., ensure they will never be rolled back. This
allows the user to flexibly and safely optimize the recovery technique.

Exoflow is built on Ray [67] and consists of a per-workflow centralized con-
troller, a pluggable checkpoint storage, and a pluggable execution backend. Central-
izing controller logic makes it simple to guarantee recovery correctness. Meanwhile,
checkpointing and execution are fully disaggregated, allowing these to be scaled in-
dependently of the controller.

We demonstrate the benefits of Exoflow with two execution backends, the Ray
framework and AWS Lambdas, both distributed frameworks that provide at-most-
one or at-least-once tasks. We show that references can enable $\sim 5 \times$ speedup for
Spark data processing workflows compared to Apache Airflow, while task annota-
tions enable 51% lower latency for transactional serverless workflows compared to
Beldi [104]. These optimizations are possible because correctness is ultimately guar-
anteed by Exoflow. These results also demonstrate Exoflow’s universality, as the
system is not specific to data processing or serverless environments. In summary, our
contributions are:

1. Decoupling execution from recovery to enable a flexible tradeoff between per-
formance and fault tolerance.
2. Designing a universal workflow system that guarantees exactly-once DAG exe-
cution.
3. Demonstrating benefits for a diverse set of applications, including an ML pipeline,
serverless transactions, and graph processing that mixes stream and batch ex-
ecution.

3.2 Motivation

3.2.1 Overview of recovery strategies

We use exactly-once semantics as our correctness condition. This condition often im-
plies application-specific correctness properties, such as global consistency in message-
passing systems [35] or linearizability in storage systems [46].

More precisely, exactly-once semantics require all outputs to appear consistent
with a physical execution where all inputs were processed without failures. In a
workflow setting, the inputs are the DAG and the root task arguments. Outputs are
values produced by a task that are viewed by others.
Output visibility can be internal or external. For example, values passed between tasks in Figure 3.1a are internal because they are viewed only by other tasks. Meanwhile, (key, val) is external because it is sent to a key-value store. Once outputs are made external, the workflow system no longer has control over how they will be used, e.g., via reads from external key-value store clients. Outputs can also be either deterministically or nondeterministically generated.

Output visibility and determinism are important because together they determine the recovery procedures that will guarantee exactly-once semantics (Figure 3.1b). For example, consider the cases if A is nondeterministic and we do not checkpoint a_out in Figure 3.1a. Suppose C views an initial value a_out1 and produces c_out1, but we lose a_out1 due to a failure. If we re-execute A to produce a_out2 and pass this to B, the outputs of B and C will not be consistent with a failure-free execution. To handle this case, we also need to “rollback” c_out1 and re-execute C on a_out1.

We encounter additional problems in the opposite case where B finishes and we then lose a_out1. B has already made (key, val) external and these values may depend on a_out1. If we execute C on a_out2, c_out will be inconsistent with (key, val). Thus, the only way to guarantee correctness in this case is to either: (1) “commit” a_out1 before executing B, e.g., by checkpointing it, or (2) gain application semantics about how to roll back visibility of (key, val).

Meanwhile, deterministic outputs are safe to view as long as the task can be replayed on its original inputs and recomputed outputs can be deduplicated. The external output in Figure 3.1a can for example be deduplicated by attaching a deterministic req_id.

Solution space. Handling nondeterministic outputs is generally done in two ways: (1) global checkpointing and rollback on failure, or (2) logging and deterministic replay on failure [35]. Both “commit” a prefix of a failure-free execution by saving the outputs of a task frontier, allowing recovery to resume execution from a consistent set of intermediate outputs. Global checkpointing advances this frontier several tasks at a time and upon failure, rolls back to the last frontier to undo partially visible nondeterministic outputs. For outputs that cannot be rolled back, however, upstream nondeterministic outputs must first be committed by taking a global checkpoint. Logging-based methods advance the frontier one task at a time by committing each nondeterministic output before making it visible, thus avoiding additional rollback on failure.

Note that rollback and durability options vary based on output visibility. External outputs may be impossible to roll back, e.g., a transaction commit cannot be undone, or make durable, as third-party system context is not always serializable.

Current workflow systems guarantee exactly-once semantics by: (1) durably checkpointing each internal output before making it visible, and (2) requiring the developer to make external outputs idempotent and durable. This one-size-fits-all
approach does not leverage application-specific recovery methods (Figure 3.1b). Furthermore, existing workflow systems have fundamental limits on internal outputs, usually because they must be sent between tasks through the workflow controller. Apache Airflow uses a database to coordinate tasks, which imposes a maximum output size on the order of MBs [3], and direct task communication in FaaS is limited [37]. Together, these force developers to use external outputs for much of their task communication [37, 82].

Our goal is to support different recovery methods in a single workflow system and even within a single application. The key insight behind Exoflow is that knowing the DAG structure makes it simple to identify a consistent execution frontier, allowing the recovery methods before and after the frontier to be decoupled. For example, \( a_{\text{out}} \) is internal to the outlined sub-DAG in Figure 3.1a and thus its recovery method can be chosen flexibly as long as the inputs (\( \text{args} \)) and outputs (\( b_{\text{out}}, c_{\text{out}}, \text{key}, \text{val} \)) are consistent.

Thus, our solution consists of two parts. First, \textit{references} enable Exoflow to capture a broader range of inter-task communication as internal outputs, without being involved in the physical communication. This encourages recovery flexibility within a sub-DAG and recovery independence across sub-DAGs. References enable efficient passing of task outputs of any size and location as well as outputs that may not be serializable.

Second, we support \textit{annotations} to specify task semantics (checkpointing, nondeterminism, output visibility). These allow the system to determine recovery cor-
Figure 3.2: (a) ETL workflow today, using external outputs for communication. (b) The same ETL workflow with internal outputs only. (c) ML training workflow today, with external outputs and manual orchestration within a task. (d) The same ML workflow with internal outputs only, and orchestration is handled by the workflow system. Third-party framework state (TF workers) can be passed between workflow tasks.

rectness before execution. The system “commits” the application to this specification by durably logging the DAG before execution, then coordinates and synchronizes task checkpoints during execution. The annotations are set to a safe default, i.e. each task’s output(s) must be checkpointed, is assumed to be nondeterministic, and any external outputs must be made idempotent. This produces write-ahead logging behavior equivalent to that of a workflow system such as Apache Airflow.

3.2.2 Applications

We use three representative applications to show the value of: (1) making workflow-internal outputs more flexible, and (2) exposing application semantics to the workflow controller:

1. Extract-transform-load (ETL) pipelines: Using references to pass large data as internal outputs.
2. Machine learning (ML) pipelines: Using references to pass large data and leveraging application semantics.
3. Serverless workflows: Leveraging application semantics to reduce recovery overheads, in a way that is agnostic to external systems.
ETL pipelines. Workflow systems such as Apache Airflow are commonly used to orchestrate extract-transform-load (ETL) pipelines composed of data processing jobs. Figure 3.2a shows an example in which a Spark job A performs batch data cleaning and writes the data to an external database, e.g., Delta Lake [13]. Jobs B and C then load the data for querying.

Current practice for exactly-once workflow execution requires all of A’s outputs to be made durable before executing B and C. Synchronous checkpointing adds high overhead for large and distributed data. In addition, B and C must each reload the data, imposing an unnecessary memory copy. This is of course unnecessary if A is deterministic. Execution systems such as Spark leverage this property to natively support distributed in-memory caching. Ideally, A should pass its output as a cached RDD [102] to B and C (Figure 3.2b), avoiding the round trip to external storage, allowing B and C to share physical memory, and enabling asynchronous checkpointing.

Building such optimizations into a workflow system would enable orchestration of arbitrary DAGs and third-party frameworks. However, even with awareness of task determinism, current workflow systems cannot execute Figure 3.2b due to limitations in workflow-internal data passing.

ML pipelines. Machine learning (ML) pipelines are similar to ETL pipelines, but with an ML application as the end consumer. This requires composition of traditional ETL systems with distributed ML frameworks for training and inference. Figure 3.2c shows a typical ML training workflow, in which training data is extracted and transformed in the Ingest task, then consumed by a distributed training job. Loading data into the training job may itself require complex and possibly distributed data processing, with computations such as random transforms to augment datasets [72]. Furthermore, datasets are often large enough that preprocessing must be pipelined with training to maximize GPU utilization.

Current workflow systems cannot effectively orchestrate within the training task, as training data and worker state must be passed through distributed memory. Expanding workflow-internal outputs would enable workflows such as Figure 3.2d. To reduce the overhead of recovery, however, the workflow system also requires application semantics, such as whether dataset augmentation is deterministic. Also, the model output can be consumed in a variety of ways, from local one-off testing during development to deployment on an ML serving system during production. All of these factors affect the optimal correct recovery strategy.

Serverless workflows. In the functions-as-a-service (FaaS) model, the user breaks their application into small functions that can be transparently executed and scaled without explicit resource provisioning. Serverless functions have a limited lifetime, all local state is transient, and failure handling is usually limited to function retries. This makes it challenging to build fault-tolerant nontrivial applications directly on
Figure 3.3: Serverless workflow systems [94, 104, 52] guarantee exactly-once semantics by interposing on all communication to external storage, e.g., through a transaction buffer, and explicitly managing visibility of these external effects.

Recently, serverless workflow systems [20, 94, 104] have gained popularity as a solution, especially for stateful applications. A common strategy for guaranteeing exactly-once execution is to provide fault-tolerant APIs to capture external outputs. For example, Figure 3.3 shows an example of a trip reservation workflow [38] that places the order if and only if both the hotel and flight were successfully reserved. Systems such as Aft [94], Beldi [104], and Boki [52] guarantee exactly-once semantics by providing a transactional key-value store to manage external output visibility.

However, each system offers different isolation levels that require different recovery strategies. Aft buffers uncommitted writes, which are safe to rollback, while Beldi and Boki use write-ahead logging. Thus, each system implements their own recovery procedures, e.g., durability and task re-execution.

Exoflow factors out workflow recovery to enable flexibility and optimizations. Instead of providing opinionated APIs for external outputs, we treat external systems such as the transaction buffer in Figure 3.3 as a black box. Exoflow does not interpose on the communication to this external system and instead requires that the application can specify task semantics such as whether the external effect can be rolled back. These semantics can be specified by a particular transaction system, i.e. Aft or Beldi.

### 3.3 API

#### 3.3.1 Overview and requirements

Exoflow is a general workflow layer that abstracts a workflow backend, i.e. a distributed framework providing at-least-once and/or at-most-once remote function invocation. We overview the application-facing API (Table 3.1) and requirements. The application must be able to: (1) differentiate deterministic tasks, and (2) for tasks with external outputs, ensure that the task is idempotent or specify an idempotent rollback function.
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Workflow API | Semantics
---|---
f.options(Opts).bind(Value | Create a workflow task f. Creates and returns a WorkflowDAG, whose | WorkflowDAG
| WorkflowDAG) → value is lazily evaluated. The caller may pass the WorkflowDAG to
another task. The return value of f can be a WorkflowDAG, i.e. a | nested workflow.
run(WorkflowDAG w, str | Run the workflow w and return the result. Optionally take a string | Value
| name) → Value identifier for this workflow.
run_async(WorkflowDAG w, | Run the workflow w asynchronously and return a future that can be | Fut
| str name) → Fut used to retrieve the result.
Ref.get() → Value Used by the application to dereference to a value. Ref construction | is backend-specific.

---

| bool Opts.checkpoint=True | True if the task’s output should be saved. |
| bool | True if outputs are deterministically generated. |
| Opts.deterministic=False | |
| bool Opts.can_ | True if task has no external outputs, or if they can be rolled back. |
| rollback=False | If False, the task must be idempotent. |
| Fn Opts.rollback=null | If external outputs can be rolled back, a function to do so. The |
| | function must be idempotent, and any WorkflowDAG arguments must |
| | be a subset of the original workflow task f’s arguments. |
| Ref.id() → ID | Used by the workflow system to compare equality. |
| Ref.checkpoint() → Fut[Value] | Used by the workflow system to coordinate checkpointing. The |
| | Value is the checkpoint data or metadata. |
| Ref.restore(Value) | Used by the workflow system to reload from a saved checkpoint. |

Table 3.1: Workflow API. Top: API calls exposed to the application. Middle: Task | annotations specified by application or third-party library. Bottom: Exoflow-internal |
Ref API, pluggable by execution backend.

DAG interface. The application invokes workflow tasks and specifies arguments using f.bind (Table 3.1). The | caller receives a WorkflowDAG that represents the task’s | output and that can be passed to other tasks as dependencies. Workflow execution is lazy: to evaluate a | WorkflowDAG, the developer must run it. This is to simplify | recovery, as the workflow system can check DAG-level properties before executing it. |
The workflow backend should implement an RPC-like interface. Within a task, the application can invoke arbitrary local or distributed execution. For greater generality, we also adopt the dynamic task model [71]: tasks can dynamically invoke exactly-once nested workflows by returning a WorkflowDAG.

Task annotations. The application specifies semantics relevant to recovery at task invocation time (Table 3.1). The workflow system uses these to ensure correctness of: (1) coordination of distributed workflow checkpoints during execution, and (2) output rollback and task re-execution upon failure. |
First, the application specifies whether to skip checkpointing a task’s output.
Note that the workflow system guarantees correctness, so this can be considered an optimization hint, e.g., to avoid recomputation for long tasks.

Next, the application can specify whether a task’s outputs (both internal and external) are deterministic. This allows the workflow system to minimize rollback during recovery.

Finally, the application specifies whether a task can be rolled back and if yes, how to do so. Tasks with no external outputs, such as the data processing tasks in Figure 3.2, should set `can_rollback=True`. Tasks that have external outputs that cannot be rolled back should set `can_rollback=False` and ensure idempotence, as recovery may require re-execution.

Non-idempotent tasks with external outputs that can be rolled back should set `can_rollback=True` and the `rollback` callback. On failure, Exoflow executes these rollback “tasks” in reverse dependency order before resuming execution. The rollback task can take any arguments available to the original workflow task, but the application must additionally guarantee that the rollback task is idempotent. For example, to implement the transaction in Figure 3.3, rollback for the `beginTxn` and `reserve` tasks could simply abort.

On run, Exoflow checks the WorkflowDAG for specification errors and throws an exception if any are found. In particular, correctness requires the application to set checkpoints between each nondeterministic task and each downstream task with external output. Section 3.3.3 makes this precise.

**Internal outputs.** Direct task outputs are subject to limits of the execution backend. For greater flexibility, Exoflow allows outputs to include `Refs` created by the task. `Refs` are (optionally) pluggable by the execution backend. They are intended to capture volatile outputs that would be expensive or complex to natively support in Exoflow, e.g., large distributed data or third-party framework context. For an AWS Lambdas backend, for example, values can be stored in an external (volatile) key-value store and the key can be passed in a `Ref`. Other tasks can dynamically get the value, which can throw an error if the value is irretrievable due to failure.

`Refs` are uniquely identifiable objects typically containing backend-specific metadata. A task can only return `Refs` that it created or that were passed to it by an upstream task. Then, upon failure, Exoflow can either restore the `Ref` from a checkpoint, or trace the DAG back to the creating task. On re-execution, the task need not return the same `Refs` as its original execution. For example, with the annotation `deterministic=True`, it is only necessary that the value of a returned `Ref` is deterministic; the `Ref` itself may have a nondeterministic ID. This is safe because Exoflow simply cancels tasks using the previous `Refs` and re-executes with the new `Refs`.

By default, `Ref` values are immutable. This improves recovery efficiency, as it simplifies checkpointing and minimizes task rollback. To capture task outputs that are expensive or impossible to materialize, we also support stateful references, i.e. `actors` [47]. An `ActorRef` extends `Refs` with application-defined methods that
execute on the actor’s state (Listing 1). However, mutable state is more complex to recover efficiently and correctly. Thus, compared to 
Refs, we limit how ActorRefs can be passed between workflow tasks (Section 3.3.4).

3.3.2 Model

We present a formal model of workflows to more precisely capture the API and assumptions. A workflow $G = (V, E)$ is a directed acyclic graph with vertices $V$ and edges $E$. Each vertex $v_i$ has:

- $F_i$: An associated function
- $\mathcal{N}_i$: A function representing a (potential) source of nondeterminism
- $\mathcal{R}_i$: An optional rollback function
The set of annotations described in Table 3.1.

A workflow execution produces one internal and one external output per vertex, both optional. For brevity, the presented model only considers tasks with single outputs, although the system in reality supports multiple outputs.

We denote an execution’s outputs by $O_{\text{Int}}$ and $O_{\text{Ext}}$. $O$ is a mapping from vertex to a single output value $o$, and the subscripts $\text{Int}$ and $\text{Ext}$ denote internal and external outputs, respectively. $F_i$ outputs $o_{\text{Ext}}$ by adding it to a global set $W$, which can be read by other tasks and by external processes.

Each $F_i$ takes as inputs:

- $\text{args}_i$: Direct arguments, one for each vertex with an edge to $v_i$.
- $w_i$: A set of external outputs.
- $n_i$: A nondeterministic value. If $F_i$’s output does not depend on $n_i$, then $F_i$ is deterministic.

In other words, an edge $(v_i, v_j)$ indicates that $v_i$’s internal output is passed to task $v_j$. Internal outputs passed between vertices are analogous to messages passed between processes in a message-passing model [35], except that the application must declare the “messages” (dependencies) before execution.

$N_i$ captures nondeterministic inputs. For example, if $F_i$ depends on the current time, then $N_i$ returns the current time. We assume that if $N_i$ reads some external state, the external state will not be rolled back (unless $F_i$ is also rolled back via $R_i$).

We define a failure-free execution of $G$ as one where the individual output of each task $v_i$ corresponds to an execution of $F_i$ over inputs such that:

- The direct arguments are the internal outputs produced by vertices with an edge to $v_i$. Formally, this can be written as $\text{args}_i = \{O_{\text{Int}}[j] \mid (v_j, v_i) \in E\}$.
- The set of external outputs is equal to the external outputs of all tasks that precede $v_i$ in $G$. Formally, this can be written as $w_i = \{O_{\text{Ext}}[j] \mid v_j <_G v_i\}$.
- The nondeterministic value is one returned by $N_i$, i.e. $n_i = N_i()$.

The correctness condition says that to an external process, it must appear as if the DAG has executed failure-free. Thus, we also define $W$: a sequence of snapshots of the external outputs produced so far by the DAG execution. $W$ represents a series of reads of $W$ made by an external process during execution. Then, we just need to make sure that once an external output is visible, i.e. it appears in a snapshot $w$ in $W$, it should be visible in all following snapshots in $W$. In other words, $W$ must be monotonic.

This definition is analogous to global consistency in message-passing [35], i.e. that every visible output has a corresponding task that created it. The goal is to provide a consistent execution under a crash failure model. Formally, we can define this as:
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Definition 3.1 (Consistency). $O_{\text{Int}}, O_{\text{Ext}}$ are consistent with a workflow $G = (V, E)$ if for all possible $W$, $W$ is monotonic and the outputs $O_{\text{Int}}$ and $O_{\text{Ext}}$ correspond to a failure-free execution of $G$.

The application assumptions are as follows. For each $v_i$:

1. We assume that if $v_i$ and $v_j$ cannot be ordered in the graph, then they cannot read each other’s external outputs. Formally, if $v_i \not\prec_G v_j$ and $v_j \not\prec_G v_i$, then $F_i(I_{\text{Int}}, w_i, n_i) = F_i(I_{\text{Int}}, w_i \setminus \{O_{\text{Ext}}[j]\}, n_i)$. If the application requires $v_i$ to depend on a task $v_j$’s external output, then the ordering should be specified as part of the task graph. If this is not possible, then to ensure consistency, $v_j$’s external output should be considered part of $v_i$’s nondeterministic input, and the application must set can\_rollback=False for $v_j$.

2. Tasks that set deterministic=true must produce outputs that are a deterministic function of their internal and external outputs, i.e. $F_i$ is not dependent on the value returned by $\mathcal{N}_i$.

3. If the $o_{\text{Ext}}$ returned by $F_i$ is not null, then either can\_rollback=False or $\mathcal{R}_i$ is not null.

(a) If can\_rollback=False, then $F_i$ is idempotent. That is, if an invocation of $F_i$ produces an external output $a_{\text{Ext}}$, and $F_i$ is run again on the same internal outputs and a later snapshot of $W$, then $F_i$ should still produce the same external output.

(b) If $\mathcal{R}_i$ is provided, then it is a deterministic and idempotent function of the task’s internal inputs only. Intuitively, $\mathcal{R}$ removes the previous external output from the external world. Formally, this means that if the first invocation of $F_i(I_{\text{Int}}, w, n_i)$ produces $(o_{\text{Int}}, o_{\text{Ext}})$, then $\mathcal{R}_i(I_{\text{Int}})$ removes $o_{\text{Ext}}$ from all past reads of $W$.

Regarding (3b), note that the meaning of removing $o_{\text{Ext}}$ from past reads is application-dependent. For example, suppose $F_i$ executes a transaction and $\mathcal{R}_i$ aborts the transaction; if uncommitted reads are allowed, then $\mathcal{R}_i$ does not need to roll back the reader.

Nested tasks and references. While not explicitly captured in the above model, nested tasks can be thought of as tasks that expand into a sub-workflow. Refs and ActorRefs are native data types that can be returned in a function’s internal output. Because actors are mutable, ActorRefs are versioned: if a caller writes to an actor by calling a method on its ActorRef, the caller’s resulting ActorRef is of a different version. This becomes relevant in Section 3.3.4, which discusses the rules that the application must follow to ensure exactly-once semantics when ActorRefs are passed between workflow tasks.
3.3.3 Guaranteeing exactly-once execution

Task annotations simplify the decision of when to commit task outputs. To illustrate this, we use Figure 3.4a, a modified version of the workflow described in Figure 3.3. We show the annotations for a workflow using an external two-phase locking (2PL) transaction system. `beginTxn` generates a transaction context with a random `txn_id`. The `acquire` tasks each attempt to acquire a lock on an external table row. If this is successful, we attempt to `reserve` the flight and hotel if available, then finally commit the transaction and place the order if both succeed. The cuts in Figure 3.4a indicate `checkpoint=True`.

As an example, we first consider the `acquire` and `commitOrAbort` tasks. `acquire` tasks are nondeterministic because they depend on the run-time state of the external table. `commitOrAbort` has `can_rollback=False` because it is impossible to abort a committed transaction and vice versa. Although `acquire` can be rolled back (e.g., by aborting the transaction and releasing the lock), once we have started the `commitOrAbort` task, it is no longer safe to do so because the transaction may already be committed. Thus, we must ensure that both `acquire` outputs are saved before `commitOrAbort` starts. We can generalize this rule for the application as follows:

**Invariant 3.1 (External output commit).** For each workflow task $v_i$ with $deterministic=False$, let $G$ be the minimal subgraph that contains $v_i$ and all downstream tasks (tasks for which there is a path from $v_i$). Then, for each workflow task $v_j$ with $can_rollback=False$ in $G$, there must exist a vertex cut that partitions $v_i$ from $v_j$ such that all tasks in the cut have $checkpoint=True$.

Intuitively the vertex cut (green shaded box in Figure 3.4a) of the sub-DAG defines a commit point for the nondeterministic output of $v_i$. There may exist multiple such cuts. For example, another acceptable specification in Figure 3.4a is the right-hand vertex cut, which instead checkpoints the `reserve` outputs.

Exoflow guarantees that at least one task frontier is fully checkpointed by the time `commitOrAbort ($v_j$) starts. Interestingly, this also tells us that we do not need to commit the `acquire` outputs synchronously. In particular, the `reserve` tasks in this case are deterministic, as their outputs depend only on whether the lock was acquired and the value stored in the external table, which cannot be modified while locked. Furthermore, their external outputs are not visible while the lock is held. Thus, in this case, it is safe to annotate the `reserve` tasks with $deterministic=True$ and $can_rollback=True$. Together, these annotations allow Exoflow to overlap the checkpoint of `acquire`’s outputs with execution of the `reserve` tasks, as long as the checkpoints are synchronized before `commitOrAbort`.

There is a similar requirement for rollback tasks. The rollback tasks in Figure 3.4a are conditionally invoked by the workflow system to undo external outputs of the `acquire` tasks. We must ensure that all inputs to the original `acquire` task are recoverable before execution. Otherwise, if the rollback task and its inputs fail
simultaneously, it will be impossible to finish rollback. Thus, in Figure 3.4a, the application must set `checkpoint=True` for `beginTxn`, and Exoflow synchronizes this checkpoint before executing the `acquire` tasks.

**Invariant 3.2** (Rollback durability). For each path beginning at a task $v_i$ with `deterministic=False` and ending at a task $v_j$ that has a rollback function $R_j$, there must exist at least one vertex along the path with `checkpoint=True`.

Unlike Invariant 3.1, here we only require checkpointing a single task to handle nondeterminism, as the availability of a rollback function $R_j$ means that we do not need to commit to the original output. The checkpointed task can also be a task other than $v_i$ or $v_j$. For example, if there were additional deterministic tasks between `beginTxn ($T$)` and `rollback_acquire` ($R$), then checkpointing any is sufficient.

Both invariants can be easily checked by walking the DAG passed to `run`. If an invariant is not met, the system throws an exception to the user. Annotations do therefore require user cooperation, but note that a user with minimal performance needs can use the defaults in Table 3.1. This specification trivially satisfies the invariants and indeed corresponds to current workflow systems that commit all task outputs. Section 3.4 describes how Exoflow leverages the invariants to improve run-time performance for more sophisticated specifications.

Note that the system will not durably record a nested workflow returned by a task with `checkpoint=False`. To simplify recovery, we disallow sub-tasks with `checkpoint=True`, as we may lose all references to these checkpoints upon failure. We also disallow `can_rollback=False` and `rollback`, as these are challenging to recover without workflow durability.

### 3.3.4 References

Immutable `Refs` enable efficient passing of large and distributed data between workflow tasks. For example, Figure 3.4b shows how the `Ingest` task from Figure 3.2d can use `Refs` to return distributed in-memory data. Exoflow tracks inter-task `Ref` dependencies for recovery purposes, while the execution backend handles intra-task execution (e.g., `get`).

Some cases require stateful actors for performance. For example, the blue boxes passed between train tasks in Figure 3.4b are `ActorRefs` representing a training worker’s state, e.g., a Distributed TensorFlow session. This helps avoid expensive materialization, such as the worker’s local model copy.

Guaranteeing exactly-once semantics for state is challenging. If one task writes the `ActorRef`’s state, the output is visible to any other task holding a reference to the same actor. This can cause cascading rollbacks on failure depending on how `ActorRefs` are passed. Furthermore, checkpointing is more challenging if multiple tasks write concurrently to the actor, as the system must ensure that the actor checkpoint is consistent.
@ray.remote
class SparkActor:
    def __init__(self):
        self.spark_context = connect(); self.df = None
    def generate_df(self):
        self.df = generate_df(self.spark_context).cache()
    @const
    def exec(self, seed: int) -> int:
        return exec(self.df, seed=seed).count()
    def _checkpoint(self):
        return self.spark_context.save(self.df)
    def _restore(self, path):
        self.df = self.spark_context.load_df(path)

Listing 1: Psuedocode for passing a Spark DataFrame by actor. The execution backend implements the actor. Public methods are user-defined. Methods prepended by _ are called internally by Exoflow.

To simplify recovery, we limit `ActorRef` passing to two patterns, analogous to a read-write lock. By default, the `ActorRef` is in "write" mode. In this mode, only one workflow task may have a reference to the actor at a time. That task can call any actor methods as long as they finish before the task returns. For example, in Figure 3.4b, only one train task refers to each actor at a time. Exoflow can then checkpoint the actors’ state between tasks, and on failure, roll back the actors with the workflow. This pattern is useful for abstracting and checkpointing distributed workers in third-party frameworks such as Distributed TensorFlow [9] and Flink [24].

If there are multiple concurrent workflow tasks with a reference to the same actor, however, the tasks are restricted to read-only methods annotated by the user, as shown in Listing 1. Figure 3.4c shows an expanded Figure 3.2b in which we use an `ActorRef` to capture a Spark DataFrame. Initially, A has the only `ActorRef`, so it can write to the actor’s state (`generate_df`). B and C share the actor concurrently, however, and so they are limited to read-only methods (`exec`). Invoking a write method such as `generate_df` would throw a run-time error.

Similar to a read-write lock, Exoflow can only provide correctness if the application respects certain conditions. In particular, the workflow tasks must explicitly pass `ActorRefs` through their outputs and arguments. Any other `ActorRefs` cannot be tracked by Exoflow and exactly-once semantics is not guaranteed, similar to reading a variable without holding the lock. Also, while methods may be called asynchronously on an `ActorRef`, a workflow task must synchronize any outstanding calls to an actor before returning.
3.4 Architecture

The Exoflow architecture (Figure 3.5) comprises a logically centralized workflow controller, a pluggable execution backend, and a pluggable persistent storage system.

The Exoflow controller is a long-running service that can be sharded by workflow (Figure 3.5). Persistent storage can be implemented by any durable blob storage supporting puts and gets with read-after-write consistency, such as Amazon S3. The execution backend should implement a remote function invocation interface, used by the controller to scale checkpointing and task execution. The backend should provide: (1) ability to detect and report task and Ref failures, and (2) guarantee no resource leaks for failed task execution and Refs.

The controller runs as an event loop with the following events: task or checkpoint completes, and task or checkpoint failed. All critical workflow state, such as the workflow DAG, is cached by the workflow controller and written-through to persistent storage, making it simple to also recover the workflow controller. Checkpointing is carried out asynchronously by background threads on the executors, enabling parallel
and distributed checkpoints that are not bottlenecked by the centralized controller. The Exoflow controller coordinates checkpoint synchronization during execution as needed, according to the user-defined annotations. Then, on restart, the controller simply scans the storage for any unfinished workflows, coordinates rollback as needed, and re-runs to completion.

See Appendix B for a full description of the execution and recovery procedures, including correctness arguments and implementation details.

3.5 Evaluation

Our evaluation covers the following questions:

1. How can applications leverage first-class references and task annotations to have greater flexibility in recovery?

2. How does this flexibility in recovery strategy affect performance during execution and recovery?

Appendix B includes additional end application evaluation, as well as microbenchmarks evaluating:

1. What overheads does Exoflow add to at-least-once or at-most-once execution backends?

We compare primarily against these baselines: (1) exactly-once workflow systems: Airflow [3], “standard mode” AWS Step Functions [18], and the serverless workflow system Beldi [104]; and (2) at-least-once distributed DAG systems: “express mode” AWS Step Functions [18] and Ray [67].

Given the high execution overheads of exactly-once workflow systems such as Airflow (Appendix B.3.2), to fairly address questions (1) and (3), we also compare against the following Exoflow modes:

1. SyncCkpt: Task outputs are synchronized before executing downstream tasks. This is used to simulate the recovery strategy of exactly-once workflow systems such as Airflow.

2. NoCkpt: All task outputs except the final are skipped. This is used to simulate the recovery strategy of an at-least-once or at-most-once system. The application must guarantee that all tasks are deterministic and idempotent to achieve exactly-once semantics.

3. AsyncCkpt: The default mode of Exoflow. Task outputs are only synchronized where necessary, to provide exactly-once semantics.

We conduct all of the experiments using the AWS cloud, specifically in the us-east-1 region. Exoflow and execution backends are hosted on EC2 and use Amazon S3 (or EFS in Section 3.5.2) for persistent storage.
### 3.5.1 ML training pipelines

We show how Exoflow enables a flexible recovery-performance tradeoffs for the workflow in Figure 3.2d. We use an image classification example adapted from Azure MLOps [4]. An ETL Ingest task (1 r3.2xlarge node) downloads the compressed data from S3. “1×” in Figure 3.6 indicates one data copy with 569 raw image files and total size 225MB. The task loads the images into memory, and performs data cleaning and normalization with at-least-once parallel Ray tasks. The dataset (1.4GB of memory per data copy) is partitioned and passed using `Refs` to the dataset augmentation tasks, via Ray’s shared-memory object store. Dataset augmentation again uses Ray at-least-once tasks to apply random cropping, flipping, and color adjustments to the base dataset, once per epoch. Dataset augmentation requires repeatedly processing the same dataset in a tight loop with training. Therefore, the dataset augmentation stage accumulates a total intermediate and checkpoint size of 67GB and 18GB respectively, per data copy. Training tasks are colocated and pipelined with dataset augmentation (1 g4dn.12xlarge node, 4 NVIDIA T4 GPUs). We use PyTorch data-parallel distributed training and the ConvNeXt Tiny (28.6M parameters) model. PyTorch workers are passed using `ActorRefs`.

Figure 3.6L shows end-to-end duration of 25 epochs without failures of different Exoflow recovery modes, as a function of dataset size. Here, we also include Selective AsyncCkpt (skip checkpointing dataset augmentation outputs) and Workflow Tasks (include at-least-once Ray tasks for data processing in the workflow DAG instead of passing volatile `Refs`).

Duration predictably grows approximately linearly with the dataset size for all strategies. The overhead of Workflow Tasks is high because each data processing task is durably (and unnecessarily) logged as part of the workflow. For the same workflow graph, the overhead for larger data varies depending on the recovery strategy. NoCkpt represents the best possible performance, where only the final model is saved.
checkpointed. SyncCkpt represents existing workflow systems (Figure 3.2c) and its overhead grows the most because checkpointing overhead grows faster than computation overhead. AsyncCkpt’s overhead grows less because checkpointing of augmented datasets is overlapped with training tasks. Selective AsyncCkpt has nearly identical duration as NoCkpt because the Ingest checkpoint is perfectly overlapped with training tasks.

Meanwhile, Figure 3.6R shows end-to-end duration in different failure scenarios compared to normal run-time execution (dark): whole cluster failure (including the Exoflow controller); in-memory ingest data lost; PyTorch worker actor lost; augmentation task lost; and in-memory augmented data lost. Here, we see the tradeoff between recovery and performance. SyncCkpt has similar or better recovery time overhead than NoCkpt for cluster and ingest data failures because it avoids re-executing the Ingest task, but overall it does worse because of high normal run-time overhead. Selective AsyncCkpt checkpoints the Ingest data asynchronously, so recovering from cluster and ingest data failures is fast because it simply restores the Refs from the checkpoint. Together, Figure 3.6L and R demonstrate how the developer can flexibly choose the best recovery strategy.

Figure 3.6R also demonstrates Exoflow’s broad failure coverage and ability to integrate with Ray’s built-in recovery: Ray automatically reconstructs deterministic data processing results but does not handle persistence or actor recovery [100]. Thus, Exoflow handles the first four failures, while Ray handles the last. Recovery for the last two failures is fast because rollback and checkpoint restore are unnecessary.

### 3.5.2 Stateful serverless workflows

We compare Exoflow on a travel reservation benchmark [38] to Beldi [104], a recent system for fault-tolerant and transactional stateful serverless workflows that uses intent logging to ensure exactly-once semantics. Our implementation uses Beldi’s APIs for reading and writing state but the Exoflow controller with an AWS Lambdas backend for workflow execution and recovery. We use a single m5.16xlarge instance to host Exoflow and EFS for persistent storage, which provides lower latency than S3. The benchmark procedure follows [104], and we report response latency in Figure 3.7a.

Exoflow achieves about 51% lower p50 latency than Beldi for request rates up to 400, despite using the same execution system (AWS Lambdas) and state APIs (Beldi). This is because most of the workflows have deterministic computation and no external effects (i.e. read-only), so the additional logging used by Beldi is unnecessary for correctness. Furthermore, Beldi schedules an additional Lambda function to orchestrate others, while Exoflow directly schedules Lambdas\(^1\). When requests/s is higher than 700, Exoflow’s median latency is greater than Beldi’s. This is due to

\(^1\)Note that unlike Beldi, Exoflow requires a server. However, because Exoflow’s controller is fault-tolerant and horizontally scalable, it would be straightforward to deploy Exoflow as a serverless system using any autoscaling container orchestrator.
Figure 3.7: (a) Response latency percentile for a serverless travel reservation benchmark [38]. (b) Median latency of the trip reservation request from the travel reservation benchmark. Error bar represents 99-percentile latency.

The use of Exoflow as a Lambdas gateway has benefits in recovery time. Figure 3.7a also shows latency with a 10% failure rate for all Lambdas. Exoflow directly invokes Lambdas, so it can detect failures and recover virtually instantaneously, resulting in 0-31% extra overhead in p99 latency. In contrast, Beldi is fully decentralized and relies on timeouts for recovery correctness. Thus, although Beldi-style logging may reduce re-execution on recovery, the actual recovery time would be lower-bounded by a timeout ([104] evaluates 1min as a possible lower bound).

Figure 3.7b further demonstrates the performance benefit of exposing application semantics to the workflow system. We report latency of the most complex workflow in the benchmark, the trip reservation request described in Figure 3.3. Beldi implements the transaction using two-phase locking (2PL). We demonstrate progressive improvement over the original solution by varying the execution and recovery strategy. First, we eliminate Beldi logs for dynamic task invocation, as the DAG can be easily specified upfront, reducing p50 and p99 latency by 17% and 25% respectively (-WAL). Next, we parallelize the hotel and flight reservation tasks, further reducing p50 and p99 latency by 17% and 15% respectively (+parallel). Beldi executes these tasks sequentially because asynchronous invocation does not allow retrieval of the reply. Finally, we split each reservation task into two steps: lock acquisition and
reservation, as seen in Figure 3.4a. \texttt{-async} shows that with synchronous checkpoints, this actually increases latency due to the added task. However, \texttt{+async} shows that by overlapping checkpointing with execution, we can further reduce p50 and p99 latency by 34% and 16% respectively, without compromising correctness.

3.6 Related Work

Workflow systems. Industry workflow systems \cite{6, 3, 5, 18} orchestrate execution and recovery for distributed applications by durably logging the workflow, checkpointing task outputs and replaying failed tasks. However, they require external outputs to be idempotent and significantly limit how tasks can pass data to each other (Section 3.2).

Many workflow systems for FaaS focus on stateful serverless workflows. Several provide a fault-tolerant transactional key-value store interface \cite{104, 94, 93}. Exoflow is agnostic to external state APIs and implementation and factors out execution and recovery orchestration from such systems.

Some stateful workflow systems offer a fault-tolerant actor programming model \cite{20, 7, 19}. A common recovery technique is \textit{event sourcing}, i.e. durably logging nondeterministic events. However, this requires the developer to use special APIs for nondeterministic code and can add higher overheads than necessary when deterministic replay is not required for application correctness \cite{35, 69}. Exoflow also supports pluggable actors but only with coarse-grained logging (i.e. recording the workflow DAG) and checkpoint-based recovery (Section 3.3.4). This is intentionally minimal, as it enables composition of both log- and checkpoint-based actor implementations.

Exoflow is similar to DARQ \cite{61}: both use composable atomic steps (tasks) and asynchronous checkpointing. Unlike DARQ, Exoflow exposes references and annotations to avoid materializing and/or persisting outputs where possible.

Dataflow systems. Many dataflow systems use the DAG model \cite{34, 51, 102}. Several use \textit{lineage reconstruction} for recovery, a form of logging that records the DAG but not the data, to reduce run-time overhead. CIEL \cite{71, 73} also introduces \textit{dynamic tasks}, which we adopt. However, these systems target data processing applications in which all tasks are stateless and deterministic. Ray proposes a unified API for DAGs and actors \cite{67}, which we also adopt, but cannot support exactly-once semantics or persistence \cite{100}. Tachyon \cite{58} proposes a method of optimizing checkpoints for lineage-based systems; this could be applied to a future version of Exoflow.

Other systems such as Naiad \cite{69}, Apache Flink \cite{22} and Canary \cite{83} implement both batch and streaming dataflow with message passing and global checkpoints at run time for recovery. This produces lower latency but requires more rollback on failure; it can also add more overhead for applications with frequent external
outputs [35]. Exoflow augments log- and checkpoint-based systems by orchestrating recovery across systems with different internal strategies (Appendix B.3.1).

Falkirk Wheel [40] targets efficient and flexible recovery for batch and streaming. It uses logical message timestamps to transparently determine the minimum to roll back on failure. Exoflow provides practical recovery for black-box functions (tasks) by asking semantics from the developer through references and task annotations.

**Actor systems.** The actor model is a distributed programming model where processes communicate through asynchronous method calls [47]. Most systems do not guarantee exactly-once semantics [14, 2, 21, 100]. Exoflow provides a limited exactly-once actor model to support workflows that pass actors between tasks. Meanwhile, the application has full flexibility of existing actor systems within a task.

**Message-passing systems.** Message-passing systems are a generalization of actors in which processes communicate through message sends and receives. There is a large body of work on recovery for message passing, primarily focusing on logging vs. checkpointing [35]. Our work adapts these techniques to the distributed workflow setting and aims to compose log- and checkpoint-based applications.

### 3.7 Discussion

**References for framework interoperability.** Like other dataflow systems, Exoflow captures the logical data movement in an application. Exoflow also aims to enable interoperability across distributed execution frameworks, unlike data processing abstractions such as RDDs [102] or timely dataflow [69] that are tightly coupled to a specific execution framework. This motivates some of the differences between Refs and ActorRefs vs. other dataflow abstractions: they can be used to capture third-party data and context, they are serializable, and they do not impose a particular model of parallelism.

These decisions are intentional. Pluggability for data movement is important for allowing applications to decide the best way to move data from one place to another. Actors are important because many execution frameworks have some type of context that should be passed between logical steps of an end-to-end workflow, e.g., the driver state in Spark. Neither of these is necessary in an execution framework that natively handles all worker communication and process state.

Serializability is of course important for moving any type of data across process boundaries. Supporting serializable references further allows moving large and potentially distributed data by reference instead of needing to first copy the values into one central location. In contrast, serializing an RDD or timely dataflow graph makes
little sense; the deserialized copy may be useless if the receiver is not in the same cluster.

Finally, using a generic task parallelism model allows references to be flexibly passed between applications. In contrast, consuming data within a typical dataflow system often requires the consumer to be expressed as part of the dataflow graph, or else for the system to provide special data connectors to third-party systems.

**Limitations.** Using Exoflow effectively requires developer effort. Exoflow offers recovery flexibility but the developer must choose the right tradeoff for their application. For example, the developer must decide how large a workflow task should be, and whether checkpointing the output is desirable. Currently task annotations are also very coarse-grained, which makes the system general-purpose but also makes it more challenging for an application to achieve optimal performance and recovery overheads.

There are a number of future directions towards improving Exoflow’s interfacing with external systems. First, while Refs allow the application to efficiently pass data between workflow tasks, reading and writing a Ref’s data may still require data movement to or from an external framework. Second, currently Exoflow does not support transactions, i.e., there is no way to specify that a task should be rolled back if another task fails. In this case, the developer must manually roll back the effects of both tasks, e.g., in a final commitOrAbort task. Finally, for cases where tasks read and write external state, capturing more fine-grained semantics could reduce developer burden and improve performance. For example, native support for popular types of external state (e.g., a database) could be added.

### 3.8 Conclusion

Many existing distributed systems provide specialized, efficient, and transparent recovery for specific application domains. Exoflow has an orthogonal and complementary goal. To unify heterogeneous applications, we must provide general and interoperable recovery methods. The greatest challenge is to gain sufficient application semantics without sacrificing flexibility. Exoflow presents one approach that strikes a balance between usability (minimal annotations, compile-time safety checks) and functionality (flexible Refs, automatic recovery). In doing so, we hope to provide universal recovery that matches a universal API: the workflow DAG.
Chapter 4

Conclusion

In this dissertation, we have addressed the challenge of providing efficient fault tolerance for a wide range of distributed applications by exploiting the semantics of workloads at all layers of distributed systems. We have focused on two key layers: the communication layer and the task execution layer.

At the communication layer, we introduced Hoplite, a distributed object store that exploits the dynamic data transfer patterns on-the-fly and transfers data with fine-grained pipelining to gain efficiency. Hoplite also enables fast data transfer rescheduling upon task failure to keep making progress. We demonstrated that Hoplite significantly speeds up applications like asynchronous stochastic gradient descent, reinforcement learning, and serving an ensemble of machine learning models, which are difficult to execute efficiently with traditional collective communication.

At the task execution layer, we presented ExoFlow, a universal workflow system that decouples execution from recovery by allowing applications to specify task semantics through annotations. By exploiting the semantics of tasks and data passing between tasks, ExoFlow enables a flexible choice of recovery strategies, optimizing the performance-fault tolerance tradeoff for heterogeneous applications. We showed that ExoFlow generalizes recovery for existing workflow applications ranging from ETL pipelines to stateful serverless workflows, while enabling further optimizations in task communication and recovery.

The techniques and systems presented in this dissertation demonstrate the potential of a semantics-aware approach to building efficient and fault-tolerant distributed systems. By leveraging a general set of application-specific knowledge at both the communication and task execution layers, we can achieve significant performance improvements while maintaining strong fault tolerance guarantees, for a wide range of emerging distributed applications.

In building these systems, there are some lessons I would like to share. Also I will discuss some future directions for universal, efficient and fault tolerant distributed systems.
4.1 Lessons Learned

Choosing the right application semantics is crucial. Throughout this dissertation, we have demonstrated the importance of leveraging application semantics to optimize performance and fault tolerance in distributed systems. However, deciding which semantics to utilize in a system is both tricky and interesting. Incorporating too many semantics can complicate the system design and limit its universality, while using too few semantics leaves little room for optimization. From my experience, a helpful approach is to compare with existing systems and consider the minimal set of semantics to inherit or add, enabling key optimizations. In Hoplite, we compared with peer-to-peer (P2P) networking systems and object stores, inheriting the semantics of data transfer from P2P systems and the put/get semantics from object stores. We then added a \textit{reduce} operation to enable efficient optimization for other types of collective communication. Similarly, in ExoFlow, we inherited the data passing semantics of previous workflow or DAG systems, such as \textit{internal and external outputs}, while introducing \textit{non-determinism and rollback semantics} for optimizing checkpointing.

Focusing on systems rather than specific techniques or applications. Initially, ExoFlow targeted only data-intensive workloads, making it challenging to differentiate from existing works that focus on checkpoint optimization. However, as we shifted our focus to workflow systems, we gained a broader perspective. Despite significant differences in programming interfaces, we realized that data workflow systems like Apache Airflow were not fundamentally different from serverless workflow systems, as both are based on dataflow graphs and provide exactly-once semantics. This realization led to the introduction of user annotations, resulting in a more universal system applicable to a wider range of applications.

Collaborating with other system builders is invaluable. When I was a first-year PhD student, deciding on a research direction was challenging. Besides reading papers, I struggled with finding real problems to solve. The answer came from collaborating with the Ray team. By investigating and addressing issues in the Ray project, I learned that some challenges go beyond mere engineering efforts and are worthy of research exploration. Both Hoplite and ExoFlow were partially inspired by the real challenges I encountered while working with the system builders of Ray. This collaboration provided invaluable insights and helped shape the direction of my research.

4.2 Limitations and Future Work

Automating application annotation. One common limitation for both Hoplite and ExoFlow is their requirement of manual annotations, which hinders the adoption...
of the systems. For example, Hoplite requires explicit declaration of the reduce collective communication pattern, while common distributed object stores only support get and put operations. In ExoFlow, users have to manually annotate whether a task is deterministic or not. Automating application annotations is an important area for future research.

There are several potential approaches to automating application annotations. One approach is to use static program analysis to identify and match corresponding patterns in the application code. By analyzing the code structure, data dependencies, and communication patterns, it may be possible to infer the appropriate annotations automatically. Another promising direction is to leverage the recent advancements in large language models (LLMs) and AI agents to predict annotations for new applications. AI agents could also be employed to interact with the application, observe its behavior, and infer the necessary annotations based on the observed semantics.

Currently, the task annotations in Hoplite and ExoFlow are quite coarse-grained, which makes the systems general-purpose but limits the opportunities for optimization. With automated annotation, it becomes feasible to support more fine-grained annotations, enabling further performance improvements. For example, instead of annotating an entire task as deterministic or not, automated annotation could identify specific parts of the task that are deterministic, allowing for more targeted optimizations. Fine-grained annotations could also capture more detailed information about data dependencies, communication patterns, and resource requirements, enabling more efficient scheduling and resource management.

**Efficient fault tolerance for AI agents** The emergence of large language model (LLM) based AI agents has opened up new possibilities for intelligent autonomy in distributed systems. These AI agents are capable of interacting with the environment, reasoning about complex tasks, and collaborating with other agents to solve problems [101, 105]. As the scale and complexity of these systems grow, ensuring their reliability and fault tolerance becomes increasingly important. However, the failure scenarios in AI agent-based systems differ from traditional distributed systems. In traditional systems, failures are typically associated with clear system-level events, such as node crashes or network partitions, and the recovery strategies are well-defined, such as checkpoint-restart or state machine replication. In contrast, failures in AI agent-based systems often manifest as semantic errors in the outputs of the LLMs. These errors can be subtle, context-dependent, and difficult to detect using traditional failure detection mechanisms. Detecting and correcting semantic errors in AI agent-based systems is a challenging problem. The outputs of LLMs are often probabilistic and can vary based on the input context and the underlying training data. Defining what constitutes an error can be subjective and application-specific. Moreover, the complexity and scale of these systems make it infeasible to manually inspect and verify the correctness of every output.

One promising approach to address this challenge is to exploit the semantics of
the workloads and use them to verify the correctness of the LLM outputs. This could involve using another set of domain experts specifically designed for error detection and correction in specific areas. Figure 4.1 illustrates our proposed architecture. On the left side, we have an AI agent application where we have access to the outputs of internal LLMs and the application semantics during interactions, such as using tools. On the right side, we have a verification leader for checking the correctness of the output. Our design is inspired by meta-prompting [95], where we have a task-agnostic leader (“verification leader”) that automatically chooses experts that match the application semantics for verifying the AI agent output. The verification leader and domain experts combined form a multi-agent architecture. The insight behind this architecture is that we can leverage AI agents to unleash the potential of LLMs, which can have stronger capabilities than a single LLM and may be better at verifying the output than the LLM that generated it in the application. This multi-agent framework naturally introduces sparsity, making the entire process more efficient. By distributing the verification tasks among multiple specialized agents, we can achieve a higher degree of parallelism and reduce the computational burden on any single agent. Each domain expert can focus on a specific aspect of the application semantics, allowing for more targeted and efficient error detection and correction. The verification leader acts as a coordinator, dynamically assigning tasks to the most suitable domain experts based on the nature of the input and the application context.

Recently, there have been a few closely related works that can be integrated with the AI agent approach. Prometheus 2 [54] trains models with a new dataset that enables a more powerful evaluator LM than its predecessor, closely mirroring human and GPT-4 judgments with custom evaluation criteria. Similarly, we can train our agents on the expected semantics of the workloads and use this knowledge to identify anomalies or inconsistencies in the outputs of the primary agents. PoLL [97] evaluates LLM generations with a panel of diverse models to reduce costs and intra-model bias.
We can achieve the same goal by comparing the outputs of multiple agents and cross-referencing them with the expected semantics.

Developing efficient fault tolerance mechanisms for AI agent-based systems is an exciting area for future research. It requires a deep understanding of the characteristics of LLMs, the semantics of the workloads, and the unique failure modes in these systems. Collaboration between researchers in distributed systems, machine learning, and natural language processing will be essential to address these challenges and build reliable and fault-tolerant AI agent-based systems.

In conclusion, we believe that in the future, heterogeneous distributed systems running sophisticated tasks will be the norm, with the exponential growth of computational demand. This dissertation demonstrates the power of exploiting application semantics for efficient fault tolerance, while keeping the system universal. We hope the insights and lessons learned from this dissertation will serve as valuable resources for researchers and practitioners and play a crucial role in shaping the future of the field.
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Appendix A

Hoplite system design and evaluation

A.1 Implementation

The core of Hoplite is implemented using 3957 lines of C++. We provide a C++ and a Python front-end. The Python front-end is implemented using 645 lines of Python and 275 lines of Cython. We build the Python front end because it is easier to integrate with Ray [66] and other data processing libraries (e.g., Numpy [76], TensorFlow [8], PyTorch [78]). The interface between the Python front-end and the C++ backend is the same as Hoplite’s API (Table 2.1).

We implement the object directory service using a set of gRPC [43] server processes distributed across nodes. Each directory server can push location notifications directly to an object store node. Each object store node in Hoplite is a gRPC server with locally buffered objects. Upon a transfer request from a remote node (e.g., during Get), the node sets up a direct TCP connection to the remote node and pushes the object buffer through the TCP connection.

In our experiments, we observe that setting $d$ to 1, 2, or $n$ in the tree reduce algorithm is enough for our applications. When a task calls Reduce, Hoplite picks $d$ from 1, 2 and $n$ that minimizes the estimated total latency based on the network latency $L$, bandwidth $B$, and the object size $S$. §A.3 shows the effect of different choices of $d$.

A.2 Microbenchmarks on Small Objects

We present the microbenchmarks for multiple collective communication primitives for small objects (1KB, 32KB) in Figure A.1. Note that Hoplite stores object contents in object directory service for objects smaller than 64KB (§2.3.2), so there is no collective communication for Hoplite. Again, we compare with Ray, Dask, OpenMPI,
APPENDIX A. HOPLITE SYSTEM DESIGN AND EVALUATION

Figure A.1: Latency comparison of Hoplite, OpenMPI, Ray, Dask, and Gloo on standard collective communication primitives (e.g., broadcast, gather, reduce, allreduce) on 1KB and 32KB objects. To show the results more clearly, we split the results of Allreduce into two groups: group (i) includes Hoplite, Ray, and Dask, and group (ii) includes Hoplite, OpenMPI, and two different allreduce algorithms in Gloo.

and Gloo. We do not compare with Horovod for the same reason that Horovod has three backends: OpenMPI, Gloo, and NCCL. We have already compared with OpenMPI and Gloo. NCCL is for GPU, and Hoplite currently does not support GPU.

Hoplite is the best or close to the best among all these alternatives. Gloo has the best performance for broadcast and allreduce. Hoplite is more efficient than Ray, and Dask because Hoplite uses stores the object data directly in object directory service.

A.3 Ablation Study on Reduce Tree Degree

Here we study the choice of $d$ in the AWS EC2 setting (§2.4). The best choice of $d$ depends on network characteristics, the size of the object to reduce, and the number
of participants. We compare three choices of $d$: 1 (a single chain), 2 (a binary tree), and $n$ (a root connects everyone else). The results are in Figure A.2. As expected from our analysis in (§2.3.4), when the object size is small, $d = n$ is the best because the main bottleneck is the network latency. When the object size is medium (256KB, 1MB), $d = n$ becomes unstable for reduce. We suspect that this is due to incast or due to gRPC characteristics. When object size is 4MB or 8MB, we need to choose between $d = 1$ and $d = 2$ based on the number of participants. This is because both network latency and network throughput can be a bottleneck in tree reduce. When object size is 16MB or larger, we choose $d = 1$ to mitigate the throughput bottleneck in reduce.
Figure A.2: Ablation study of reduce latency on the reduce tree degree $d$ with different object size and number of participants.
Appendix B

Exoflow system design and evaluation

B.1 Architecture

We further describe the Exoflow design and the requirements of the pluggable execution backend and persistent storage.

B.1.1 Workflow execution

The workflow control layer is implemented using the system Ray [67]. Ray provides remote task invocation, distributed immutable memory, and distributed actors. However, Ray only provides at-most-once or at-least-once guarantees and lacks built-in persistence for memory and actors. Thus, Ray tasks and actors are distinct from workflow tasks and actors, which execute exactly-once and can be natively checkpointed.

We use Ray actors to implement the workflow controller and task executors (Figure 3.5). The controller uses Ray’s distributed futures [100] to coordinate task execution and checkpointing. Distributed futures are an asynchronous extension of RPC where each invocation returns a future pointing to the eventual and possibly remote return value. Ray actors and distributed futures also directly implement application-facing references (Section 3.3).

We build on Ray for three reasons: (1) futures make it simple for the controller to manage concurrent task execution and checkpointing, (2) passing remote values by reference avoids bottlenecks from large task outputs being passed directly through the centralized controller, and (3) the RPC-like interface straightforwardly and efficiently wraps other execution backends. For example, the Lambdas backend is implemented by wrapping a synchronous Lambda invocation in a Ray task.

The controller is a state machine where the state describes the current execution status of a workflow DAG and is persisted in storage. On run, the controller logs the
workflow DAG specification (arguments, \texttt{Opts}, etc.) to durable storage and triggers execution. On each iteration of the event loop, the controller may select a workflow task whose inputs are ready and submit the task to an executor. For example, in Figure 3.5, the controller submits $C$ to executor 1 and immediately receives back the distributed future \texttt{Ref(1bf)}. The controller uses this system-internal \texttt{Ref} to wait for task completion, and then passes it to downstream workflow tasks (e.g., $D$).

Checkpointing is carried out asynchronously by background threads on the executors, enabling parallel and distributed checkpoints that are not bottlenecked by the centralized controller. To checkpoint an output, the executor asynchronously writes a copy to a deterministic storage location (e.g., \texttt{w0/B/output} in Figure 3.5). The controller considers the checkpoint done once it is fully written. For convenience, the controller can also synchronize the checkpoint by requesting a signal from the executor (controller to executor 2 in Figure 3.5).

Checkpoint synchronization is required: (1) at the end of a workflow, (2) before executing a task with \texttt{can\_rollback=False}, and (3) before executing a task with a \texttt{rollback} option. Section 3.5 evaluates a simple policy that synchronizes all pending checkpoints for a workflow in any of these cases and shows that this provides sufficient performance for key applications. A more sophisticated policy may synchronize only the minimum necessary.

Exoflow handles passing and checkpointing application references (Section 3.3.4). When a task finishes, the executor replaces any \texttt{Refs} and \texttt{ActorRefs} appearing in the task’s output with placeholders, e.g., $x$ in Figure 3.5. When passing the output to another task, the controller also passes a list of concrete references (\texttt{Ref(e02)} for $x$) used by the executor to fill the placeholders. Task checkpoints include a list of \texttt{Ref} checkpoint locations, which are written in parallel and distributed fashion. The controller restores and swaps \texttt{Refs} after a failure.

If a workflow task returns a \texttt{WorkflowDAG} as its output, the controller simply records the sub-workflow (if \texttt{checkpoint=True}), points the output of the parent task to the output of the sub-workflow, then resumes execution.

### B.1.2 Workflow recovery

The controller handles task and checkpoint failures. In both cases, the protocol rolls back any previous outputs as needed, then rolls “forward” by re-executing workflow tasks.

The first step is to determine the re-execution task frontier. For example, suppose $C$ in Figure 3.5 fails because we lost $A$’s cached output \texttt{Ref(be5)}. Then, we walk the DAG backwards from $C$ and add each visited task node to the re-execution set. For each task, we check argument availability, i.e. whether the value has a checkpoint or a live \texttt{Ref}. If all arguments are available, then we terminate. Else, we add the tasks that create the arguments ($A$) to the re-execution set. If a visited task has \texttt{deterministic=False}, then we also add all tasks downstream to the re-execution
set. Thus, if C fails and we need to re-execute A, we also re-execute B, even though it has a checkpoint.

From the re-execution task set, we carry out rollback. In reverse-topological order of the re-execution set, we first clear any cached output Refs and output checkpoints, e.g., /w0/B/output and /w0/B/x for B. If it has a rollback task, then we re-execute this task, using the same protocol as normal task execution. Finally, we resume workflow execution as normal, starting from the earliest task frontier of the re-execution set.

Critical controller state is persisted, so recovering from controller failure is straightforward. On failure, all in-memory controller state (the table in Figure 3.5) is wiped, including any Refs. On restart, the controller simply scans persistent storage for incomplete workflows, rebuilds its in-memory table, then re-executes them using the described protocol.

Correctness. We provide informal proofs that the final outputs are consistent (Definition 3.1). During normal execution, this follows from the execution protocol: starting from a consistent prefix of outputs, executing a task will produce another consistent prefix.

For recovery, we first consider reconstruction of internal outputs, i.e. values returned by workflow tasks. If the task is deterministic, then the reconstructed output will match the original. If the task is nondeterministic, then the described rollback procedure returns execution to a consistent prefix that does not include any results downstream to the original output.

Next, we consider external outputs: tasks with can_rollback=False or rollback defined. For a task T with can_rollback=False, the application guarantees idempotence, so it is enough to show that once T begins, the failure-free execution will include the same inputs for T. To show this, we rely on Invariant 3.1 (Section 3.3.3) and checkpoint synchronization (Appendix B.1.1). The system synchronizes the partition provided by Invariant 3.1 before submitting T; thus once T begins, any future recovery procedure will never add T to the rollback set.

If T instead has rollback defined, we must show that if T fails, rollback will complete with the same view of inputs as T’s previous execution, before re-executing T. Invariant 3.2 and checkpoint synchronization guarantee that we can deterministically and idempotently recreate rollback’s original inputs.

Correctness also requires preventing conflicts between different executions of the same task. For task checkpoints, if the backend’s failure detection for executors is reliable, then by the time we re-execute T, we can be sure that there is no concurrent checkpoint in progress. Under unreliable failure detection, the Exoflow controller assigns unique checkpoint locations to prevent races between concurrent executions. This requires one extra durable write before each task execution to record the expected checkpoint location.
For a task that returns Refs or ActorRefs, the execution backend can provide reliable failure detection for references by killing all copies of a Ref before reporting failure to Exoflow. Alternatively, a safe and efficient method that works for both crash and fail-stop failures is to generate unique references for each execution.

### B.1.3 Execution backends

**Integration.** Exoflow references are compatible with existing third-party mechanisms for task communication and recovery. For example, Ray does not provide exactly-once semantics, but it does automatically reconstruct Refs created by deterministic (at-least-once) tasks [100]. Exoflow encourages hierarchical recovery, wherein the execution backend can attempt to handle Ref failures first, then throw unrecoverable errors up to the workflow controller.

Exoflow is compatible with backends that use logging and checkpointing. In general, log-based tasks would use `deterministic=True` and `can_rollback=False` annotations, while checkpoint-based tasks would use `deterministic=False` and `can_rollback=True`. The backend can also directly leverage Exoflow for checkpointing instead of supplying a user-defined rollback function; this shifts the responsibility of checkpoint coordination to Exoflow and automatically enables optimizations such as overlapping with execution.

**Preventing leaks.** The workflow layer ensures that previous Refs and pending checkpoints do not leak; invalid Refs and checkpoints are dropped during rollback. The execution backend must additionally prevent resource leaks for dead Refs. Dead Refs can be deleted via reference counting (the controller calls back to the backend once a Ref goes out of scope) or garbage collection (the backend scans the controller’s in-memory state for dead Refs).

### B.2 Implementation

Exoflow is built on Ray v2.0.1, which uses gRPC [43] for tasks and actors and a custom shared-memory object store for Ref storage [67]. Exoflow is implemented as a Ray Python program in 4k LoC.

We implemented two execution backends for Exoflow: Ray itself (“Exoflow-Ray”) and the serverless FaaS offering AWS Lambdas (“Exoflow-Lambdas”). In each case, a typical deployment would use one Ray node to host the Exoflow controller. In Exoflow-Lambdas, the controller node takes the place of the gateway provided by AWS for their proprietary serverless workflow offering (Step Functions).

We chose to implement Exoflow on Ray for three reasons:

1. Support for first-class references to immutable data, which we use to implement Refs.
2. Support for actors (stateful workers), which we use to implement ActorRefs.
3. Low task and actor overhead, similar to pure RPC.

We also use Ray actors to implement executors. Workflow tasks are stateless, but we use actors to store execution state about checkpoints that are pending after task completion.

To build Exoflow on another actor system such as Akka [2] or Orleans [16], we must implementRefs. This is straightforward for workloads that only pass small data. For data-intensive workflows, one can build a custom in-memory store that is tightly coupled to executors, as in Ray, or use an external key-value store. The latter requires low implementation effort, but may result in poor locality. It is ideal if the execution backend cannot be modified, e.g., to support values larger than the Lambdas response size in Exoflow-Lambdas.

Figure B.1: (c) Latency CDF of online-offline graph processing.
B.3 Evaluation

B.3.1 Online-offline graph processing

Distributed graph processing systems can be generally divided into stream vs. batch processing [64]. Streaming systems can handle continuous updates and produce timely results, but may not offer the same precision as batch systems.

We use references in Exoflow to link stream and batch graph processing, producing a single application that can both handle online queries and produce periodic exact results. We use Ray actors to implement a version of Kineograph [27], a streaming graph processing system that uses distributed snapshots for consistency. Each workflow task ingests one epoch of incoming graph updates to compute a graph snapshot and an online approximate result, and we periodically pass the snapshot in-memory to another workflow task that uses Spark to compute the full result.

We evaluate on the SNAP Twitter follower network dataset [57] (41M nodes and 1.5B edges), with each input record representing an edge insert event. We run the push-model TunkRank algorithm used by Kineograph to compute Twitter user influences on a 3-node r3.8xlarge cluster, 1 for streaming and 2 for the Spark cluster. We use two Ray actors to process the input stream and use Exoflow to checkpoint and pass the ActorRefs between streaming tasks. Each streaming task represents a 10-second epoch and also returns 4 Refs that represent the partitioned graph snapshot. These Refs are passed to a Spark task every 20 epochs. Latency is reported for 200 epochs, after an initial warmup of 150 epochs. The average digestion rate is 44.94k tweets per second with our dataset. Kineograph achieves about 40k tweets per second with 2 ingest node + 48 graph nodes with a similar setting. We outperform Kineograph likely because we utilize shared memory for data passing, with more powerful hardware, which significantly reduces overhead of data pushing.

Figure B.1 shows a CDF for latency from input event to the earliest time that the event is reflected in a streaming task’s output (although inconsistent results can be returned earlier by querying the ingest actors directly). AsyncCkpt allows the snapshot to be viewed before it is checkpointed. NoCkpt has impractical recovery overhead, but we use it as a performance baseline. AsyncCkpt achieves similar latency as NoCkpt, meaning that checkpointing overhead remains stable as the graph grows larger; this is because streaming tasks pass through previous Refs that are already checkpointed, so Exoflow only checkpoints new data on each epoch. SyncCkpt is similar to Kineograph, checkpointing the snapshot before making it visible, and adds less than 1s latency. Finally, the error rate of the online results and the batch processing task duration both grow linearly over time, confirming the tradeoffs between batch vs. stream processing.
B.3.2 Microbenchmarks

Latency. With equivalent backends, Exoflow matches or reduces execution overheads of existing workflow systems while enabling more flexible inter-task communication. Figure B.2a (1 m5.8xlarge instance) shows the latency of workflow execution ("Trigger") and task execution with different size arguments. We use exactly-once systems (Airflow [3], AWS Standard Step Function [18]) and at-least-once systems (AWS Express Step Function [18], Ray [67]) as baselines. Airflow is an industrial custom-built workflow system while Step Functions are the AWS-native workflow offering for Lambdas.

First, with the Lambdas backend, Exoflow has similar trigger latency as AWS Standard Step Function. Airflow has generally high overhead due to coordinating execution through a database, which can easily lead to inefficient scans.

"1B" in Figure B.2a compares minimum task execution latency. Exoflow-Lambdas achieves comparable latency as AWS Step Functions, as the primary overheads for exactly-once and at-least-once execution come from durability and Lambdas invocation, respectively. Exoflow-Ray improves upon the latter as it uses Ray for execution.

Finally, we compare the ability to pass large data between tasks. AWS Step Functions limit data passing to 256KB, but plain Lambdas have a size limit of 6MB. Thus, Exoflow-Lambdas can actually support larger data sizes. This could be improved further with Refs, e.g., with Redis [89] for distributed memory. Airflow’s XCom [1] can support slightly larger data but is fundamentally limited by its database-centric design. Meanwhile, Exoflow-Ray uses Ray Refs for efficient data passing. The gap between AsyncCkpt and NoCkpt latency is small but grows with data size; although the checkpoint is asynchronous, Exoflow synchronously copies the data to guard against concurrent writes.

In summary, Exoflow’s low execution overheads make it a practical replacement for existing workflow systems, and it enables greater flexibility in task communication and recovery.

Data sharing for ETL. We evaluate Exoflow against Airflow for a Spark workflow similar to Figure 3.2b (1 m5.8xlarge instance, 4GB Spark memory). Figure B.2b measures total run time for a workflow that uses Spark to generate a 1GB random dataset, followed by multiple downstream tasks that consume the data with data sampling Spark jobs. Such a workflow requires orchestration across Spark jobs, which Spark does not provide, and is therefore often run on a workflow orchestrator such as Airflow.

Airflow run time grows proportionately with the number of consumers because they cannot share data in-memory. Meanwhile, Exoflow scales well even with synchronous checkpointing because consumers share data via Spark’s native cache. Furthermore, Exoflow runs as fast as native Spark alone, while facilitating composition with other systems as well.
Figure B.2: Microbenchmarks. (a) Triggering and data passing latency of Exoflow and other workflow systems, using AWS Lambda (λ) and Ray as execution backends. Missing bars indicate limitations in inter-task communication. (b) End-to-end run time for the ETL workflow shown in Figures 3.2b and 3.4c, compared with Airflow and native Spark.
Figure B.3: Microbenchmarks, cont. Maximum task throughput (a: 1 task/DAG; b: 100 tasks/DAG) of 10k tasks, compared against Ray as an optimal baseline, on 1 node and 4 nodes.
Throughput and Scalability. We measure maximum throughput with varying numbers of controllers, (AWS m5.2xlarge) nodes, and tasks per DAG. We use Ray as the optimal baseline, as Ray is also the execution backend.

Figure B.3a (1 task/DAG) shows that Exoflow and Ray both reach saturation after 4 controllers on one node. With 4 nodes, scalability continues, and the gap between Exoflow and Ray narrows at around 16 controllers. Figure B.3b (100 parallel tasks/DAG) shows that throughput overall improves via task batching. Again, with four nodes, both Exoflow and Ray scale linearly with the number of controllers. Exoflow achieved roughly 50% of Ray’s throughput, due to additional overhead from workflow orchestration and ensuring exactly-once semantics.