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Abstract

Enabling Efficient and Reliable Robot Manipulation Through Optimization, Interactive Perception and Self-Supervised Learning

by

Yahav Avigal

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Science

University of California, Berkeley

Professor Ken Goldberg, Chair

Robot manipulation research is essential for advancing automation technologies, allowing robotic arms to execute complex and precise tasks across various industries. In recent years, several technologies have matured and transformed industries, such as logistics and manufacturing automation, through advancements like robot grasping. To enable the adoption of these emerging capabilities into real-world automation scenarios, these technologies need to be both efficient and reliable. However, achieving a balance between efficiency and reliability is challenging, as improving one often requires compromising the other. As a result, many impressive methods, initially developed for practical applications, struggle to make the transition into industry use.

This thesis explores five research areas within the field of robot manipulation, examining diverse angles and domains such as industrial automation, deformable manipulation, agricultural robotics, and surgical robotics. It proposes strategies to achieve efficient and reliable robot manipulation. By focusing on enhancing both efficiency and reliability, the thesis aims to facilitate the transition of robot manipulation from proof of concept to practical applications. Among the various methods explored, three primary strategies have proven to be particularly effective: constrained optimization, which given a reliable model, applies strict mathematical constraints to find efficient and reliable solutions; interactive perception and self-supervised learning, which are used to improve the efficiency and reliability in situations where there is high uncertainty in the dynamics of the system or a lack a reliable model. The thesis concludes by discussing the key insights gained through this research, reviewing lessons learned, and suggesting potential directions for future research.
To all of my teachers.
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Chapter 1

Introduction

Robot manipulation, defined as the process whereby “an agent moves things other than itself through selective contact” [1], remains a significant area of research within the field of robotics. The transition of robotic manipulation research into the automation that is adopted in commercial sectors is notably slower. This discrepancy results from the much higher demands of industry for efficiency and reliability.

The difference between automation and robotics is insightfully encapsulated in a statement by Professor Raja Chatila, former President of the IEEE Robotics and Automation Society and current President of the IEEE Global Society on Ethics of Autonomous and Intelligent Systems: “One robot on Mars is robotics, ten robots on Mars is automation.” This contrast raises an important question regarding the methods by which we can bridge the gap between robotics, which focuses on proof-of-concept, and automation, which emphasizes cost-effectiveness and reliability in operational contexts.

This thesis investigates five challenging research topics within the field of robot manipulation, with a particular focus on enhancing both efficiency and reliability as a means to facilitate the transition from a proof of concept to industrial applications. In Part I, we will use nonconvex constrained optimization to speed up the execution time and model distillation to speed up the computation of robot motions for object transport, and incorporate an additional constraint learned through self-supervised learning to increase the system’s reliability. In Part II, we will use active perception and optimization to improve the reliability of perception systems for motion planning and grasping of transparent or partially occluded objects. In Part III, we will use interactive perception and self-supervised learning for efficient and reliable manipulation of deformable objects with a bimanual robot. In Part IV, we will present an efficient simulator for polyculture farming. We will then use constrained optimization, and leverage the simulator’s computational efficiency to develop optimized seed placements, as well as efficient and reliable irrigation and pruning policies. In Part V, we will use nonconvex constrained optimization, interactive perception and self-supervised learning to develop reliable autonomous suturing procedures.

A central theme throughout this work is the delicate balance between efficiency and reliability; Striving for increased efficiency often entails a compromise on system reliability,
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and vice versa.

The case studies explored in this dissertation all strive to increase both efficiency and reliability. It is my hope that insights from these case studies can be applied to future projects. Three primary strategies have emerged as particularly effective: constrained optimization, interactive and active perception, and self-supervised learning.

1.1 Efficiency and Reliability in Motion Planning for Object Transport

In tasks like pick-and-place, where actions are performed repetitively, even a marginal improvement can lead to a significant productivity increase. Chapters 2–5 propose methods to optimize motion computation and execution time using advances in motion planning. Motion planning aims to generate paths from a start configuration to a goal configuration while avoiding obstacles. Sampling-based planners [2–4] can find sub-optimal solutions quickly, while optimization-based planners can find optimized solutions [5–8] but are often slower in computation. In Chapter 2, we build on Ichnowski et al. [9], using a nonconvex sequential quadratic program to compute time-optimized trajectories, and model distillation to speed up the calculation by 300×. In some cases, e.g., open-top containers or suction grasping, accelerating too fast can lead to increased content spill, product damage or drops. In Chapters 3 and 4, we formulate additional constraints to increase the system’s robustness while optimizing the trajectory and maintaining a balance between efficiency and reliability.

1.2 Efficiency and Reliability in Grasping Partially Observable Rigid Objects

While optimized motion planning on its own can lead to a substantial increase in productivity, it assumes full knowledge of the location of obstacles, information typically acquired using RGBD sensors. However, these sensors face challenges in accurately perceiving objects under certain conditions, for example, occlusions. Leading grasp planners often struggle to identify effective grasps on partially occluded objects [10]. Chapter 6 proposes a method to increase the reliability of grasping using active perception, by executing a series of movements with a wrist-mounted camera to find a collision-free approach towards a viable grasp around occlusions. Another limitation of RGBD sensors is their unreliability in perceiving transparent and translucent objects. Chapters 7 and 8 propose using optimization, leveraging the ability of Neural Radiance Fields (NeRFs) to represent non-Lambertian effects, such as specularities and reflections, while reconstructing the geometry of the scene for grasping transparent objects [11].
CHAPTER 1. INTRODUCTION

1.3 Efficiency and Reliability in Bimanual Deformable Manipulation

Even given efficient motion planning and robust perception, manipulation of deformable objects in 1D [12–14] and 2D [15–17] remains a challenge, due to their large configuration space and complex dynamics. A large body of research exists on single-arm deformable manipulation [16, 18]. However, A dual-arm system extends the workspace, allows for increased payload and for more complex behaviors than a single-arm system [19–22]. Chapters 9 and 10 propose to use dual-arm systems to increase the efficiency and reliability of 1D (cables) and 2D (cloth) deformable manipulation. As accurately simulating the dynamics of deformable objects remains a challenging problem, these chapters propose methods for developing reliable deformable manipulation policies using a physical robot. Chapter 9 uses interactive perception for untangling long cables, given high uncertainty in the state of the cable. Chapter 10 uses self-supervised learning to learn a sequence of efficient and reliable motion primitives for garment smoothing and folding.

1.4 Efficient and Reliable Autonomous Gardening

Unlike cable untangling and garment folding, it is difficult to develop an autonomous farming policy for planting, irrigating, and pruning crops exclusively on a physical robot due to nature’s long time-constants. A single experiment could take months or even years. Chapter 11 introduces a fast, first-order simulator that incorporates parameterized individual plant growth models and inter-plant dynamics to simulate competition over resources between plants in close proximity. Yet, we found that the policies developed with the simulator were unstable, stemming from a balance between preserving plant diversity and boosting yield, along with a reliance on initial seed placement. Chapter 12 proposes a method to optimize the seed placement to increase the policy’s stability and reliability, and leverage the simulator’s computational efficiency to learn a look-ahead policy that increases the policy’s performance.

1.5 Efficient and Reliable Autonomous Suturing

In contrast to the repetitive tasks described in Part I, in suturing, we don’t repeat motions over and over and execution time is not the main objective. The quality of the suture is important and depends on various factors, such as the suture placement and the forces applied to the wound in the process. Existing works place evenly spaced sutures on simple wound shapes, e.g., straight lines or circular wounds [23]. However, when dealing with more complex wound shapes, planning and evaluating an effective set of sutures may require a more detailed model of how the sutures hold the wound together. Chapter 13 proposes to combine surgical heuristics with a model of the forces imparted by the sutures to ensure that the entire
CHAPTER 1. INTRODUCTION

wound is held sufficiently closed by the sutures. This optimization problem is nonconvex, and similarly to GOMP \[9\] and Chapters \[2\]–\[5\], we solve it using a sequential quadratic program. Once the suture placement has been planned, the robot repeats suturing motions, including needle insertion and tail-shortening. The latter is particularly challenging due to the thin and flexible nature of suturing thread, as well as its tendency for self-intersections and partial occlusions. Similarly to SGTM 2.0 for long cable untangling in Chapter 9, Chapter 14 uses interactive perception to increase the reliability of the thread manipulation.

1.6 Thesis Contributions

The primary contributions of this thesis are:

- We frame the objectives of increasing the efficiency and reliability of manipulation systems as constrained optimization problems, as shown in Chapters 2 to 5, 7, 12 and 13.

- We propose a procedure for warm starting an optimizing motion planner with an approximation from a deep neural network to reduce the planning time and improve the efficiency as described in Chapter 2.

- We formalize, tune, and learn acceleration constraints and 3D reconstruction objectives to improve the success rate and the reliability of motion planning and grasping as described in Chapters 3, 4, and 8. We develop active and interactive perception primitives to increase the system’s reliability when it is difficult to estimate its state, as presented in Chapters 6, 9 and 14.

- We use self-supervised learning to develop an efficient and reliable system when it is difficult to model its dynamics, as described in Chapters 4, 10 and 14.

- We introduce an efficient polyculture farming simulator that integrates parameterized models of plant growth, as well as plant interactions, and train a policy to optimize plant coverage and diversity over a short horizon, as presented in Chapters 11 and 12.
Part I

Efficiency and Reliability in Motion Planning for Object Transport
Chapter 2

DJ-GOMP: Warmstarting Motion Planning Optimization Using Deep Learning

In some tasks, e.g., pick and place, we repeat motions again and again, and even a small improvement can lead to a significant productivity increase. GOMP [9] leverages a degree of freedom (DOF) in the grasp pose to speed up the motion execution time, but the computation is slow. To increase the efficiency, DJ-GOMP uses a neural network to predict an initialization trajectory to warmstart the optimization, speeding up calculation time by up to $300\times$.

2.1 Introduction

In e-commerce warehouses, faster pick-and-place pipelines can address labor shortages, lower costs, and increase revenue. However, despite advances in grasp planning (e.g., Mahler et al. [24]), the planning and executing of robot motion remains a bottleneck. To address this, Ichnowski et al. introduced a grasp-optimized motion planner (GOMP) [9] that computes a time-optimal motion plan subject to joint velocity and acceleration limits and allows for degrees of freedom in the pick and place frames (see Fig. 2.1). The motions that GOMP produces are fast and smooth; however, by not taking into account the motion’s jerk (change in acceleration), the robot arm will often rapidly accelerate at the beginning of each motion and rapidly decelerate at the end. In the context of continuous pick-and-place operations in a warehouse, these high-jerk motions could result in wear on the robot’s motors and reduce the overall service life of a robot. In this chapter, we introduce jerk limits and find that the resulting sequential quadratic program (SQP) and its underlying quadratic program (QP) require computation on the order of tens of seconds which is not practical for speeding up the overall pick-and-place pipeline. We then present DJ-GOMP which uses a deep neural network to learn trajectories that warm start computation, yielding a reduction
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Figure 2.1: **Grasp-optimized motion planning degrees of freedom.** The optimized motion planning allows for degrees of freedom to be added to the pick and or place frames. **Left:** In (A), grasp analysis produces a top-down grasp. Since the analysis is based on two contact points, the motion planner allows for rotation about the grasp contact points shown as rotations in (B) and (C). Similarly, reversing the contact points, visible in (D) as a different arm pose, will still be valid according to grasp analysis. DJ-GOMP computes an optimal rotation for pick and place frames that minimizes time and jerk of the motion. **Right:** Using the additional degree(s) of freedom on the grasp, the motion planner then uses a neural network to warm start an optimization process to quickly compute a time-optimized jerk-limited motion.

In computation times from 29 s to 80 ms, making it practical for industrial use.

For a given workcell environment, DJ-GOMP speeds up motion planning for a robot and repeated task through a three-phase process. The first phase randomly samples tasks from the distribution of tasks the robot is likely to encounter and generates a time-optimal jerk-minimized motion plan using an SQP. The second phase trains a deep neural network using the data from the first phase to compute time-optimized motion plans for a given task specification (Fig. 2.2). The third phase, used in pick-and-place, uses the deep network from the second phase to generate a motion plan to warm start the SQP from the first phase. By warm starting the SQP from the deep network’s output, DJ-GOMP ensures that the motion plan meets the constraints of the robot (something the network cannot guarantee), and greatly accelerates the convergence rate of the SQP (something the SQP cannot do without a good initial approximation).

This chapter describes algorithms and training process of DJ-GOMP. In the results section, we perform experiments on a physical UR5 robot, verifying that the trajectories GOMP generates are executable on a physical robot and result in fast and smooth motion. This chapter provides the following contributions: (1) J-GOMP, an extension of GOMP that computes time-optimized jerk-limited motions for pick-and-place operations; (2) DJ-GOMP, an extension of J-GOMP that uses deep-learning of time-optimized motion plans that empirically speeds up the computation time of the J-GOMP optimization by 2 orders of magnitude (300x); (3) Comparison to optimally-time-parameterized PRM* and TrajOpt motion planners in compute and motion time suggesting that DJ-GOMP computes fast motions quickly;
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Figure 2.2: A deep neural network architecture for grasp optimized motion planning. The input is the start and goal grasp frames (A). Each “FDE” block (B) sequences a fully-connected (FC) layer (C), a dropout layer (D), and an exponential linear unit (ELU) layer (E). The output (F) is a trajectory $\tau_H$ from the start frame to the goal frame for each of the time steps $H$ supported by the network. A separate network uses one-hot encoding to predict which of the output trajectories is the shortest valid trajectory.

and (4) Experiments in simulation and on a physical UR5 robot suggesting that DJ-GOMP can be practical for reducing jerk to acceptable limits.

2.2 Related Work

Optimization-based motion planners such as CHOMP [7], STOMP [6] and TrajOpt [5] compute motion plans by locally optimizing a trajectory while penalizing collisions or placing barrier functions on collisions [25]. GOMP [9] builds on prior formulations, by taking the mechanical limits of the robot arm and the dynamics between waypoints into consideration, and allowing for a degree of freedom on pick and placement frames. DJ-GOMP further extends by minimizing jerk to avoid joint wear, while significantly reducing computation time. Model distillation, i.e., one model being trained on the output of one or more different models, is a widely used technique to transfer knowledge between models. In many cases, training an ensemble of models improves prediction performance, but is computationally expensive as it significantly increases the required computation resources. The ensemble can be distilled in a compact network [26, 27]. In RL (reinforcement learning), model distillation, also known as policy distillation, is used to transfer knowledge from multiple policies into a single multi-task policy [28], and to teach a robot how to solve multiple tasks [29, 30]. In this chapter we use model distillation to improve GOMP’s running time. While the repeated optimization executed in GOMP takes up to several minutes, a forward pass in a compact neural network is often executed in milliseconds. We exploit this feature of neural networks to compute similar robot’s trajectories faster.

In motion planning and control problems, warm starting the optimization solver with a near-optimal solution can significantly increase the solver’s performance while greatly reducing the number of iterations required to reach sufficient optimality [31]. In RL, learning a new task can be warm started by transferring features from old tasks the agent has already
mastered [32]. Memory of motion [33] is another method that use an offline learned policy to warm start a control solver, and was shown to reduce the computation time in locomotion problems, and to increase the performance of nonlinear predictive controllers [34]. With the observation that the bottleneck in our algorithm is the number of iterations required to find the optimal horizon, we use the neural network’s output to warm-start J-GOMP with an approximation of the optimal trajectory which results with a faster convergence.

Learning-based methods for motion planning have gained increasing attention in recent years. Motion planning algorithms can require complex cost functions, and learning-based methods, such as learning from demonstrations (e.g., [35–37]) can reduce the amount of hand engineering required. They reduce the hand engineering by leveraging additional knowledge provided by a human demonstrator, often times without the need to explicitly specify the task. A challenge sometimes tackled by learning-based methods is increasing the sampling efficiency in sample-based methods using non-uniform sampling [38], or reinforcement learning [39] for example. Although the “pick-and-place” operation from multiple start to multiple goal configurations (e.g., by allowing the degree of freedom around the grasp axis) is well-suited for sampling-based motion planners, as mentioned in [9], and despite the advances made through learning-based methods, the slow convergence rate of these planners in high dimensions prevents them from producing the required level of improvement in picks-per-hour. Quershi et al. [40] encode a point cloud of the obstacles into a latent space and uses a feed-forward neural network to predict the robot configuration at the next time step given an initial state, goal state, and the obstacles encoding. In doing so, they attempt to solve high-dimensional problems which were previously intractable. In this chapter, we leverage the advantage of having an accurate demonstrator in the form of J-GOMP to generate a large training data set.

2.3 Problem Statement

Let $q \in \mathcal{C}$ be the complete specification of a robot’s $n$ degrees of freedom (e.g., $n$ joint angles of a manipulator arm), where $\mathcal{C} \subseteq \mathbb{R}^n$ is the set of all possible configurations. Let $q_{\text{min}} \in \mathbb{R}^n$ and $q_{\text{max}} \in \mathbb{R}^n$ be the (possibly unbounded) lower and upper limits of the robot’s configuration. Thus, $q \in \mathcal{C}$ implies $q_{\text{min}} \leq q \leq q_{\text{max}}$. Let $\mathcal{C}_{\text{obs}} \subset \mathcal{C}$ be the set of configurations that are in collision with an obstacle, and $\mathcal{C}_{\text{free}} = \mathcal{C} \setminus \mathcal{C}_{\text{obs}}$ be the set of valid configurations.

Let $g_0 \in SE(3)$ be a grasp frame or pick frame produced by grasp analysis, and $g_H \in SE(3)$ be the goal or place frame. Adding degrees of freedom in rotation or translation to these frames, e.g., corresponding to a rotation about the axis defined by parallel-jaw grasp contact points (Fig. 2.1), rotation about the contact normal of a suction-based grasp, or in flexibility of translation, we define a set of starting grasp frames:

$$G_0 = \{g_i | g_i = R_a(\theta)g_0 + t, \theta \in [\theta_{\text{min}}, \theta_{\text{max}}], t \in [t_{\text{min}}, t_{\text{max}}]\},$$

where $R_a(\cdot)$ is a rotation about axis $a$, $\theta_{\text{min}}$ and $\theta_{\text{max}}$ bound the angle of rotation, and $t_{\text{min}} \in \mathbb{R}^3$ and $t_{\text{max}} \in \mathbb{R}^3$ bound the translation degree of freedom. The definition of $G_H$, the
set of place frames, follows a similar definition, though with potentially different degrees of freedom.

Let \( \mathbf{v}_{\text{max}} \in \mathbb{R}^n_+ \), \( \mathbf{a}_{\text{max}} \in \mathbb{R}^n_+ \), and \( \mathbf{j}_{\text{max}} \in \mathbb{R}^n_+ \), be the velocity, acceleration, and jerk limits of each degree of freedom. Let \( \tau \) is a continuous sequence of robot configurations composed of \( \tau_q(t) \), \( \tau_v(t) \), \( \tau_a(t) \), and \( \tau_j(t) \), the configuration, velocity, acceleration, and jerk at time \( t \) respectively. Let \( h(\tau) \) is the duration of the trajectory. The objective of DJ-GOMP is to compute:

\[
\arg\min_{\tau} h(\tau) \\
\text{s.t. } \tau_q(t) \in [\mathbf{q}_{\text{min}}, \mathbf{q}_{\text{max}}] \cup \mathcal{C}_{\text{free}} \quad \forall t \in [0, h(\tau)] \\
\tau_v(t) \in [-\mathbf{v}_{\text{max}}, \mathbf{v}_{\text{max}}] \quad \forall t \in [0, h(\tau)] \\
\tau_a(t) \in [-\mathbf{a}_{\text{max}}, \mathbf{a}_{\text{max}}] \quad \forall t \in [0, h(\tau)] \\
\tau_j(t) \in [-\mathbf{j}_{\text{max}}, \mathbf{j}_{\text{max}}] \quad \forall t \in [0, h(\tau)] \\
p(\tau_q(0)) \in G_0 \\
p(\tau_q(h(\tau))) \in G_H,
\]

where \( p : \mathcal{C} \rightarrow SE(3) \) is the robot’s forward kinematic function to gripper frame. Additionally, should multiple trajectories satisfy the above minimization, DJ-GOMP computes a trajectory that minimizes sum-of-squared jerks over time.

2.4 Method

This section describes the methods in DJ-GOMP. Underlying DJ-GOMP is a jerk- and time-optimizing constrained motion planner based on a sequential quadratic program (SQP). Due to the complexity of solving this SQP, computation time can far exceed the trajectory’s execution time. DJ-GOMP uses this SQP on a random set of pick-and-place inputs to generate training data (trajectories) to train a neural network. During pick-and-place operation, DJ-GOMP uses the neural network to compute an approximate trajectory for the given pick and place frames, which it then uses to warm start the SQP.

2.4.1 Jerk- and Time-optimized Trajectory Generation

To generate a jerk- and time-optimized trajectory, DJ-GOMP extends the SQP formulated in GOMP [9]. The solver for this SQP, following the method in TrajOpt [5] and summarized in Alg. 1, starts with a discretized estimate of the trajectory \( \tau \) as a sequence of \( H \) waypoints after the starting configuration, in which each waypoint represents the robot’s configuration \( q \), velocity \( v \), acceleration \( a \), and jerk \( j \) at a moment in time. The waypoints are sequentially separated by \( t_{\text{step}} \) seconds. This discretization is collected into \( x^{(0)} \), where the superscript
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represents a refinement iteration. Thus,

\[ x^{(0)} = \left( x_0^{(0)}, x_1^{(0)}, \ldots, x_H^{(0)} \right), \quad \text{where} \quad x_t^{(k)} = \begin{bmatrix} q_t^{(k)} \\ v_t^{(k)} \\ a_t^{(k)} \\ j_t^{(k)} \end{bmatrix}. \]

The choice of \( H \) and \( t_{\text{step}} \) is application specific, though in physical experiments, we set \( t_{\text{step}} \) to match (an integer multiple of) the control frequency of the robot, and we set \( H \) such that \( H \cdot t_{\text{step}} \) is an estimate of the upper bound of the minimum trajectory time for the workspace and task input distribution.

The initial value of \( x^{(0)} \) seeds (or warm starts) the SQP computation. Without the approximation generated by the neural network (e.g., for training data set generation), this trajectory can be initialized to all zeros. In practice, the SQP can converge faster by first computing a trajectory between inverse-kinematic solutions to \( g_0 \) and \( g_H \) with only the convex kinematic and dynamic constraints (described below).

In each iteration \( k = (0, 1, 2, \ldots, m) \) of the SQP, DJ-GOMP linearizes the non-convex constraints of obstacles and pick and place locations, and solves a quadratic program of the following form:

\[
\begin{align*}
x^{(k+1)} &= \underset{x}{\text{argmin}} \quad \frac{1}{2} x^T P x + p^T x \\
\text{s.t.} \quad A x &\leq b
\end{align*}
\]

where \( A \) defines constraints enforcing the trust region, joint limits, and dynamics, and where \( P \) is defined such that \( x^T P x \) is a sum-of-squared jerks. To enforce the linearized non-convex constraints, DJ-GOMP adds constrained non-negative slack variables penalized using appropriate coefficients in \( p \). As DJ-GOMP iterates over the SQP, it increases the penalty term exponentially, terminating on the iteration \( m \) at which \( x^{(m)} \) meets the non-convex constraints.

To enforce joint limits and dynamic constraints, Alg. 1 creates a matrix \( A \) and vector \( b \) that enforce the following linear inequalities on joint limits:

\[
\begin{align*}
q_{\text{min}} &\leq q_t \leq q_{\text{max}} \\
-v_{\text{max}} &\leq v_t \leq v_{\text{max}} \\
-a_{\text{max}} &\leq a_t \leq a_{\text{max}} \\
-j_{\text{max}} &\leq j_t \leq j_{\text{max}}
\end{align*}
\]

and the following equalities that enforce dynamic constraints between variables:

\[
\begin{align*}
q_{t+1} &= q_t + t_{\text{step}} v_t + \frac{1}{2} t_{\text{step}}^2 a_t + \frac{1}{6} t_{\text{step}}^3 j_t \\
v_{t+1} &= v_t + t_{\text{step}} a_t + \frac{1}{2} t_{\text{step}}^2 j_t \\
a_{t+1} &= a_t + t_{\text{step}} j_t.
\end{align*}
\]
Algorithm 1 Jerk-limited Motion Plan

Require: $x^{(0)}$ is an initial guess of the trajectory, $h + 1$ is the number of waypoints in $x^{(0)}$, $t_{\text{step}}$ is the time between each waypoint, $g_0$ and $g_H$ are the pick and place frames, $\beta_{\text{shrink}} \in (0, 1)$, $\beta_{\text{grow}} > 1$, and $\gamma > 1$

1: $\mu \leftarrow$ initial penalty multiple
2: $\epsilon_{\text{trust}} \leftarrow$ initial trust region size
3: $k \leftarrow 0$
4: $P, p, A, b \leftarrow$ linearize $x^{(0)}$ as a QP
5: while $\mu < \mu_{\text{max}}$ do
6: $x^{(k+1)} \leftarrow \arg\min_{x} \frac{1}{2}x^T P x + p^T x$ s.t. $A x \leq b$ \{warm start with $x^{(k)}$\}
7: if sufficient decrease in trajectory cost then
8: $k \leftarrow k + 1$ \{accept trajectory\}
9: $\epsilon_{\text{trust}} \leftarrow \epsilon_{\text{trust}} \beta_{\text{grow}}$ \{grow trust region\}
10: $A, b \leftarrow$ update linearization using $x^{(k)}$
11: else
12: $\epsilon_{\text{trust}} \leftarrow \epsilon_{\text{trust}} \beta_{\text{shrink}}$ \{shrink trust region\}
13: $b \leftarrow$ update trust region bounds only
14: if $\epsilon_{\text{trust}} < \epsilon_{\text{min,trust}}$ then
15: $\mu \leftarrow \gamma \mu$ \{increase penalty\}
16: $\epsilon_{\text{trust}} \leftarrow$ initial trust region size
17: $p \leftarrow$ update penalty in QP to match $\mu$
18: return $x^{(k)}$

Additionally, Alg. 1 linearizes non-convex constraints by adding slack variables to implement $L_1$ penalties. Thus, for a non-convex constraint $g_j(x) \leq c$, the algorithm adds the linearization $\bar{g}_j(x)$ as a constraint in the form:

$$\bar{g}_j(x) - \mu y_j^+ + \mu y_j^- \leq c,$$

where $\mu$ is the penalty and the slack variables are constrained such that $y_j^+ \geq 0$ and $y_j^- \geq 0$.

In the QP, obstacle-avoidance constraints are linearized based on the waypoints of the current iteration’s trajectory (Alg. 2). To compute these constraints, the algorithm evaluates the spline

$$q_{\text{spline}}(s; t) = q_t + sv_t + \frac{1}{2}s^2a_t + \frac{1}{6}s^3j_t$$

between each pair of waypoints $(x_t, x_{t+1})$ against a depth map of obstacles to find the time $s \in [0, t_{\text{step}}]$ and corresponding configuration $\hat{q}_t$ that minimizes signed-distance separation from any obstacle. In this evaluation, a negative signed distance means the configuration is in collision. The algorithm then uses this $\hat{q}_t$ to computes a separating hyperplane in the form $n^T q + d = 0$. The hyperplane is either the top plane of the obstacle it is penetrating, or the plane that separates $\hat{q}_t$ from the nearest obstacle (see Fig. 2.3). By selecting the top plane of the penetrated obstacle, this pushes the trajectory above the obstacle, which
Figure 2.3: **Obstacle constraint linearization.** The constraint linearization process keeps the trajectory away from obstacles by adding constraints based on the Jacobian of the configuration at each waypoint of the accepted trajectory $x^{(k)}$. In this figure, the obstacle is shown from the side, the robot’s path along part of $x^{(k)}$ is shown in blue, and the constraints’ normal projections into Euclidean space are shown in red. For waypoints that are outside the obstacle (A), constraints keep the waypoints from entering the obstacle. For waypoints that are inside the obstacle (B), constraints push the waypoints up out of the obstacle. If the algorithm adds constraints only at waypoints as in (C), the optimization can compute trajectories that collide with obstacles and produce discontinuities between trajectories with small changes to the pick or place frame. These effects are mitigated when obstacles are inflated to account for them, but the discontinuities can lead to poor results when training the neural network. The proposed algorithm adds linearized constraints to account for collision between obstacles, leading to more consistent results shown in (D).

is a specialization of TrajOpt’s more general obstacle-avoidance approach that is useful in bin-picking. By selecting the hyperplane of the nearest obstacle, the algorithm keeps the trajectory from entering the obstacle. The linearize constraint for this point is:

\[
\mathbf{n}^T \dot{\mathbf{J}}^{(k)}_t \mathbf{x}^{(k+1)}_t \geq -d - \mathbf{n}^T \mathbf{p}(\mathbf{x}^{(k)}_t) + \mathbf{n}^T \dot{\mathbf{J}}^{(k)}_t \mathbf{x}^{(k)}_t,
\]

where $\dot{\mathbf{J}}_t$ is the Jacobian of the robot’s position at $\hat{\mathbf{q}}_t$. As $\hat{\mathbf{q}}_t$ and $\dot{\mathbf{J}}_t$ are at an interpolated state between optimization variables at $\mathbf{x}_t$ and $\mathbf{x}_{t+1}$, linearizing this constraint requires computing the chain rule for the Jacobian:

\[
\dot{\mathbf{J}}_t = \mathbf{J}_p(\hat{\mathbf{q}}_t)\mathbf{J}_q(s),
\]

where $\mathbf{J}_p(\hat{\mathbf{q}}_t)$ is the Jacobian of the position at configuration $\mathbf{q}_t$, and $\mathbf{J}_q(s)$ is the Jacobian of the configuration on the spline at $s$:

\[
\mathbf{J}_q(s) = \begin{bmatrix}
\frac{\partial p}{\partial p_t} \\
\frac{\partial p}{\partial \tau} \\
\frac{\partial q_{t+1}}{\partial p} \\
\frac{\partial q_{t+1}}{\partial \tau} \\
\frac{\partial q_{t+1}}{\partial \tau_t}
\end{bmatrix}^T = \begin{bmatrix}
-3\frac{s^2}{\tau^3} + 2\frac{s^3}{\tau^4} + 1 \\
3\frac{s^2}{\tau} - 2\frac{s^3}{\tau^2} \\
-2\frac{s^2}{\tau} + \frac{s^3}{\tau^2} + s \\
\frac{s^3}{\tau^3} - \frac{s^2}{\tau} \\
\frac{s^3}{\tau^2} - \frac{s^2}{\tau} + \frac{s}{\tau}
\end{bmatrix}.
\]

We observe that linearization at each waypoint will safely avoid obstacles with a sufficient buffer around obstacles (e.g., via a Minkowski difference with obstacles), however, slight variations in pick or place frames can shift the alignment of waypoints to obstacles. This shift of alignment (see Fig. 2.3 (c)), can lead to solutions that vary disproportionately to
Algorithm 2 Linearize Obstacle-Avoidance Constraint

1: for $t \in [0, H)$ do
2:   $(n_{\text{min}}, d_{\text{min}}) \leftarrow$ linearize obstacle nearest to $p(q_t)$
3:   $q_{\text{min}} \leftarrow q_t$
4:   for all $s \in [0, t_{\text{step}})$ do {line search $s$ to desired resolution}
5:     $q_s \leftarrow q_t + s v_t + \frac{1}{2} s^2 a_t + \frac{1}{6} s^3 J_t$
6:     $(n_s, d_s) \leftarrow$ linearize obstacle nearest to $p(q_s)$
7:     if $n_s^T p(q_s) + d_s < n_{\text{min}}^T p(q_{\text{min}}) + d_{\text{min}}$ then {compare signed distance}
8:         $(n_{\text{min}}, d_{\text{min}}, q_{\text{min}}) \leftarrow (n_s, d_s, q_s)$
9:     $J_q \leftarrow$ Jacobian of $q_s$
10:    $J_p \leftarrow$ Jacobian of position at $q_{\text{min}}$
11:    $J_t \leftarrow J_p J_q$
12:    $b_t \leftarrow -d_{\text{min}} - n_{\text{min}}^T p(q_{\text{min}}) + n_{\text{min}}^T J_t x_t - \mu y_t^+$ {lower bound with slack $y_t^+$}
13:    Add $(n_{\text{min}}^T J_t x_t \geq b_t)$ and $(y_t^+ \geq 0)$ to set of linear constraints in QP

small changes in input. While this may be acceptable in operation, it can lead to data that can be difficult for a neural network to learn.

As with GOMP, DJ-GOMP allows degrees of freedom in rotation and translation to be added to start and goal grasp frames. Adding this degree of freedom allows DJ-GOMP to take a potentially shorter path when an exact pose of the end-effector is unnecessary. For example, a pick point with a parallel-jaw gripper can rotate about the axis defined by antipodal contact points (see Fig. 2.1), and the pick point with a suction gripper can rotate about the normal of its contact plane. Similarly, a task may allow for a place point anywhere within a bounded box. The degrees of freedom about the pick point can be optionally added as constraints that are linearized as:

$$w_{\text{min}} \leq J_0^{(k)} q_0^{(k+1)} - (g_0 - p(q_0^{(k)})) + J_0^{(k)} q_0^{(k)} \leq w_{\text{min}},$$

where, $q_0^{(k)}$ and $J_0^{(k)}$ are the configuration and Jacobian of the first waypoint in the accepted trajectory, $q_0^{(k+1)}$ is one of variables the QP is minimizing, and $w_{\text{min}} \leq w_{\text{max}}$ defines the twist allowed about the pick point. Applying a similar set of constraints to $g_H$ allows degrees of freedom in the place frame as well.

The SQP establishes trust regions to constrain the optimized trajectory to be within a box with extents defined by a shrinking trust region size. As convex constraints on dynamics enforce the relationship between configuration, velocity, and acceleration of each waypoint, we observe that trust regions only need to be defined as box bounds around one of the three for each waypoint. In experiments, we established trust regions on configurations.

To find the minimum time-time trajectory, J-GOMP searches for the shortest jerk-minimized trajectory that solves all constraints. This search, shown in Alg. 3, starts with an guess of $H$, then perform an exponential search for the upper bound, followed by a binary search for the shortest $H$ by repeatedly performing the SQP of Alg. 1. The binary search
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Algorithm 3 Time-optimal Motion Plan

Require: $g_0$ and $g_H$ are the start and end frames motion frames, $\gamma > 1$ is the search bisection ratio

1: $H_{\text{upper}} \leftarrow$ fixed or estimated upper limit of maximum time
2: $H_{\text{lower}} \leftarrow 3$
3: $v_{\text{upper}} \leftarrow \infty \{\text{constraint violation}\}$
4: while $v_{\text{upper}} > \text{tolerance}$ do \{find upper limit\}
5: $(x_{\text{upper}}, v_{\text{upper}}) \leftarrow$ call Alg. 1 with cold-start trajectory for $H_{\text{upper}}$
6: $H_{\text{upper}} \leftarrow \max(H_{\text{upper}} + 1, \lceil \gamma H_{\text{upper}} \rceil)$
7: while $H_{\text{lower}} < H_{\text{upper}}$ do \{search for shortest $H$\}
8: $H_{\text{min}} \leftarrow H_{\text{lower}} + [(H_{\text{upper}} - H_{\text{lower}}) / \gamma]$
9: $(x_{\text{mid}}, v_{\text{mid}}) \leftarrow$ call Alg. 1 with warm-start trajectory $x_{\text{upper}}$ interpolated to $H_{\text{mid}}$
10: if $v_{\text{mid}} \leq \text{tolerance}$ then
11: $(H_{\text{upper}}, x_{\text{upper}}, v_{\text{upper}}) \leftarrow (H_{\text{mid}}, x_{\text{mid}}, v_{\text{mid}})$
12: else
13: $H_{\text{lower}} \leftarrow H_{\text{mid}} + 1$
14: return $x_{\text{upper}}$

warm starts each SQP with an interpolation of the trajectory of the current upper bound of $H$. The search ends when the upper and lower bound of $H$ are the same.

2.4.2 Deep Learning of Trajectories

To speed up motion planning, we add a deep neural network to the pipeline. This neural network treats the trajectory optimization process as a function $f_\tau$ to approximate:

$$f_\tau : SE(3) \times SE(3) \to \mathbb{R}^{H^* \times n \times 4},$$

where the arguments to the function are the pick and place frames, and the output is a discretized trajectory of variable length $H^*$ waypoints, each of which has a configuration, velocity, acceleration, and jerk for all $n$ joints of the robot. We assume that the neural network $\tilde{f}_\tau$ can only approximate $f_\tau$, thus $\tilde{f}_\tau(\cdot) = f_\tau(\cdot) + E(\tau)$ for some unknown error distribution $E(\tau)$. As such, the output of $\tilde{f}_\tau$ may not be dynamically or kinematically feasible. To address this potential issue, we use the network’s output to warm start a final pass through the SQP. This process can be thought of as polishing the output of the neural network approximation to overcome any errors in the network’s output.

In this section, we describe a proposed neural network architecture, its loss function, training and testing dataset generation, and the training process. While we posit that a more general approximation could include the amount of pick and place degrees of freedom as inputs, for brevity we assume that $f_\tau$ and its neural-network approximation are parameterized by a preset amount of pick and place degrees of freedom. In practice, it may also be appropriate to train multiple neural networks for different parameterizations of $f_\tau$. 
Architecture

The deep neural network architecture we propose is depicted in Fig. 2.2. It consists of an input layer connected through four fully-connected blocks to multiple output blocks. The input layer takes in the concatenated grasp frames \( \left[ g_0^T, g_H^T \right]^T \). Since the optimal trajectory length \( H^* \) can vary, the network has multiple output heads for each of the possible values for \( H^* \). To select which of the outputs to use, we use a separate classification network with 2 fully-connected layers with one-hot encoding trained using a cross-entropy loss.

We refer to the horizon classification and multiple output network as a HYDRA (Horizon Yielding Distillation through Retained Activations) network. The network yields both an optimal horizon length and the trajectory for that horizon. To train this network (detailed below), the trajectory output layers’ activation values for horizons not in the training sample are retained using a zero gradient so as to weight the contribution of the layers during backprop to the input layers.

In experiments, a neural network with a single output head was unable to produce a consistent result for predicting varied length horizons. We conjecture that the discontinuity between trajectories of different horizon lengths made it difficult to learn. In contrast, we found that a network was able to accurately learn a function for a single horizon length, but was computationally and space inefficient, as each network should be able to share information about the function between the horizons. This lead to the proposed design in which a single network with multiple output heads shares weights through multiple shared input layers.

Dataset Generation

We propose generating a training dataset by randomly sampling start and end pairs from the likely distribution of tasks. E.g., in a warehouse pick-and-place operation, the pick frames will be constrained to a volume defined by the picking bin, and the place frames will be constrained to a volume defined by the placement or packing bin. For each random input, we generate optimized trajectories for all time horizons from \( H_{max} \) to the optimal \( H^* \). While this process generates more trajectories than necessary, generating each trajectory is efficient since the optimization for a trajectory of size \( H \) warm starts from the trajectory of size \( H+1 \). Overall, this process is efficient, and with parallelization can quickly generate a large training dataset.

This process can also help detect if the analysis of the maximum trajectory duration was incorrect. If all trajectories are significantly shorter than \( H_{max} \), then one may reduce number of output heads. If any trajectory exceeds \( H_{max} \), then the number of output heads can be increased.

We also note that in the case where the initial training data does not match the operational distribution of inputs, the result may be that the neural network produces sub-optimal motions that are substantially kinematically and dynamically infeasible. In this case, the subsequent pass through the optimization (See Sec. 2.4.3) will fix these errors, though with a
longer computation time. We propose, in a manner similar to DAgger [41], that trajectories from operation can be continually added to the training dataset for subsequent training or refinement of the neural network.

**Training**

To train the network in a way that encourages matching the reference trajectory while keeping the output trajectory kinematically and dynamically feasible, we propose a multipart loss function $L$. This loss function includes: a weighted sum of mean-squared error (MSE) loss on the trajectory $L_T$, a boundary loss $L_B$ which enforces the correct start and end positions, and a dynamics loss $L_{dyn}$ that enforces the dynamic feasibility of the trajectory. The MSE loss is the mean of the sum of squared differences of the two vector arguments:

$$L_{MSE}(\tilde{a}, a) = \frac{1}{n} \sum_{i=1}^{n} (\tilde{a}_i - a_i)^2.$$  

The dynamics loss attempts to mimic the convex constraints of the SQP. Given the predicted trajectories $\tilde{X} = (\tilde{x}_H^{\text{min}}, ..., \tilde{x}_H^{\text{max}})$, where $\tilde{x}_h = (\tilde{q}_h, \tilde{v}_h, \tilde{a}_h, \tilde{j}_h)$ and the ground-truth trajectories from dataset generation $X = (x_H^{\text{*}}, ..., x_H^{\text{max}})$, the loss functions are:

$$L_T = \alpha_q L_{MSE}(\tilde{q}, q) + \alpha_v L_{MSE}(\tilde{v}, v) + \alpha_a L_{MSE}(\tilde{a}, a) + \alpha_j L_{MSE}(\tilde{j}, j)$$

$$L_B = L_{MSE}(\tilde{q}_0, q_0) + L_{MSE}(\tilde{q}_H, q_H)$$

$$L_{dyn} = \frac{1}{h} \sum_{t=0}^{h-1} \left\| \tilde{q}_t + t_{\text{step}} \tilde{v}_t + \frac{1}{2} t_{\text{step}}^2 \tilde{a}_t + \frac{1}{6} t_{\text{step}}^3 \tilde{j}_t - \tilde{q}_{t+1} \right\|^2$$

$$+ \frac{1}{h} \sum_{t=0}^{h-1} \left\| \tilde{v}_t + t_{\text{step}} \tilde{a}_t + \frac{1}{2} t_{\text{step}}^2 \tilde{j}_t - \tilde{v}_{t+1} \right\|^2$$

$$+ \frac{1}{h} \sum_{t=0}^{h-1} \left\| \tilde{a}_t + t_{\text{step}} \tilde{j}_t - \tilde{a}_{t+1} \right\|^2$$

$$+ \frac{1}{h} \sum_{t=0}^{h-1} \left\| \frac{1}{t_{\text{step}}} (\tilde{j}_{t+1} - \tilde{j}_t) - \frac{1}{t_{\text{step}}} (\tilde{j}_{t+1} - \tilde{j}_t) \right\|^2$$

$$L^h = \alpha_T L_T^h + \alpha_B L_B^h + \alpha_{dyn} L_{dyn}^h,$$

where values of $\alpha_q = 10$, $\alpha_v = 1$, $\alpha_a = 1$, $\alpha_j = 1$, $\alpha_B = 4 \times 10^3$, and $\alpha_{dyn} = 1$ were chosen empirically. This loss is combined into a single loss for the entire network by summing the losses of all horizons while multiplying by an indicator function for the horizons that are valid:

$$L = \sum_{h=H_{\text{min}}}^{H_{\text{max}}} L^h \mathbb{1}_{[H^{\text{*}}, H_{\text{max}}]}(h).$$

As the ground-truth trajectories for horizons shorter than $H^{\text{*}}$ are not defined, we must insure that some finite data is present so that the multiplication an indicator value of 0 results in 0 (and not NaN). Multiplying by indicator function in this way results in a zero gradient for the part of the network that is not included in the trajectory data.
Figure 2.4: The fast motion planning pipeline. The pipeline has three phases between input and robot execution. The first phase estimates the trajectory horizon $H^*$ by computing a forward pass of the neural network. The second phase estimates the trajectories for $H^*$ to create an initial trajectory for the sequential quadratic program (SQP) optimization process. The SQP then optimizes the trajectory, insuring that it meets all joint kinematic and dynamic limits so that it can successfully execute on a robot.

During training we observed that the network would often exhibit behavior of co-adaptation in which it would either learn $L_T$ or $L_{\text{dyn}}$ but not both. This showed up as a test loss for one going to small values, while the other remained high. To address this problem we introduced dropout layers \cite{42} with dropout probability $p_{\text{drop}} = 0.5$ between each fully-connected layer, shown in Fig. 2.2. We annealed $p_{\text{drop}}$ to 0 over the course of the training to reduce the loss further.

2.4.3 Fast Pipeline for Trajectory Generation

The end goal of this proposed motion-planning pipeline is to generate feasible, time-optimized trajectories quickly. The SQP computes feasible, time-optimized trajectories, but is slow when starting from scratch. The HYDRA neural network computes trajectories quickly (e.g., the forward pass on the network in the results section requires $\sim 1 \text{ ms}$ to compute), but without guarantees on correctness. In this section we propose combining the properties of the SQP and HYDRA into a pipeline (see Fig. 2.4) to get fast computation of correct trajectories by using a forward pass on the neural network to warm start the SQP.

The first step in the pipeline is to compute $\tilde{H}^*$, an estimate of the optimal time horizon $H^*$. This requires a single forward-pass through the one-hot classification network. Since predicting horizons shorter than $H^*$ result in an infeasible SQP, it can be beneficial to either compute multiple SQPs around the predicted horizon, or increase the horizon if the difference in the one-hot values for $\tilde{H}^*$ and $\tilde{H}^* + 1$ is within a threshold.

The second step in the pipeline is to compute $\tilde{x}^{(0)}$, an estimate of the time-optimal trajectory for $\tilde{H}^*$ using a forward pass through the HYDRA network.

The final step is to compute the trajectory using $\tilde{x}^{(0)}$ to warm start the SQP. In this step, since the warm-start trajectory is close to the final trajectory and generating a smooth training dataset is not a requirement, we can speed up the SQP process by relaxing the termination conditions to the tolerances of the robot and task, e.g., terminating when the
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Figure 2.5: Physical experiment executing jerk-limited motion computed by DJ-GOMP on a UR5. The motion starts by picking an object from the right bin (A), moves over the divider (B), (C), (D), and ends after placing the object in the left bin (E). Without the jerk limits, the motion takes 448 ms but results in a high jerk at the beginning and end of the motion, which in this case causes the UR5 robot to overshoot its end frame by a few millimeters. With jerk limits, the motion takes 544 ms, reduces wear, and does not overshoot the end frame.

pick point (and other constraints) is within $10^{-3}$ meters of the target frame, instead of the $10^{-6}$ meters used in dataset generation.

We observe that symmetry in grippers, such as found in parallel and multi-finger grippers, means that multiple top-down grasps can result in the same contact points (e.g., see Fig. 2.1 (A) and (D)). In this setting, we can use $\tilde{f}_H(\cdot)$ to estimate optimal horizons for all the grasp configurations and quickly select the one with the lowest horizon. Experimentally, we find that breaking ties for optimal horizons using the associated one-hot values, leads to faster trajectory optimization compute times.

2.5 Experiments

We test DJ-GOMP on physical UR5 robot fitted with a Robotiq 2F-85 parallel gripper. In the experiment setup (see Fig. 2.5), the robot must move objects from one fixed bin location to another. We set DJ-GOMP to be constrained according to the specified joint configuration and velocity limits of the UR5. We derived an acceleration limit based on the UR5’s documented torque and payload capacity, and we limit the jerk to a multiple of the computed acceleration limit. In practice, we surmise that an operator would define jerk limits by taking into account the desired service life of the robot.

To generate train/test data for the deep neural network, we use all 80 hardware threads of an NVIDIA DGX-1 to compute 100 000 optimized input+trajectory pairs, $\left( [g_0^T \ g_H^T]^{\top}, x^* \right)$ pairs,
where $x^*$ is the discretized trajectory. The J-GOMP optimizer is written in C++ and uses OSQP [46] as the underlying QP solver. The inputs it generates consist of random pick ($t_0$) and place ($t_H$) translations drawn uniformly from the pick and place physical space. For each generated translation, we also generate a top-down rotation angle ($\theta_0$ and $\theta_H$) uniformly drawn from $[0, \pi]$. Since a parallel gripper’s grasp has an equivalent, though kinematically different (see Fig. 2.1 (a) and (d)), grasp with a $180^\circ$ rotation, for each translation+rotation grasp we also add its rotation by $180^\circ$. Thus for each random $t_0^T$, $t_H^T$ pair, we add 4 grasp frames with rotation ($\theta_0$, $\theta_H$), ($\theta_0 + \pi$, $\theta_H$), ($\theta_0$, $\theta_H + \pi$), ($\theta_0 + \pi$, $\theta_H + \pi$) and their trajectories. We train the deep network with the Adadelta [47] optimizer for 50 epochs after initializing the weights using a He Uniform initializer [48]. The network architecture and optimization framework are written in Python using PyTorch. All training and deep network computations are accelerated by GPUs on NVIDIA DGX-1’s Tesla V100 SXM2 GPU and Intel Xeon E5-2698 v4 CPUs.

To evaluate the ability of the deep-learning approach of DJ-GOMP to speed up motion planning, we compute 1000 random motion plans both without and with deep-learning-based warm start and plot the results in Fig. 2.6. The median compute time without deep-learning is 29.0 s. Using a network to estimate the optimal time horizon but not the trajectory, can speed up computation significantly, but at a cost of increased failure rate. Using the network to both predict the time horizon and the warm-start trajectory results in a median with deep-learning of 80 ms; when compared to J-GOMP, this shows 2 orders of magnitude improvement, an approximate 300x speedup.

To evaluate the effect on the optimality of the computed trajectories, we compare the sum-of-squared jerks between trajectories generated with the full SQP vs. those generated with a warm-started prediction with the optimal horizon. We observe over 99% of the test trajectories are within $10^{-3}$ of each other, which is an error value that is within the tolerance bounds we set for the QP optimizer. For a small fraction (less than 1%), we observe the warm-started optimization and the full optimization find different local minima, without clear benefit to either optimization.

As the optimality of the trajectory and the failure rate is dependent on accurately predicting the optimal time horizon of a trajectory, we separately evaluate this prediction. We observe that shorter values of the horizon lead inevitably to SQP failures, while longer values lead to suboptimal trajectories. Since failures are likely to be more problematic than slightly slower trajectories, we propose a simple heuristic to predict longer horizons. When the network predicts a horizon longer than the optimal, we observe that the optimization of trajectories with sub-optimal horizon can be faster than that of the optimal horizon (shown in Fig. 2.6 (B)). This is likely due to the sub-optimal trajectory being less constrained and thus faster to converge. In practice, we propose that using a readily-available multi-core CPU to simultaneous compute multiple SQPs for different horizons around the estimated horizon would be a practical way to address the failures and sub-optimal trajectories. However, if constrained to a single-core computation, using an longer horizon may also be practical as the compute time saved may be more than time saved by using the optimal horizon.
Figure 2.6: **Compute time distribution for 1000 random motion plans.** In these plots the $x$-axis shows total compute time in seconds for a single optimized trajectory. Plot (A) extends to 90 seconds, while plots (B) and (C) extend to 1 second. The $y$-axis shows the distribution compute time required. The full optimization process without the deep-learning prediction, shown in the histogram in (A), requires orders of magnitude longer to compute. Using a deep network to predict the optimal time horizon for a trajectory, but not warm-starting the trajectory (B) leads to improvements in compute time, though with increased failures. Using the deep network to compute a trajectory to warm start the optimization (C) further improves the compute time. In (C), the plots include results for both estimated trajectory horizon $H$, and the exact $H$ from the full optimization to show the effect of misprediction of trajectory length—inexact predictions can result in a faster compute time, since the resulting trajectory is sub-optimal, thus less tightly constrained. The upper limit on the $x$-axis is shown in red to highlight the difference in scale—plots (B) and (C) are magnified by 2 orders of magnitude.
Figure 2.7: Maximum jerk and timing comparisons for 1000 pick-place pairs computed with PRM*, TrajOpt, and DJ-GOMP. These graphs compare motion plan (A) jerk, (B) compute time, (C) motion time, and (D) combined compute+motion time. The filled boxes spans the first through third quartile with a horizontal line at the median. The whiskers extend from the minimum to maximum values. Paths computed by Probabilistic Road Map Star (PRM*) [2, 3] and TrajOpt [5] are subsequently optimally time parameterized [49]. The time parameterization does not limit jerk as DJ-GOMP does, which allows for faster but high jerk motions. Even so, as DJ-GOMP directly optimizes the path, unlike PRM* and TrajOpt, DJ-GOMP generates the fastest motions; while its deep-learning-based warm start allows for fast compute and motion times.

To evaluate the effect on failure rate, we record the number of failures with both cold-started and warm-started optimization with the optimal horizon (observing that predicting short horizon is the other source of failures). Cold-started optimizations fail 10.7%, while warm-started optimizations fail 5.7%. These failures occur because the optimizer cannot move the trajectory into a feasible region due to the tight constraints. In experiments, the failure rate went down with additional training data and longer network training, suggesting further improvement is possible.

We compare compute-time and motion-time performance to Probabilistic Road Maps “Star” (PRM*) [2, 3] and TrajOpt [5]. For PRM*, we precompute graphs of 10k, 100k, and 1000k vertices over the workspace in front of the robot. As PRM* is an asymptotically optimal motion planner, graphs with more vertices should produce shorter paths, at the expense of longer graph search time. For TrajOpt we configure the optimization parameters to match that of DJ-GOMP, observing that this improves success rate over the default. Straight-line initialization in TrajOpt fails in this environment due to the bin wall between the start and end configurations—while DJ-GOMP’s specialized obstacle model moves the trajectory out of collision, TrajOpt’s obstacle model result in linearizations that do not push the trajectory out of collision. We thus initialize TrajOpt with a trajectory above the obstacles in the workspace. Since both PRM* and TrajOpt do not directly produce time-parameterized
trajectories, we use Kunz et al.’s method [49] to compute time-optimal time parameterization. This time-parameterization method first “rounds corners” by adding smooth rounded segments to connect the piecewise linear motion plan from PRM* before computing the optimal timing for each waypoint. Without the rounded corners, the robot would have to stop between each linear segment of the motion plan to avoid an instantaneous infinite acceleration. The radius of the corner rounding is tunable, however rounding corners too much, can result in a motion plan that collides with obstacles. This time parameterization also does not minimize or limit jerk, and thus produces high jerk trajectories with peaks in the range $5 \times 10^5$ to $8 \times 10^5$ rad/s$^3$ (Fig. 2.7 (a)), and meaning that they should have an advantage in motion time over jerk-limited motions (Fig. 2.8). As a final step, since 180-degree rotated parallel jaw grasps are equivalent, we compute trajectories for each pick and place combination and select the fastest motion. The results for 1000 pick-place pairs are shown in Fig. 2.7. We observe that PRM* has consistent fast compute times, but produces the slowest trajectories. TrajOpt is slower to compute but produces faster trajectories than PRM*. DJ-GOMP, since it directly optimizes for a time-optimal path, produces the fast motions, while the deep-learning horizon prediction and warm start allow it to compute quickly despite complex constraints, and result in the overall fastest combined compute and motion time.

To evaluate whether motion plans that DJ-GOMP generates work on a physical robot, we have a UR5 follow trajectories that DJ-GOMP generates. An example motion is shown in Fig. 2.5. The UR5 controller does not allow the robot to exceed joint limits and issues an automated emergency-stop when it does. The trajectories that DJ-GOMP generates are constrained to the documented limits, and thus do not cause the stop. However, we have observed that, without jerk limits, a high-jerk trajectory can cause the UR5 to overshoot its target and bounce back. With DJ-GOMP’s jerk-limited trajectories the UR5 empirically does not overshoot.

2.6 Discussion and Future Work

We presented DJ-GOMP, a deep-learning approach to time-optimal jerk-limited grasp optimized motion planning. DJ-GOMP, like its predecessor GOMP, allows pick and place frames to be considered in the optimization, e.g., when gripper design and grasp analysis mean moving around one or more degrees of freedom will result in the same quality of grasp. To address the long compute time of the optimization process, DJ-GOMP computes an approximation of the optimization using a deep neural network. While the neural network computes trajectories quickly, it does not guarantee that the trajectory is kinematically or dynamically feasible. As a final step, DJ-GOMP performs a constrained optimization warm started with the network’s trajectory resulting in fast computation of smooth, jerk-limited, time-optimal motion plans. In future work we will explore expanding DJ-GOMP to additional robots performing more varied tasks that would include increased variation of start and goal configurations and in more complex environments. We will also explore additional
Figure 2.8: **Jerk limit’s effect on computed and executed motion.** We plot the jerk (y-axis) of each joint in rad/s$^3$ over time in milliseconds (x-axis) as computed (A) without jerk limits, and (B) with jerk limits. Without jerk limits, the optimization computes trajectories with large jerks throughout the trajectory (shown in shaded regions). With jerk limits each joint stays within the defined limits (the dotted lines) of the robot.

deep-learning approaches to find better approximations of the optimization process, and thus allow for faster warm starting of the final optimization step of DJ-GOMP.
Chapter 3

GOMP-FIT: Making Fast Object Transport Reliable

The previous chapter discusses how to combine deep learning and optimization to speed up collision-free motions for object transport. However, accelerating too fast with a parallel-jaw gripper can lead to increased drops, content spill and damage the product. GOMP-FIT increases transport reliability of parallel-jaw grippers by introducing end-effector acceleration constraints into the GOMP optimization.

3.1 Introduction

Fast and reliable robot pick-and-place motion is increasingly a bottleneck in automated warehouses. Motions that are too slow, while usually safe, reduce robot throughput, while motions that are too fast can be unreliable, leading to dropped objects due to shearing forces between the object and the gripper that holds it. Prior work, Grasp-Optimized Motion Planning (GOMP [9]), showed that simultaneously optimizing grasp pose and pick-and-place motion could allow for rapid object transport. However, given the torque available to industrial robot arms, the high-speed motions that GOMP generates could lead to product damage and spills. In this chapter, we propose a fast inertial transport (FIT) problem and algorithm to address it, in which a robot transports objects at high speeds, banking and limiting motions against inertial forces to safely and reliably place the object.

To enable FIT, we propose Grasp-Optimized Motion Planning for Fast Inertial Transport (GOMP-FIT) which computes time-optimized motions while taking into account end-effector and object acceleration constraints imposed by the object being transported. GOMP-FIT incorporates constraints for open-top container and fragile object transport, combinations thereof, and potentially more. For open-top containers, GOMP-FIT aligns inertial accelerations so that the contents remain in the container. For fragile-object transport, GOMP-FIT limits the magnitude of accelerations of the transported object to avoid exceeding a shock threshold. For fragile open-top containers, GOMP-FIT constrains both magnitude and align-
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Figure 3.1: **High-speed transport-aware motion planning Top left:** without considering inertial effects, fast transport can lead to spills and damage. **Top right:** GOMP-FIT computes high-speed transport motions for objects such as a filled wineglass, without spilling or breaking fragile objects. **Bottom:** GOMP-FIT constrains the alignment between the end-effector accelerations due to inertial forces and gravity (cyan arrow), against the normal defined by the container (green arrow). Here it is limited to 30°. The optimization rotates the robot’s joints to keep within the constraint.

In experiments, a physical UR5 robot transports various objects with end-effector acceleration requirements, including: transporting cups filled to various levels with beads without spilling their contents, transporting an IMU to measure accelerations that a fragile object would experience in transit, and moving a filled wineglass. Experiments suggest that GOMP-FIT can achieve near 100% success on these tasks while slowing as little as 0% when there are few obstacles, 30% when there are high obstacles and 45-degree tolerances, and 50% when there are 15-degree tolerances and few obstacles compared to GOMP. This chapter provides the following contributions: (1) A formulation of the fast inertial transport motion planning problem; (2) A sequential convex program, including non-convex constraints on accelerations at the end-effector, and a sequential quadratic program to solve it; and (3) Data from experiments on a physical UR5 robot transporting cups filled with beads, a fragile object and a filled wineglass.
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3.2 Related Work

Motion planning seeks to produce paths from start to goal while avoiding obstacles. Sampling-based motion planners such as PRM [2], RRG [3], and RRT [4] have favorable properties such as probabilistic completeness and asymptotic optimality, but they may be slow to converge. Such planners also typically require a post-processing step to remove redundant or jerky motion. Optimization-based motion planners such as TrajOpt [5], STOMP [6], CHOMP [7], and KOMO [8] can produce smooth trajectories while fulfilling a set of constraints such as obstacle avoidance through interior point optimization, stochastic gradients, and covariant gradient descent. In prior formulations, the trajectory is discretized into a series of waypoints with a minimization objective such as sum of squares velocity. Motion planners such as GOMP [9] and DJ-GOMP [50] add dynamics constraints and shrinking horizon lengths to find a time-optimized trajectory, and apply jerk limits to avoid damaging the robot. Unlike previous work, this chapter applies additional constraints to the end-effector acceleration to prevent an object held by a robot arm from damage or detachment in high-acceleration trajectories, something that constraints on configurations and their derivatives alone cannot do.

Placing constraints on the end-effector motion path is a requisite part of many problems, including fast inertial transport. Yao and Gupta [51] address the path-planning problem with general end-effector constraints by exploring the task space for feasible end-effector poses through a sampling-based planner. Li et al. [52] propose using RL to compute motion plans for dual-arm manipulators with floating base in space. They propose to take into account a velocity constraint of the end-effector in the planning process to improve the robustness of the algorithm. But these methods do not support acceleration constraints for the fast inertial transport problem we propose.

Dynamic manipulation research uses dynamic properties such as momentum to achieve a task—whether prehensile or non-prehensile. Lynch and Mason [53] exploit centrifugal and Coriolis forces to manipulate objects using low-degree-of-freedom robots. Lynch and Mason [54] also formulate an SQP for dynamic non-prehensile manipulation of objects, such as snatching, throwing, and rolling. They integrate constraints based on a 2D formulation of the problem but do not consider obstacles. Srinivasa et al. [55] propose employing constraints on accelerations at the end point to perform dynamic non-prehensile rotation of an object. Kim et al. [56] propose a method to rapidly computes motions to catch an object in flight. Mucchiani and Yim [57] propose a method to use inertial effects to dynamically sweep up an object and stabilize it using a passive end-effector. In contrast, we propose a 3D prehensile planner for safe and reliable object transport around obstacles.

A promising line of research, especially for objects with unknown or difficult-to-model dynamics, is to employ learning. Zeng et al. [58] propose TossingBot that learns parameters of a pre-defined dynamic motion to throw objects into target bins. Zhang et al. [zhang2021rotla] propose a method that learns a sweeping dynamic motion for ropes to hit targets, weave through obstacles, or knock objects down. Wang et al. [59] propose SwingBot, that uses inhand tactile feedback to learn how to swing up previously unseen ob-
jects. These methods rely on a learned model for dynamic manipulation, while we propose using Newtonian physics.

Another promising approach is to combine dynamics considerations and sampling-based planning. Pham et al. \[60, 61\] proposed admissible velocity propagation (AVP) and a method to perform kinodynamic planning in a reduced dimensionality state space, and Lertkultanon and Pham \[62\] formulate a ZMP constraint for AVP and integrate bi-directional RRT to non-prehensile object transportation. Unlike the AVP formulation, GOMP-FIT integrates all constraints, including collision, in a single optimization.

To enable real-world interaction between robots and the environments they touch, researchers have looked into optimizing motions with contacts. Posa and Tedrake \[63\] and Posa et al. \[64\] propose simultaneously optimizing trajectories and contact points. Hauser \[65\] proposes a trajectory optimization that considers contact forces and convex time scaling. Luo and Hauser \[66\] propose integrating feedback and learning to integrate confidence into the optimization, and apply it to the Waiter’s Problem of stably transporting objects on a moving platform. While these methods consider contacts, they do not consider obstacle avoidance.

Most closely related to this chapter is research into transport of objects that takes into account inertial effects. Bernheisel and Lynch \[67\] propose a Waiter’s Problem in which object assemblies are stably transported subject to inertial and gravity forces. They focus on multi-part assemblies and assume quasistatic motion in which only the velocity direction matters. In contrast we focus on a containment and acceleration-based inertial effects. Wan et al. \[68\] demonstrates beverage transport with jerk limits help prevent spills during transport. In contrast, we show that jerk limits alone will not prevent spills when using a manipulator arms. Acharya et al. \[69\] propose methods to apply minimum-time s-curve trajectories to the Waiter’s Problem. To transport objects with unknown mass parameters, Lee and Kim \[70\] perform online estimation of payload parameters to integrate into the trajectory generation for cooperative aerial manipulators. For fast transport of objects held in a suction grasp, Pham and Pham \[71\] propose combining RRT with a trajectory time parameterizer that remains within the suction contact stability constraint. In contrast, we propose a single optimization process that incorporates all necessary constraints to perform fast inertial transport.

While the primary intent for GOMP-FIT is not liquid transport, in experiments we show spill-free transport of a liquid. The related problem of slosh-free transport requires constraining accelerations of a container. Chen et al. \[72\] add liquid transport to the Waiter’s problem and use an acceleration filter to orient the end-effector to counter sloshing effects through Cartesian control. Arribowo et al. \[73\] decouple liquid transport into two steps: computing a translation trajectory, then input shaping to counter sloshing by rotating the end-effector. Yano et al. \[74\], Reyhanoglu et al. \[75\], Consolini et al. \[76\] and Moriello et al. \[77\] propose using feedback and feed-forward control to avoid sloshing under varying assumptions such as linear actuation and absence of obstacles. In contrast to these works, GOMP-FIT integrates end-effector acceleration constraints into a single time-optimizing method.
3.3 Problem Statement

Let $q \in \mathcal{C}$ be the complete specification of a robot's degrees of freedom, where $\mathcal{C}$ is the space of all configurations. Let $\mathcal{C}_{\text{obs}} \subset \mathcal{C}$ be the set of configurations that are in an obstacle, and $\mathcal{C}_{\text{free}} = \mathcal{C} \setminus \mathcal{C}_{\text{obs}}$ be the set of configurations that are not in collision. Let $f_k : \mathcal{C} \to SO(3)$ be the forward kinematics function that computes the pose of the object in the robot's end-effector. Let $f_k^{-1} : SE(3) \to \mathcal{C}$ be an inverse kinematic (IK) function that computes the robot's configuration, given a desired location of the end-effector. The IK function may not always have a solution, and may not have a unique solution. Let $x_T = \begin{bmatrix} q^T & \dot{q}^T & \ddot{q}^T \end{bmatrix} \in \mathcal{X}$ be the dynamic state of the robot at any moment in time, including the first and second derivative of the robot's configuration. Let $f_a : \mathcal{X} \to \mathbb{R}^3$ be the linear acceleration at the end-effector including gravity and the inertial (fictitious) forces: Euler, Coriolis, and centrifugal.

Given a starting grasp $g_{\text{pick}} \in SE(3)$ and a placement pose $g_{\text{place}} \in SE(3)$, and constraints on the end-effector accelerations, the objective of GOMP-FIT is to compute a trajectory $\tau : [0, T] \to \mathcal{C}$, where $T$ is the duration, $\tau(t) \in \mathcal{C}_{\text{free}}$, $f(\tau(0)) = g_{\text{pick}}$, $f(\tau(T)) = g_{\text{place}}$, and the end-effector acceleration constraints are met at all $\tau(t)$. Furthermore, the objective is to minimize the total trajectory time, subject to the robot's actuation limits. Thus,

$$\arg \min_\tau \quad T(\tau)$$

$$\text{s.t.} \quad f_k(\tau(0)) = g_{\text{pick}}, \quad f_k(\tau(T)) = g_{\text{place}}$$

$$\tau(t) \in \mathcal{C}_{\text{free}} \quad \forall t \in [0, T]$$

$$\tau(t), \dot{\tau}(t), \ddot{\tau}(t) \in \text{joint limits} \quad \forall t \in [0, T]$$

$$f_a(\tau(t)) \in \mathcal{A}$$

where $T(\tau)$ is the trajectory’s duration in seconds (and referenced without parameters equivalently), and $\mathcal{A}$ is the set of problem-specific end-effector acceleration constraints, such as keeping open-top container contents or avoiding excessive shock.

3.4 Method

To compute a high-speed motion that remains within end-effector acceleration constraints, we first discretize the problem, then formulate a non-convex optimization, and finally solve the optimization using a sequence of sequential quadratic programs based on TrajOpt and GOMP.

3.4.1 GOMP Background

GOMP-FIT is built on Grasp-Optimized Motion Planning (GOMP). GOMP computes a time-optimized obstacle-avoiding trajectory that incorporates a degree of freedom around pick and place points. This section reviews the GOMP formulation and optimization process.
Trajectory Discretization

To facilitate solving the GOMP-FIT optimization problem, we first formulate a discretization of the trajectory. The discretization serves a second purpose—all industrial robots operate with a fixed control frequency, and can follow trajectories at only that rate or an integer multiple of it. GOMP and GOMP-FIT first define a fixed number of waypoints $0, 1, \ldots, H$, each separated by a fixed time step $t_{\text{step}}$. The time step should be an integer multiple of the robot’s control frequency, and $H$ should be sufficient to allow the problem to be solved (more details in Sec. 3.4.1). Each waypoint $x_t$ includes a configuration $q_t$ and first and second derivatives $\dot{q}_t$ and $\ddot{q}_t$.

To approximate $\dot{q}_t$ and $\ddot{q}_t$, we have the optimization process enforce a dynamics constraint between each waypoint in the following form:

$$
q_{t+1} = q_t + \dot{q}_t t_{\text{step}} + \left(\frac{1}{3} \ddot{q}_t + \frac{1}{6} \dddot{q}_{t+1}\right) t_{\text{step}}^2 \tag{3.4.1}
$$

$$
\dot{q}_{t+1} = \dot{q}_t + \frac{1}{2} (\ddot{q}_t + \dddot{q}_{t+1}) t_{\text{step}} \tag{3.4.2}
$$

This discretization comes from integrating a linear jerk between waypoints.

Sequential Convex Optimization

To solve the discretized problem, we formulate and solve a sequential quadratic program of the following form:

$$
\min_x \quad \frac{1}{2} x^T P x + p^T x \\
\text{s.t.} \quad A x \leq b,
$$

where $P$ is a positive semi-definite matrix for the quadratic costs, $p$ is a linear cost vector, and the matrix $A$ and vector $b$ define the linear constraints.

We construct $A$ and $b$ to include the convex constraints: (a) the dynamics from equations 3.4.1 and 3.4.2; (b) the actuation limits, e.g., box bounds of configuration, velocity, and acceleration; and (c) jerk limits from the finite difference of accelerations.

To handle non-convex constraints from (i) grasp and placement configurations and degrees of freedom; (ii) obstacle avoidance; and (iii) end-effector acceleration limits, we add linearizations of the constraints to $A$ and $b$ with slack variables constrained to be positive.

As with GOMP, we establish the trust region around the configurations of the waypoints, and leave the other optimization variables (e.g., $\dot{q}_t$ and $\ddot{q}_t$) otherwise untouched.

Linearization of Non-Convex Constraints

To enable obstacle avoidance, grasp-optimization, and now acceleration constraints, GOMP and GOMP-FIT formulates a (non-convex) constraint of the form $g(x) \leq c$, and linearizes
Figure 3.2: Frames and parameters used in GOMP-FIT computation. Each set of arrows is a coordinate frame associated with a joint. The recursive Newton-Euler algorithms computes angular velocities and their derivatives, and linear accelerations at each frame $R$. The translation between frames $r$. At the end-effector, $f_n(q)$ is the normal we align to inertial forces.

the function around the current iterate $x^{(k)}$ as:

$$J_g x^{(k+1)} \leq J_g x^{(k)} - g(x^{(k)}) - c,$$

where $J_g$ is the Jacobian evaluated at $x^{(k)}$, and $x^{(k+1)}$ is the optimization variable for the next iteration. These coefficients are then added to $A$ and $b$.

**Time Optimization**

To minimize trajectory time, GOMP and GOMP-FIT repeatedly solve the optimization with a shrinking horizon $H$ until the SQP returns failure, and uses trajectory from the minimum horizon that succeeded.

### 3.4.2 GOMP-FIT End-Effector Acceleration Constraints

To constrain inertial effects, we first compute the acceleration at the end-point due to gravity, Euler, Coriolis, and centrifugal forces; and then form the constraint. To compute the effect of all joint motions on the end-effector acceleration, we employ the forward pass of the Recursive Newton Euler (RNE) method [78], summarized in Alg. 4. RNE requires the rotation $i^{-1}R_i$ between joints $i - 1$ and $i$; the angular velocity vector $\omega$ and its derivative $\dot{\omega}$; and the translation between successive joints $r_i$. We do not use the backward pass of the RNE, as the forward pass is sufficient.

We compute the acceleration at the end-effector $a_{ee} = g - \text{RNE}(q, \dot{q}, \ddot{q})$, where $g$ is the gravity vector. We define $f_n(q) : \mathcal{C} \to \mathbb{R}^3$ as the forward kinematic to the grasp vector (Fig. 3.1)—i.e., normal of a container’s surface. We then formulate the non-convex constraints for object transport. For notation convenience, we omit the subscript $t$, but these constraints apply to all waypoints.
Algorithm 4 Recursive Newton Euler

1: Input: Configuration and its derivatives $q, \dot{q}, \ddot{q}$
2: /* Notation: $q[i] \in \mathbb{R}$ is $i$-th joint angle */
3: $\omega_0, \dot{\omega}_0, a_0 \leftarrow 0, 0, 0$
4: for $i = 1, 2, \ldots,$ number of joints do
5: $\omega_i \leftarrow i^{-1} R_i^T (\omega_{i-1} + \dot{q}[i] z_i)$
6: $\dot{\omega}_i \leftarrow i^{-1} R_i^T (\dot{\omega}_{i-1} + \ddot{q}[i] z_i + \dot{q}[i][\omega_{i-1} \times z_i])$
7: $a_i \leftarrow i^{-1} R_i^T a_{i-1} + \dot{\omega}_i \times r_i + \omega_i \times (\omega_i \times r_i)$
8: return $0 R_N a_N$

Open-Top Containers

To transport open-top containers, we constrain trajectories to keep the acceleration at the end-effector within a user-defined threshold angle $\theta_{\text{max}}$ of the container normal (Fig. 3.1). This constraint has the form:

$$\cos^{-1}(\hat{a}_{\text{ee}} \cdot f_n(q) / \|\hat{a}_{\text{ee}}\|) \leq \theta_{\text{max}}.$$  \hspace{1cm} (3.4.3)

This can equivalently be expressed as

$$a_{\text{ee}} \cdot f_n(q) / \|a_{\text{ee}}\| \geq \cos \theta_{\text{max}}.$$

Fragile Objects

When transporting fragile objects, we constrain trajectories to avoid exceeding a threshold acceleration $a_{\text{max}}$ in any direction. This constraint is:

$$\|a_{\text{ee}}\| \leq a_{\text{max}}.$$  \hspace{1cm} (3.4.4)

Combining Constraints

When transporting fragile objects in open-top containers, it is possible to include both Eqn. (3.4.3) and Eqn. (3.4.4) as independent constraints.

3.4.3 Minimization Objective

As the constraints on end-effector accelerations and their linearizations depend on the velocity and acceleration of the configuration, we find that adding a minimization objective based on the sum-of-squared velocities or accelerations can work against the linearizations. These objectives tend to “pull” trajectories against the constraints. We thus minimize the sum-of-squared jerks of the trajectory using a finite difference between waypoints:

$$\frac{1}{t_{\text{step}}^2} \sum_{t=0}^{H-1} (\ddot{q}_{t+1} - \ddot{q}_t)^2.$$
In practice, we find that assigning different weights to different joints benefits motion computation. Specifically, we weigh joints closer to the base higher than joints closer to the end-effector, encouraging those joints to focus more on producing a smooth overall motion with minimal jerk whereas joints near the gripper are encouraged to fulfill other problem-specific constraints such as the start goal constraint.

3.5 Experiments

We experiment with GOMP-FIT on a UR5 physical robot performing a series of tasks in which success is dependent on constraints on the end-effector acceleration. These tasks are: (1) transporting an open-top container without spilling contents, (2) transporting a fragile object without exceeding an acceleration threshold (3) transporting wine held in a wine glass without spilling, or dropping the wineglass.

For baselines, we run both GOMP and J-GOMP. This also forms an ablation in that GOMP-FIT without the acceleration constraints is J-GOMP, and J-GOMP without the jerk limits and minimization is GOMP, as GOMP instead minimizes sum-of-squared accelerations at the joints. Here, both GOMP and J-GOMP include a minor modification so that all baselines share the same dynamics constraints as GOMP-FIT. Additionally, we add baselines of GOMP(+H) and J-GOMP(+H), which are GOMP and J-GOMP but with the same
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<table>
<thead>
<tr>
<th>Tolerance</th>
<th>GOMP</th>
<th>J-GOMP</th>
<th>GOMP(+H)</th>
<th>J-GOMP(+H)</th>
<th>GOMP-FIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>45°</td>
<td>89.7%</td>
<td>46.4%</td>
<td>84.5%</td>
<td>37.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>30°</td>
<td>90.0%</td>
<td>48.0%</td>
<td>47.0%</td>
<td>100.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>20°</td>
<td>90.3%</td>
<td>50.0%</td>
<td>39.4%</td>
<td>100.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>15°</td>
<td>91.2%</td>
<td>54.4%</td>
<td>41.2%</td>
<td>100.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table 3.1: **Open-top container lost mass.** We measure the percentage of mass lost when performing the transport of an open-top container using various methods. The container starts with a consistent fill level for each tilt/tolerance angle.

<table>
<thead>
<tr>
<th>Metric</th>
<th>GOMP</th>
<th>J-GOMP</th>
<th>GOMP-FIT 45°</th>
<th>GOMP-FIT 2G</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td>330.9</td>
<td>121.7</td>
<td><strong>73.6</strong></td>
<td>82.5</td>
</tr>
<tr>
<td>IVE</td>
<td>255.3</td>
<td>61.1</td>
<td>94.5</td>
<td><strong>18.3</strong></td>
</tr>
</tbody>
</table>

Table 3.2: **Fragile object transport.** We compute two metrics with respect to the end-effector acceleration vector norm: the integrated error (IE) as the sum of absolute difference from the planned acceleration norm, and the integrated violation of the acceleration constraint (IVE). The end-effector holds a RealSense D435i camera with an IMU to compute the acceleration norm during the motion.

3.5.1 **Open-Top Container Transport**

To test if GOMP-FIT can transport an open-top container without spilling the contents, we task a UR5 robot to transport glass containing beads (Fig. 3.3). We vary the fill level based on a tilt-level. We tilt the container 45°, 30°, 20°, and 15°, and fill it so that the beads just barely stay and record the mass (Fig. 3.4). We then have GOMP-FIT compute motions that include the open-top transport constraint (Eqn. 3.4.3) matching the fill level, and execute the motion. We vary this for 3 different start-goal pairs and report the results in Tab. 3.1. From the results we observe that GOMP-FIT does not drop a single bead, while all other planners do. With the (+H) ablations, we observe that running slower is not sufficient for task success, as both baselines spill contents at the same trajectory duration—some of this is attributable to the end-effector taking a longer path to match the trajectory length. Best performing of the baselines is J-GOMP, which, while consistent with prior observations [68] that jerk limits reduce spills, limiting jerk alone is insufficient for fast inertial transport.

We also compare motion time to study how much time is lost due to the open-top
As we use beads (instead of liquids) for safety and ease of cleanup, we fill containers to just before spilling.

Figure 3.5: Open-top container transport time vs obstacle height. GOMP-FIT at various tilt thresholds and baselines compute a transport motion over a wall. Taller obstacles require longer paths and more time to clear.

The time loss is surprisingly small, as we observe that GOMP-FIT is able to compute motions that tilt against the inertial forces to keep the contents in the container—most of the time lost is in accelerating and decelerating the object at the beginning and end of the motion. As obstacle height increases and angle tolerances tighten, the safe passage takes more time to traverse. With shorter obstacles, GOMP’s lack of jerk constraints, requires reducing accelerations limits to prevent protective stops, resulting in worse performance than J-GOMP. Both J-GOMP and GOMP-FIT can run with higher acceleration limits.
Figure 3.6: **Transported IMU readings vs predicted acceleration magnitude** With an end-effector acceleration limit of 2G (green dashed line), GOMP-FIT 2G produces trajectories with IMU readings within a small error, whereas GOMP and J-GOMP have accelerations far exceeding the limit. GOMP-FIT 45° (without acceleration limits) track well with predictions but exceed the limit.

### 3.5.2 Fragile Object Transport

Transporting a fragile object may require limiting the end-effector acceleration to avoid damaging or dropping the object. To test if GOMP-FIT can reliably limit the end-effector acceleration, we attach a RealSense D435i camera with an Inertial Measurement Unit (IMU) to the UR5 robot end-effector and record the acceleration norm along the executed trajectories. We compute two metrics: the integrated error (IE) as the sum of absolute difference between the end-effector acceleration norm and the planned acceleration norm:

$$\sum (\|A_{IMU} - A_{traj}\|),$$

and the integrated violation error (IVE) as the difference between the end-effector acceleration norm and the acceleration limit:

$$\sum \max (0, \|A_{IMU}\| - \|A_{\text{max}}\|)$$
In experiments we set $A_{\text{max}} = 2G = 19.74 \text{m/s}^2$ and compare GOMP-FIT with a 2G acceleration limit, with the baselines GOMP, J-GOMP, and GOMP-FIT with a 45°-alignment constraint. The results are summarized in Table 3.2 and a qualitative result is presented in Fig. 3.6. From the measures, we observe that unlike baselines, GOMP-FIT is able to accurately limit accelerations, subject to errors inherent to the sensor and underlying controller.

### 3.5.3 Filled Wineglass Transport

To test GOMP-FIT for fast inertial transport of a liquid in an open-top container, we compute and execute a motion that transports a glass of wine over a barrier. Due to results of the experiments with the cup containing beads, and the damage (and stains) that would result from spills, we do not attempt any baseline method. This experiment is mostly qualitative, as we do not wish to probe the limits of the method in our current lab setup—however, during these experiments, the robot did not spill a drop. A preview of the accompanying video is in the top-right of Fig. 3.1.

### 3.6 Discussion and Future Work

We present GOMP-FIT, an optimizing motion planner that solves the fast inertial transport problem of transporting open-top containers, fragile objects, or combinations thereof around obstacles while not spilling, damaging, or losing a grasp due to inertial forces. GOMP-FIT uses a sequential quadratic program to optimize a discretized trajectory with the first and second derivatives of its configuration, and incorporates non-linear constraints for obstacle avoidance, grasp optimization, and on accelerations at the end-effector. In experiments on a physical robot, GOMP-FIT was able to reliably and safely transport objects with only minor slowdown compared to motions from fast planners that did not safely transport objects. Slowed motions of the baseline planners fared little better, suggesting that slowing motions down is not sufficient to achieve reliable inertial transport.

In future work, we will explore addressing the long computation time associated by tuning the optimizer and using deep learning to warm start the computation [50]. The proposed method relies on conservative approximations for joint acceleration limits based on torque limits and transported mass—we hope to tighten up the acceleration limits by transitioning to torque-based limits. In the current formulation, these would be non-convex constraints that would further slow the computation but result in faster motions.
Chapter 4

GOMP-ST: Making Fast Object Transport with Suction Grasping Reliable

In contrast to the parallel-jaw grasping discussed in the previous chapter, suction grasping is widely used in industry, but maintaining a suction grasp throughout a high-speed motion requires balancing suction forces against inertial forces while the suction cups deform under strain. GOMP-ST combines self supervised learning with optimization to decrease transport time while increasing reliability and avoiding suction cup failure.

4.1 Introduction

Vacuum suction cup grasping, due to its ability to quickly hold and release a large variety of objects, is a common grasping modality for robots in industrial settings such as warehouses and logistics centers. With the recent rise in demand for robot pick-and-place operations, the speed of object transport is critical. However, suction grasps can fail if the object is transported too quickly. Determining the conditions where suction grasps fail is non-trivial due to the difficult-to-model deformations of suction cups under stress. Existing analytic models make simplifying assumptions, such as rigid suction cups [60] or quasi-static physics [71, 79, 80]. An alternative is to heuristically slow motions when objects are held in suction grasps.

In prior work, the Grasp-Optimized Motion Planner (GOMP [9]) leveraged an unconstrained degree of freedom (DoF) around the grasp axis to optimize pick-and-place motions for parallel jaw grippers. Grasp-Optimized Motion Planning for Fast Inertial Transport (GOMP-FIT [81]) computes time-optimized motions while taking into account end-effector and object acceleration constraints to reduce product damage and spills. However, when executed on robots with suction grippers, the resulting motions can fail due to suction cups detaching.
To address this problem, we propose the Grasp Optimized Motion Planning for Suction Transport (GOMP-ST), an algorithm that computes time-optimized motions by integrating a learned suction grasp loss constraint. GOMP-ST first tries varied rapid lifts of a given object with suction grasps to find motions that cause suction failures. It then learns a model from the data based on a history, or sequence, of end-effector accelerations to define a constraint function. At run time, the optimization treats the learned model as a non-linear constraint on the motion by linearizing it and computing a first-order approximation based on its Jacobian. In our implementation, we use a neural network to learn the suction model and use Autograd to obtain the Jacobian.

In experiments with steel rectangular blocks, we learn a model of suction failure on a physical UR5 with a 4-cup vacuum gripper. We then apply the learned model to transport 4 objects of varying mass held in suction between multiple different start and goal pairs and around obstacles. We compare GOMP-ST to GOMP, GOMP-FIT with an analytic model of suction, and ablations of GOMP-ST. We find that GOMP-ST can achieve a near 100% success rate, for motions that are 16 to 58% faster.

This chapter provides the following contributions: (1) A novel algorithm, GOMP-ST, Grasp Optimized Motion Planning for Suction Transport, based on: (a) Formulation of a learnable acceleration constraint for suction cup transport; (b) An efficient method for learning the constraint via boundary searching and data augmentation; (c) Integration of the learned constraint into an optimizing motion planner; and (2) Data from experiments with a physical robot comparing GOMP-ST to baselines.
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4.2 Related Work

Robot motion planning aims to find safe and efficient robot motions from a start to a goal configuration that avoid obstacles. Sampling-based motion planners, such as PRM \cite{2} and bi-directional RRT \cite{4} have variants that are probabilistically-complete and asymptotically-optimal. Optimization-based motion planners, such as TrajOpt \cite{5}, STOMP \cite{6}, CHOMP \cite{7}, KOMO \cite{8}, and ITOMP \cite{82} can compute optimized trajectories iteratively improving paths or interleaving with sampling-based planners \cite{25}.

Grasp-Optimized Motion Planning (GOMP) \cite{9} and Deep-Jerk GOMP (DJ-GOMP) \cite{50} leverage a degree-of-freedom in the grasp pose while integrating dynamic and kinematic constraints in a sequential quadratic program that iteratively computes time-optimized pick-and-place motions. GOMP for Fast Inertial Transport (GOMP-FIT) \cite{81} incorporates end-effector acceleration constraints for parallel-jaw grippers by employing the forward pass of the Recursive Newton Euler (RNE) method \cite{78}. In contrast to prior work, GOMP-ST learns a suction-cup constraint to avoid suction grasp failure.

Optimization using constraints based on empirical models is gaining traction. Maragno et al. \cite{83} integrate learned constraints into a mixed-integer optimization using trust regions defined by the convex hull of the training data. In contrast, we propose using domain knowledge to perform data augmentation in a continuous optimization. Kudla et al. \cite{84} propose a learning a decisions tree of constraints and a transform appropriate for mixed integer linear programming. While the decision tree provides flexible conditions for constraints, we instead propose exploiting the nature of the trajectory optimization by regressing on inputs containing the last $h$ time steps. Bartolini et al. \cite{85} and later Lombardi et al. \cite{86} show that neural networks can learn constraints based on difficult-to-model phenomena be integrated into constrained combinatorial optimizations. We employ neural network constraints in continuous non-convex optimization. De Raedt et al. \cite{87} provide a recent survey of constraint acquisition, and Fajemisin et al. \cite{88} provide a recent survey of optimization with constraint learning. These surveys provide a wealth of ideas that could be extended to apply additional constraint learning and learned constraints to optimizing motion planning.

Suction grasping is widely used in industrial settings. Due to the increasing interest in suction grasping for pick-and-place tasks, recent models focus on computing a robust suction grasp. Dex-Net 3.0 \cite{79} introduced a novel suction contact model that quantifies seal formation using a quasi-static spring system, along with a robust version of the model under random disturbing wrenches and perturbations in object pose, gripper pose, and friction. Huh et al. \cite{80} use a learned model and a novel multi-chamber suction cup design to detect failures in the suction seal early to avoid grasp failures. However, these works assume quasi-static physics, an assumption that does not hold for high inertial forces.

Most closely related to this chapter is the work by Pham and Pham \cite{71} which proposes a suction-cup model and identify a contact stability constraint and a pipeline to parameterize time-optimal geometric paths satisfying the constraint. GOMP-ST differs in a few ways. First, their method plans a motion using a sampling-based planner, then time-parameterizes the motion, whereas GOMP-ST integrates planning and time-parameterization into a single
optimization, allowing to explore alternate paths with potentially better timing. Second, their method uses an analytic model that does not include suction cup deformation, whereas GOMP-ST learns a constraint based on suction grasps failures through experimentation.

Dynamic manipulation exploits forces due to accelerations, along with kinematics, static, and quasi-static forces to achieve a task [89]. Lynch and Mason [53] leverage centrifugal and Coriolis forces to allow low degree-of-freedom robots to control objects with more degrees-of-freedom. Lynch and Mason [54] also directly integrate constraints in a sequential quadratic problem to plan robot trajectories that achieve a dynamic task, such as snatching an object, throwing, and rolling, via coupling forces through the non-prehensile contact in an obstacle-free environment. Srinivasa et al. [55] address the problem of rolling a block resting on a flat palm by employing constraints on accelerations at the contact point. Mucchiani and Yim [57] propose a grasping approach that utilizes object inertia for sweeping an object at rest to a goal position by leveraging accelerations and torques from the path as stabilizing forces in the passive end-effector. In this work, we employ constraints on the end-effector accelerations to perform efficient dynamic object transport around obstacles using a suction gripper.

One promising related avenue of research investigates motion planning and optimization that integrates forces present at the end-effector. Hauser [65] investigates including contact forces during the optimization, and Luo and Hauser [66] extend this to include a learned confidence into an optimization. In a similar manner, Bernheisel and Lynch [67] and Acharya et al. [69] both explore different ways to address the \textit{waiter’s problem} which requires generating motions of a tray to perform non-prehensile balancing of objects. In contrast to these lines of work, we focus on learning and integrating a constraint to maintain suction contact as a differentiable function, instead of learning the parameters of a model and integrating it into a plan.

When the dynamics are unknown or the existing models are insufficiently accurate, a promising approach is to leverage data-driven methods. Zeng et al. [58] propose TossingBot that learns parameters of a pre-defined dynamic motion to toss objects into target bins using parallel-jaw end-effectors. Wang et al. [59] propose SwingBot, that uses tactile feedback to learn how to dynamically swing up novel objects. In Robots of the Lost Arc [zhang2021rotla], a robot computes high-speed motions to induce fixed-end cables to swing over distant obstacles, knock down target objects, and weave between obstacles. Ha and Song [90] propose FlingBot, a self-supervised learning framework to learn dynamic flinging actions for cloth unfolding. Lim et al. [91], uses simulation and physical data to train a model for swinging an object to hit a target. In this work, we integrate a learned constraint in the solver allowing it to compute fast motions while maintaining the suction seal.
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Figure 4.2: GOMP-ST pipeline. In an offline process (top), GOMP-ST performs self-supervised learning of a constraint function. It first repeatedly grasps objects of known mass to perform a boundary search on a motion profile parameterized by jerk and acceleration limits. Then, during data augmentation, it labels slower motions as grasp successes, and faster motions as grasp failures. Finally, it trains a neural network constraint function $g_\theta$. In the online process (bottom), GOMP-ST computes a motion plan for a given problem. The SQP solver repeatedly linearizes the learned suction constraint using a user-specified threshold $d_{\text{safe}} \in [0, 1]$ and the output and Jacobian (via autograd) of the trained neural network.

4.3 Problem Statement

Let $q \in \mathcal{C}$ be the complete specification of the degrees of freedom for a robot, where $\mathcal{C}$ is the set of all possible configurations. Let $\mathcal{O}$ be the set of obstacles, and $\mathcal{C}_{\text{obs}} \subseteq \mathcal{C}$ be the set of configurations in collision with $\mathcal{O}$. Let $\mathcal{C}_{\text{free}} = \mathcal{C} \setminus \mathcal{C}_{\text{obs}}$ be the set of configurations that are not in collision. Let $\dot{q}$ and $\ddot{q}$ be the first and second derivatives of the configuration. Let $a_{ee} \in \mathbb{R}^3$ be the linear acceleration of the end effector with one or more suction cups holding a known object $b$, and $\hat{n} \in \mathbb{R}^3$ be the suction cup normal, as shown in Fig. 4.4.

Given a start $q_0$ and goal $q_{\text{goal}}$ configuration, the objective of GOMP-ST is to compute a trajectory $\tau = (x_0, x_1, \ldots, x_H)$, where $x_t = (q_t, \dot{q}_t, \ddot{q}_t) \in \mathcal{X}$ is the state of the robot at time $t$, $\mathcal{X}$ is the set of states, such that $q_t \in \mathcal{C}_{\text{free}} \forall t \in [0, H]$, and $\dot{q}$ and $\ddot{q}$ are within the box-bounded dynamic limits of the robot, and $q_H = q_{\text{goal}}$. The object $b$ will remain attached throughout the motion. As with GOMP, start and goal configurations may also be expressed via forward kinematics and bounds on degrees of freedom.

4.4 Method

GOMP-ST learns a suction cup acceleration constraint via a sequence of physical experiments, then integrates it with a time-optimizing motion planner. See Fig. 4.2 for an overview.
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This section starts with background on the prior work, then describes how to learn and integrate the constraint into the motion planner.

4.4.1 Background: GOMP-FIT

The GOMP-FIT [81] algorithm formulates a fast-inertial-transport motion planning as an optimization problem and solves it with sequential quadratic program (SQP) trust-region-based solver. It first discretizes the trajectory into a sequence of $H+1$ waypoints $(x_0, \ldots, x_H)$ that are each separated by a fixed time interval $t_{\text{step}}$. Each waypoint $x_t$ includes the configuration and its first and second derivatives $x_t = (q_t, \dot{q}_t, \ddot{q}_t)$. The outer loop shrinks $H$ to find a minimum time trajectory. The inner loop solves an SQP where the optimization objective minimizes the sum-of-squared accelerations, the linear constraints keep the motion within the kinematic and dynamics limits of the robot, and the non-linear constraints avoid obstacles and limit linear accelerations experienced at the end-effector. To limit shock, it constrains the magnitude of end-effector acceleration to be below a threshold $a_{\text{safe}}$. To avoid spills, it constrains the angle between the container normal and the acceleration to be below a spill threshold $\theta_{\text{spill}}$. The optimization is

$$\min_{x_{[0..H]}} \frac{1}{2} \sum_{t=0}^{H} \ddot{q}_t$$

s.t. $x_{\text{min}} \leq x_t \leq x_{\text{max}} \forall t \in [0..H]$  
$q_{t+1} = q_t + \dot{q}_{t} t_{\text{step}} + \frac{1}{2} \ddot{q}_{t} t_{\text{step}}^2 \forall t \in [0..H]$  
$\dot{q}_{t+1} = \dot{q}_t + \dot{q}_{t} t_{\text{step}} \forall t \in [0..H]$  
$f_O(q) \geq 0 \forall t \in [0..H]$  
$\cos^{-1}(f_a(q, \dot{q}, \ddot{q}) \cdot f_n) \leq \theta_{\text{spill}} \forall t \in [0..H]$  
$\|f_a(q, \dot{q}, \ddot{q})\| \leq a_{\text{safe}} \forall t \in [0..H]$,

where $f_O : \mathcal{C} \rightarrow \mathbb{R}$ is the signed distance from robot to set $O$ (thus implementing the constraint $q_t \in C_{\text{free}}$) and $f_a : (\mathcal{O})^3 \rightarrow \mathbb{R}^3$ is the linear acceleration at the end-effector computed using the Recursive Newton-Euler (RNE) algorithm. Additionally, GOMP-FIT optionally integrates constraints to optimize the grasp angle and location.

The SQP solver repeatedly linearizes the non-linear constraints (collision, end-effector acceleration, and grasp) to form a quadratic program (QP), and solves the QP, accepting solutions that improve the trajectory. In this optimization, when solving for the $(k+1)$ iterate, a non-linear constraint of the form $g(x) \leq y$ is linearized around the current iterate $x^{(k)}$ via a first-order approximation using its Jacobian:

$$J x^{(k+1)} \leq y - g(x^{(k)}) + J x^{(k)}.$$  

GOMP-FIT optimizes the trajectory time by repeatedly solving the SQP with a shrinking horizon $H$, warm-starting each subsequent SQP solve with an interpolation of the solution
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Figure 4.3: Suction cup deformation observed with data collection. (a) These frames from a slow-motion video show the deformation of suction cups as the gripper is rapidly pulled upward. At the beginning of the motion ((a) top), the suction cups compress against the grasped surface. As the gripper lifts and starts to break from suction ((a) middle), the suction cups deform but still maintain a seal. Continuing to pull away results in a suction grasp failure ((a) bottom). (b) During data collection, the robot lifts the mass with a vertical motion while grasping at an angle.

from the prior horizon. The optimization terminates the smallest $H$ the solver detects as feasible. However, when executed on robots with suction grippers, the resulting motions can lead to suction failures.

4.4.2 Learned constraints in the SQP

Maintaining a suction grasp throughout a high-speed motion requires balancing suction forces against inertial forces while the suction cups deform under strain. GOMP-ST defines a series of physical experiments to learn a constraint from real-world data. We model the learned constraint as a function $g_{\theta} : (\mathcal{X})^h \rightarrow [0, 1]$ parameterized by $\theta$, where $(\mathcal{X})^h$ is history of $h$ dynamic states, and a value of 0 indicates the object is held, while a value of 1 indicates a failure. (Notationally, we use $h$ to indicate a history of states, and $H$ to indicate the total trajectory length.)

We integrate this function into the optimization as a non-linear constraint:

$$g_{\theta}(\cdot) \leq d_{\text{safe}},$$

where the argument is a portion of the state from of the trajectory being optimized, and $d_{\text{safe}} \in [0, 1)$ is a tunable failure threshold. To linearize this constraint for the SQP, we use the automatic gradients (Autograd) provided by a neural-network package [92] to compute the Jacobian.

Using slow-motion video capture, we observe that suction cups deform before suction failure (Fig. 4.3), and thus failures are not an instantaneous response to a change in end-effector state. With this observation, we propose that $g_{\theta}$ should be a function of a sequence
(or history) of states of length $h$. The value of $h$ depends on the geometry and material of the suction cup. In a series of experiments we set $h$ to be long enough to capture the time between deformation start and suction failure that we observe from slow-motion video playback (> 0.1 seconds). Further, to translate the optimization variables from the state of the robot to the state of the end-effector, we utilize RNE function $f_a$ for each state in the history. Thus we formulate the full constraint as:

$$
g_{\theta}(f_a(x_{t-h+1}), \ldots, f_a(x_{t-1}), f_a(x_t)) \leq d_{\text{safe}} \quad \forall t \in [1..H].$$

When $x$ has a negative subscript (i.e., it refers to a state before the start of planning), we replace it with $x_0$.

### 4.4.3 Self-supervised data collection and training

To learn $g_{\theta}$, GOMP-ST implements a self-supervised pipeline that defines a series of experiments to lift objects of known mass and collect data. We attach a pressure sensor to the tube connected to the suction cups, similar to Huh et al. [80]. To minimize delay between pressure changes and pressure readings, we place the sensor close to the suction cups. During each lift, the pipeline records the joint state and pressure sensor readings over time.

To isolate gravity during data collection, the system always lifts against gravity while varying the angle of the suction normal (see Fig. 4.3). As convention, $0^\circ$ is a top-down grasp and $90^\circ$ is a grasp in which the suction normal is perpendicular to gravity.

The pipeline computes each lift motion using Ruckig [93] between two points in end-effector (Cartesian) coordinates, and uses an inverse kinematics solver to translate into joint configurations. Ruckig computes straight-line time-optimal motions subject to velocity, acceleration, and jerk limits. During data collection, GOMP-ST varies the motion profile by changing the maximum acceleration $a_{\text{max}}$ and maximum jerk $j_{\text{max}}$ parameters of Ruckig.

The pipeline defines a discretized grid with $a_{\text{max}}$ and $j_{\text{max}}$ axes to fill with values 0 or 1 labels. To reduce data collection time, GOMP-ST performs a boundary search on the motion profiles. It starts with a fixed lower value of $a_{\text{max}}$ and increases $j_{\text{max}}$ until it observes a change in the pressure measurements indicating a suction grasp failure. Afterwards, it iteratively decreases $j_{\text{max}}$ or increases $a_{\text{max}}$ so that it is always exploring the above and below the continuous boundary at which suction fails.

After a suction failure, the automated data collection pipeline takes a top-down image of the scene to find and re-grasp the target object. After confirming the grasp using the pressure measurements, GOMP-ST moves the object to a consistent starting pose before performing the next lift.

The pipeline then trains a multi-layer perceptron with exponential linear units (ELU) activations using the joint and pressure data it collected. We choose ELU for its continuous gradients. Training details are in the experiments section. The pipeline scans the recorded pressure data to find the time at which suction pressure is lost. It then tracks a tunable number of steps $h$ back to create a labeled data point containing $h$ accelerations that led to
the suction failure (labelled as 1). All sequences of h accelerations prior to the suction failure, or in records without suction failures, the pipeline labels as 0. GOMP-ST further perform data augmentation by scaling accelerations leading to failures by $1 + \epsilon$, and non-failures by $1 - \epsilon$, for small positive values of $\epsilon$.

4.4.4 Analytic model of suction-cup failure for GOMP-FIT baseline

As a baseline to the learned model, we compare GOMP-ST to GOMP-FIT where its constraint on the magnitude and direction of the inertial acceleration vector is provided by an analytic model. In previous work, Kolluru et al. [94] and Stuart et al. [95] proposed analytic models for rigid suction cups, but were limited to either single suction cups or symmetrical systems. Our analysis is more closely related to the more general method used by Valencia et al. [96] and Pham and Pham [71] which generalises over multiple suction cups and asymmetric loads, though still with the assumption of rigid bodies. We also choose the rigid-body assumption as opposed to for example the spring model suggested by Mahler et al. [79], since a spring model of suction cups where quasi-static equilibrium is not assumed would require knowledge about the state of the springs. Alternatively, if quasi-static equilibrium is assumed, the state of the springs may be estimated, but the purpose of the additional complexity is defeated from a motion planning perspective as the resulting constraint would be equivalent to that of a rigid-body model.

In this work, the analytic model makes the following assumptions:

1. There are quasi-static conditions in inertial frame, enabling equilibrium analysis.
2. The suction cups are rigid and modelled as point contacts.
3. The transported object is a rigid rectangular cuboid with uniform mass distribution such that its center of mass corresponds to its centroid.
4. There are no air leaks between the suction cups and flat grasping surface, which results in a static and equal suction force across all suction cups.

Consider the free-body diagram in the inertial frame of the object shown in Fig. 4.4, where $f_{s,i}$ are the suction forces, $f_{n,i}$ are the contact forces between the suction cups and grasped object, $f_{f,i}$ are the friction forces, $f_g$ is the gravitational force, and $a$ is the acceleration from a balance of forces. $\mathbf{n}_{\text{obj}}$ is the unit length (denoted by the hat) normal defining the grasping plane, and $\theta = \cos^{-1} \left( \| \mathbf{a} \cdot \mathbf{n}_{\text{obj}} \| / (\| \mathbf{a} \| \| \mathbf{n}_{\text{obj}} \|) \right)$ is the angle between the inertial acceleration vector and suction force normal. In the idealised condition, $f_{s,i} = (p_{\text{atm}} - p_v) A$, where $p_{\text{atm}} - p_v$ is the difference between atmospheric pressure $p_{\text{atm}}$ and applied vacuum pressure $p_v$, and $A$ is the effective area of grip for a single suction cup. Furthermore, under the assumption of dry Coulomb friction, $f_{f,i} \leq \mu f_{n,i}$, where $\mu$ is the static coefficient of friction between the grasped object and suction cups. Finally, $f_g = m g$, where $m$ is the object mass, $g$ is the gravitational acceleration.
Figure 4.4: Analytic model of suction cup failure (a): A set of suction cups (light blue) hold the gray object, where the suction surface normal is a vector \( \hat{n} \) (not shown) that is always aligned with the vector \( \hat{n}_{\text{obj}} \). The suction forces \( f_{s,i} \) apply the same suction force at each suction contact, while the normal forces \( f_{n,i} \) react unevenly based on the tilt angle \( \theta \) relative to inertial acceleration and gravity \( f_g \). The green arrow indicates the unit normal direction vector, and all other arrows are force vectors. Under the unimodal model \( \theta = 0^\circ \). Under the multimodal model \( \theta \) can vary. (b) shows the acceleration magnitude drop boundaries in the sliding and moment imbalance failure modes for varying angles \( \theta \) between the inertial acceleration \( a \) and the suction normal \( \hat{n}_{\text{obj}} \). Suction fails for accelerations in the region above the blue curve in the model. We generate this plot by solving the system of equations (4.4.1) – (4.4.6) with a combination of angles and accelerations. For the parameters such as object dimensions and friction coefficient of our system, sliding will always occur before moment imbalance.

We define 2 models, unimodal and multimodal. The unimodal model assumes \( \theta = 0^\circ \), and thus the maximum inertial acceleration before grasp failure is trivially given by \( a_{\text{fail}} = \frac{1}{m} \sum_i f_{s,i} \). The multimodal model includes multiple failure modes for cases where \( \theta \neq 0^\circ \), including suction grasp failure by sliding, force imbalance, or moment imbalance. This model does not include deformation. The analysis uses the equations

\[
\sum_i f_{s,i} + \sum_i f_{n,i} + \sum_i f_{f,i} + f_g = ma \tag{4.4.1}
\]

\[
\sum_i r_i \times f_{s,i} + \sum_i r_i \times f_{n,i} + \sum_i r_i \times f_{f,i} = 0 \tag{4.4.2}
\]

\[
f_{n,i} = -\alpha_i \cdot \hat{n}_{\text{obj}} \tag{4.4.3}
\]

\[
\hat{f}_{f,i} = -\text{proj}_{\hat{n}_{\text{obj}}}(f_g) \tag{4.4.4}
\]

\[
f_{f,i} = \beta_i \cdot \hat{f}_{f,i} \tag{4.4.5}
\]

\[
(f_{f,i} \cdot \hat{f}_{f,i}) = \gamma \cdot f_{n,i} \cdot (-\hat{n}_{\text{obj}}). \tag{4.4.6}
\]
In the custom suction gripper (right), the suction is distributed to the four suction cups using branching connectors from the pneumatic tube where a vacuum/negative pressure is applied, as shown in the analogous circuit diagram (left). A single pressure sensor is used to measure the applied pressure. In the case of a successful suction grasp, all four switches are open, and so no current/air flows, implying the applied pressure/voltage is equal for all four suction cup regardless of differing resistor values.

We solve the system of equations for a range of hypothetical angles $\theta$ and accelerations $a$, and classify each scenario as a failure or a success based on the physical restrictions that $\beta_i \leq \mu \alpha_i$ and $\alpha_i \geq 0$, where $\alpha_i$ and $\beta_i$ are the magnitudes of the normal and frictional forces, respectively. The result of this simulation is shown in Fig. 4.4, which shows that the multimodal model converges with the unimodal model when $\theta \to 0^+$, and that in contrast to intuition, the curve is not strictly increasing nor strictly decreasing across the domain. The inputs used to generate the curve use dimensions from our experimental setup, and so the exact axes values do not generalise to other systems. To integrate the model with GOMP-FIT, we approximate the curve using a 4th-order polynomial fit, which we then use to formulate an analytic baseline constraint.

### 4.5 Experiments

We perform experiments on a physical UR5 with a custom 4-cup vacuum gripper and a set of steel blocks. The gripper has four round 30 mm diameter elastodur flat suction cups driven by a single VacMotion MSV 27 vacuum generator. Multi-cup suction grippers are common in many commercial automated logistics systems due to the increased surface area producing more suction force, and the multiple contact point stabilizing the hold resulting in reduced payload swing. The pressure sensor (Adafruit MPRLS Ported Pressure Sensor Breakout) is fitted in the gripper assembly and attached via USB to the computer that drives the UR5.
Table 4.1: **Object transport success rate and motion time.** We compute 3 pick-and-place motions with 0.8, 0.9, and 1.0 m horizontal separation between pick and place points, and perform each motion 5 times, for a total of 15 trials per algorithm and mass. For algorithms, we use \textbf{J-GOMP} as a time-optimized, but not suction-constrained baseline to show a lower bound on time, \textbf{GOMP-FIT} with analytic constraints on end-effector acceleration, and \textbf{GOMP-ST} with varying history length $h$, and failure threshold $d_{\text{safe}}$. Masses 1.3, 1.5, and 1.7 were seen at train time; mass 1.6 was not. We highlight multimodal GOMP-FIT and GOMP-ST ($h = 6, d_{\text{safe}} = 0.50$), and compare the relative speedup, observing that only 1 of the 60 trials for GOMP-ST failed, while GOMP-ST speeds up between 16% and 58%.

<table>
<thead>
<tr>
<th>Mass [kg]</th>
<th>J-GOMP</th>
<th>GOMP-FIT</th>
<th>GOMP-ST ($h, d_{\text{safe}}$)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>\textit{Unimodal} \textit{Multimodal}</td>
<td>\textit{(1, 0.50)} \textit{(6, 0.05)} \textit{(6, 0.50)} \textit{(6, 0.95)}</td>
</tr>
<tr>
<td>Success Rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>0 %</td>
<td>0 %</td>
<td>100 %</td>
<td>0 %</td>
</tr>
<tr>
<td>1.5</td>
<td>0 %</td>
<td>0 %</td>
<td>100 %</td>
<td>0 %</td>
</tr>
<tr>
<td>1.6*</td>
<td>0 %</td>
<td>0 %</td>
<td>100 %</td>
<td>0 %</td>
</tr>
<tr>
<td>1.7</td>
<td>0 %</td>
<td>33.3 %</td>
<td>100 %</td>
<td>0 %</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motion Time [s]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.355</td>
<td>1.333</td>
<td>\textbf{2.304}</td>
<td>1.440</td>
</tr>
<tr>
<td>1.5</td>
<td>1.355</td>
<td>1.387</td>
<td>\textbf{2.827}</td>
<td>1.525</td>
</tr>
<tr>
<td>1.6*</td>
<td>1.355</td>
<td>1.472</td>
<td>\textbf{2.827}</td>
<td>1.643</td>
</tr>
<tr>
<td>1.7</td>
<td>1.355</td>
<td>1.728</td>
<td>\textbf{4.459}</td>
<td>1.733</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* mass unseen in training.

Figure 4.6: **Experimental setup** In experiments, (left) we compute trajectories for varying horizontal transport distances, and average the results. Shorter distances require lifting faster, while longer distances can lift more gradually. We train and test on masses (right) composed of stacked steel blocks and sheets. We do not train on the 1.6-kg mass to test generalization to unseen masses. See Fig. 4.1 for a visual of the experimental setup and Fig. 4.5 for a close-up of the suction gripper.

We first perform data collection and train (Sec. 4.4.3) on four different masses, 1.343-, 1.492-, 1.741-, and 2.196-kg steel blocks (Fig. 4.6 right), which we round to 1.3, 1.5, 1.7, and 2 kg hereafter. We then test GOMP-ST and baselines by computing trajectories between varying start and goal positions and around varying obstacles. We automate data collection by using an overhead Intel RealSense 435i to locate the mass after suction failures. We use a relatively heavy mass to lower the end-effector accelerations required for a lost grasp, and
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Figure 4.7: **Computed trajectory times for varying** $d_{\text{safe}}$ **and payload mass.** We compute trajectories for a grid of $d_{\text{safe}}$ and masses shown on the lower axes, and plot the trajectory times on the vertical axis. With lower $d_{\text{safe}}$ or higher mass, the learned suction failure constraint causes the optimizer to generate slower motions. The masses used for training (1.3, 1.5, 1.7, and 2.0 kg) are in bold. The plot suggests that the network generalizes to unseen masses.

for safety as a lost grasp results in the released object having lower kinetic energy $E_k$, since $E_k = (1/2)mv^2$, and thus do not fly out of the workspace.

We set the automated system to collect training data for each of the four training masses, resulting in 2,367 training trajectories. We perform an 80/20 train/test split on the trajectories, data-augment failures $30 \times$ and non-failures $4 \times$ in the training set. With the UR5 operating and generating joint data at a 125 Hz, and the pressure sensor operating at 167 Hz, this results in 597,010 training examples and 19,892 test examples.

With 15 trials each, we compare to baselines of J-GOMP, an optimizing motion planner that does not include inertial effects, and GOMP-FIT, an extension of J-GOMP that allows constraints on the linear acceleration at the end-effector. We include 2 GOMP-FIT baselines in which we limit magnitude of end-effector acceleration using the unimodal model and multimodal model.

### 4.5.1 Ablation studies

We perform two ablation studies on GOMP-ST. First, we compare history length of $h = 1$ to $h = 6$, to study the importance of the motion history relative to single acceleration spikes in the motion. We also compare different values of the failure threshold $d_{\text{safe}}$ to study the potential for making a trade-off between speed and reliability.

### 4.5.2 Results

We vary the horizontal distance between start and goal configurations and compute trajectories for each baseline and variant of GOMP-ST (Fig. 4.6 left). Each trajectory lifts over
an obstacle, thus the shorter horizontal distance (0.8 m) requires more vertical motion, while
the longer horizontal distance (1.0 m) results in a period of longer horizontal acceleration.
We also vary the masses, using 3 masses that were seen during training (1.3 kg, 1.5 kg and
1.7 kg) and a single mass that was not used during the data collection (1.613 kg, rounded to
1.6 kg). We run each computed trajectory 5 times and report the average success rate and
motion time per transported mass as the experiment’s result.

In Table 4.1, we show the results of trajectories computed by the baselines and ablations.
Here we see that the J-GOMP and the GOMP-FIT unimodal baselines consistently compute
motions that lead to suction failures. GOMP-FIT multimodal manages to compute safe
motions, however the resulting trajectories are slow. In contrast, GOMP-ST with \( h = 6 \) and
\( d = 0.05 \) reliably achieves a 100\% success rate, while the baseline method suction grasps fail
in nearly all cases. It is also 16\% to 58\% faster than multimodal GOMP-FIT. The ablation
of \( h = 1 \) shows the importance of history in learning the constraint—without it, GOMP-ST
consistently computes motions that lead to suction failures.

In the ablation of \( d_{\text{safe}} \), we see that lower thresholds result in increased success rate, but
reduced speed, while the increased \( d_{\text{safe}} \) results in faster motions and decreased success rate.
In addition, we observe that GOMP-ST’s performance when transporting a mass unseen
during training \((m = 1.6 \text{ kg})\) is comparable with its performance on the objects used during
the data collection.

We also study trajectories computed with the learned constraint by varying the mass and
\( d_{\text{safe}} \) and plotting the results in Fig. 4.7. The plot suggests that the network is interpolating
between training masses.

4.6 Discussion and Future Work

We propose GOMP-ST, an algorithm using learned motion constraints for fast transport of
objects held in suction grasps. By learning the constraint from real data, we avoid explicitly
modeling difficult-to-model properties such as deformation of the suction cup. We also
benefit from the learned model neural-network implementation, as it facilitates automatic
generation of gradients needed to linearize the constraint for the solver. Experiments on a
physical UR5 suggest that the learned constraint can allow the solver to speed up motions
by up to 58\%.

In future work, we will experiment with more complex environments, and include ad-
ditional inputs to the learned constraint to allow it to adapt to different properties of the
grasped object, for example, coefficient of friction and center of mass. We also aim to expand
the analytic model to no longer be dependent on quasi-static equilibrium or rigid bodies, and
therefore include spring state to the state of the trajectory optimization. While there are
compelling reasons to move away from single-suction-cup grippers, they present additional
suction failure modes, such as swinging and torquing out of the gripper. Addressing these
failure modes may require additional approaches, such as integration with sampling-based
optimization methods. Finally, results in modifying the failure threshold suggest that one
could make a trade-off between speed and reliability, but how to beneficially make that trade-off is an open issue.
Chapter 5

BOMP: Optimized Motion Planning for Bin Picking

Previous chapters presented methods to increase the efficiency and reliability of object transport in fixed, known obstacle environments. Yet, objects within these environments may move between picking cycles, potentially necessitating the training of a new model after every cycle. In this chapter we propose BOMP, a motion planning algorithm that extends the training procedure presented in Chapter 2 to increase the motion planner’s efficiency in scenarios where obstacles’ locations are not known during training.

5.1 Introduction

Robots are increasingly used for package handling and picking in logistics settings. When transporting thousands of packages each day, a reduction of a few tenths of a second in cycle time can significantly increase robot productivity. In deep cluttered bins, contents can shift after each pick, necessitating a strategy to rapidly compute pick-and-place motions each cycle using the latest sensor data (e.g., depth camera image).

Practical approaches include heuristic planning, optimization-based motion planning, and sampling-based motion planning. A common heuristic trajectory, Up-Over-Down, lifts to clear all obstacles, moves horizontally over obstacles to the target location, then lowers. This is easy to implement and has negligible compute time; however, the motion is longer than necessary and fails due to collision when using a long-nosed suction tool common in industry.

Optimization-based methods formulate and solve an optimization problem to find the best or fastest trajectory that avoids collisions. Sampling-based methods randomly sample and connect collision-free waypoints to find a path. The latter two methods yield significantly more successful and faster motions than Up-Over-Down, but at the expense of longer compute times.

Prior work proposed GOMP [9], an optimization-based motion planner incorporating
Figure 5.1: **Bin-optimized motion planning.** BOMP executing a time-optimized, jerk-limited, collision-free trajectory moving a box from a bin to a drop-off point. BOMP uses the long-nosed “bluction” tool from Huang, et al. [huang2022bluction] to enable the robot to reach all parts of the deep bin. BOMP uses an overhead RGBD camera and an optimizing motion planner to compute the pick-and-place trajectory. In order to speed up the computation, a neural network warm-starts the optimizer. It accepts the obstacle environment, grasped box, and pick points as input, and outputs an initial trajectory.

time-optimization, obstacle avoidance, and grasp optimization. The planner computed fast motions between pick and place points, and the grasp-optimization further sped up motions by allowing pick and place poses to be optimized while retaining the same parallel-jaw grasp contact points. The subsequent DJ-GOMP [50] sped up compute time by using a neural network to warm-start motion planning for time-optimized and jerk-limited trajectories. DJ-GOMP was trained over a distribution of start and end points, but assumes a fixed collision environment. However, boxes often move between picking cycles. In this event, compute time can increase by several orders of magnitude.

In this chapter, to address changing obstacle environments, we propose Bin-Optimized Motion Planning (BOMP). BOMP finds an optimal trajectory while considering collisions between a grasped box and the obstacle environment. We integrate BOMP into an end-to-end bin-picking pipeline, which takes as input an RGBD image of the bin and outputs time-optimal trajectories. BOMP modifies and extends DJ-GOMP by adding the dimensions of a
grasped box and a height map of the environment as inputs to the warm-start neural network, which enables adapting the trajectory due to environment changes. The warm-start neural network is trained to handle a relevant distribution of varying collision obstacles, and predicts a trajectory to warm-start the jerk-limited and time-optimizing trajectory optimization. We generate a dataset of synthetic collision environments in simulation to train the deep neural network.

This chapter makes 4 contributions: (1) BOMP, a time-optimizing, jerk-limited motion planning algorithm for bins where boxes and obstacles are detected via a depth camera; (2) An end-to-end bin-picking pipeline that uses BOMP to iteratively remove the boxes; (3) A deep neural network that learns from 25000 trajectories generated from simulated scenes to accept a height map, grasped box parameters, a number of trajectory segments, and trajectory endpoints as inputs and predicts an initial trajectory to warm-start the planning; and (4) Data from 114 experiments in simulated environments and 15 experiments in physical environments, wherein BOMP generates up to 36% faster trajectories compared to an Up-Over-Down baseline implemented with an optimal time-parameterizer [49], as well as 58% faster trajectories compared to Motion Planning Templates [97] (MPT) which implements a parallelized sampling-based motion planner (PRRT*). BOMP successfully generates collision-free trajectories at a 79% rate, which is similar to MPT, and significantly higher than the Up-Over-Down baseline.

5.2 Related Work

Optimization-based motion planners such as CHOMP [7], STOMP [6] and TrajOpt [5] compute motion plans by locally optimizing a trajectory while penalizing collisions or placing barrier functions on collisions [25]. Marcucci et al. [98] take a different approach: they decompose the collision-free space into convex regions and use convex optimization to find a collision-free path. GOMP [9] builds on prior formulations by taking the mechanical limits of the robot arm and the dynamics between waypoints into consideration. It also optimizes over a rotational degree of freedom about the parallel-jaw gripper contact points in each of the pick and placement frames. DJ-GOMP [50] further extends GOMP by minimizing jerk to avoid joint wear while also significantly reducing computation time by warm-starting with the output of a deep neural network.

Prior work has considered model distillation (i.e., one model being trained on the output of one or more different models) for seeding optimization-based motion planners and for achieving more general-purpose models. In many cases, training an ensemble of models improves prediction performance, but is computationally expensive as it significantly increases the required computation resources. The ensemble can be distilled in a compact network [26, 27]. DJ-GOMP used model distillation to improve GOMP’s running time. While the repeated optimization executed in GOMP could take up to several minutes to finish, a forward pass in a compact neural network can be executed in milliseconds. DJ-GOMP exploits this feature of neural networks to compute similar robot’s trajectories faster for a known col-
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Collision environment. However, when the collision environment is variable, and only known during runtime, the compute time of DJ-GOMP increases by several orders of magnitude since the neural network warm-start is no longer valid. BOMP addresses this by learning a representation of the collision environment and the grasped box, in addition to robot’s trajectories.

Warm-starting an optimizer with a near-optimal solution can significantly increase the solver’s performance while greatly reducing the number of iterations required to reach sufficient optimality [31]. In reinforcement learning, learning a new task can be warm-started by transferring features from old tasks the agent has already mastered [32]. Memory of motion [33] is another method that uses an offline learned policy to warm-start a control solver, and was shown to reduce the computation time in locomotion problems, and to increase the performance of nonlinear predictive controllers [34]. In GOMP [9], the optimization slowed by the number of iterations required to find the optimal horizon. To address this, DJ-GOMP [50] uses a neural network’s output to warm-start the optimization with an approximation of the optimal trajectory, ultimately resulting with a faster convergence. BOMP uses a similar approach, taking into consideration the grasped box and the current state of the collision environment to predict the optimal collision-free trajectory.

In recent years, researchers have explored the approach of bypassing the optimization step and using purely learning-based methods for motion planning. Motion planning algorithms can require complex cost functions, and learning-based methods, such as learning from demonstrations (e.g., [35–37]) can reduce the amount of hand engineering required. Some learning methods focus on increasing the sampling efficiency in sample-based methods, for example by using non-uniform sampling [38] or reinforcement learning [39]. However, learning-based methods tend to generate less optimal trajectories and often fail to generate new environments.

Although pick-and-place operations are readily addressed by sampling-based motion planners, and despite the advances made via learning-based methods, the non-negligible convergence rate of these planners in high dimensions prevents them from performing well in picks-per-hour.

To address learning in a complex obstacle environment, Quershi et al. [40] encode a point cloud of the obstacles into a latent space and use a feed-forward neural network to predict the robot configuration at the next time step given an initial state, goal state, and the obstacles encoding. In this chapter, we also use the advantage of having an accurate demonstrator in the form of the cold-started optimizer to generate a large training data set, but we do not learn a latent space.

BOMP uses a combination of RGB segmentation data computed using the Segment Anything Model [99] and a depth image. Previous methods such as Dex-Net [10] use only point clouds but do not analyze the RGB image. The segmentation masks generated by SAM [99] and successor models such as FastSAM [100] give valuable information on which points belong to the same object in a scene. We assume that all objects are boxes, and we use this to estimate the pose and dimensions of boxes for grasping. We then pass this information into the optimization-based motion planner.
5.3 Problem Statement

We consider a set of \( n \) boxes in a bin, and a six-axis industrial robot arm with a long-nosed suction cup end effector as shown in Figure 5.1.

We consider the problem of transporting the boxes from the bin to a designated dropoff location. This problem is composed of two subproblems that must be solved repeatedly for each box: (1) detecting and selecting a box and a grasp; and (2) achieving this grasp to transport the box with a fast and collision-free trajectory.

An overhead RGBD camera provides an RGB image \( y_{\text{RGB}} \in \mathbb{R}^{h \times w \times 3} \) and a corresponding depth image observation \( y_D \in \mathbb{R}^{h \times w} \) of the bin as viewed from above.

Let \( q \in \mathcal{C} \) be the complete specification of the degrees of freedom, or configuration, of a robot, where \( \mathcal{C} \) is the configuration space. Let \( \mathcal{C}_{\text{obs}} \) be the set of robot configurations in which the robot is in collision with the environment, and let \( \mathcal{C}_{\text{free}} = \mathcal{C} \setminus \mathcal{C}_{\text{obs}} \) be the free space. Let \( x_t \) define a state composed of \( q_t, \dot{q}_t, \) and \( \ddot{q}_t \). Let \( \tau = (x_0, \ldots, x_H) \) be a trajectory composed of a sequence of \( H+1 \) robot states. Let \( Q \subset \mathcal{C} \) be the kinematic limits of the robot, and let \( \dot{Q}, \ddot{Q}, \) and \( \cdots \) be the velocity, acceleration, and jerk limits. We assume these limits are known.

The objective of subproblem (1) is to compute \( q_0 \) from \( y_{\text{RGB}} \) and \( y_D \). The objective of subproblem (2) is to compute \( \tau \) such that it picks the box at \( q_0 \) and places it in a desired target location, and \( q_t \in \mathcal{C}_{\text{free}} \cap Q, \dot{q}_t \in \dot{Q}, \ddot{q}_t \in \ddot{Q}, \) and \( \cdots \) for all \( t \in [0, H] \), while minimizing \( H \).

We also assume:

- The bin is in a fixed, known pose.
- All objects in the bin are boxes.
- Boxes are rigid.
- The possible dimensions of all boxes are known in advance.
- Suction-grasped boxes are rigidly attached to the robot end effector.
- The obstacle environment is fixed during each robot motion (thus, we run open-loop motions).
- Each target box is reachable by the robot.

5.4 Method

5.4.1 Grasped Box Shape Estimation

To find a target box, we segment it using SAM \(^{99}\) on \( y_{\text{RGB}} \) and prompt it with the highest point among the boxes in the bin. We compute this point by first masking out the bin and
non-workspace pixels. Although this mask is generated by manual SAM prompting, we note that the bin and mask prompt points are fixed between executions. We then segment the depth map with this mask, deproject it to a pointcloud, and select the point with the highest z-coordinate in world space. Using the highest point heuristically selects the least-occluded box and empties the bin in a top-down order.

To isolate the box and its dimensions, we use the segmentation to mask the depth image $y_D$ and create a segmented pointcloud. We fit a cuboid to this segmented pointcloud using RANSAC [10], which returns up to 3 orthogonal planes. For each plane, we compute the bounding rectangle of the inliers. We compute potential matches based on knowledge of available box sizes and the face areas and edge lengths of the observed rectangles. We aggregate results using both metrics based on the smallest difference with any potential match. In the case of a tie, we conservatively assume the largest possible box size. Using this estimate of the box dimension, we can compute the box vertex positions from the visible vertices.

### 5.4.2 Suction Grasp Selection

To determine the initial grasp configuration $q_0$, we consider grasps at the center of each of the visible faces of the target box. Of these, we only consider those where there exists an IK solution for which the robot would not be in collision with the environment. We then
select the remaining grasp which is closest to a top-down grasp, as these give the robot the most freedom to move in a bin environment. If there is more than one IK solution for a given grasp, we compare the solutions’ elbow joint angles and preferentially choose the one where the elbow is concave down (like the pose in Figure 5.1). This lets the robot lift boxes without having to flip its elbow orientation.

5.4.3 Optimization Formulation

The backbone of BOMP’s trajectory generation and optimization is derived from the backbone of DJ-GOMP [50]. DJ-GOMP formulates a nonlinear optimization problem and solves it using sequential quadratic programming (SQP) to compute a jerk-limited, obstacle-avoiding, and grasp-optimized motion plan that is within the robot’s dynamic limits. In BOMP, we extend the obstacle avoidance to the gripper, grasped box, and more complex collision environment. We summarize the BOMP optimization formulation here:

\[
\begin{align*}
\arg\min_{q_{[0..H]}} & \quad \frac{1}{2} \sum_{t=0}^{H-1} \| \ddot{q}_t \|^2_2 \\
\text{s.t.} & \quad q_t \in C_{\text{free}} \\
& \quad q_0 = q_0^d, \quad q_H = q_H^d \quad (2a), (2b) \\
& \quad \dot{q}_0 = \ddot{q}_H = 0, \quad \ddot{q}_0 = \dddot{q}_H = 0 \quad (2c), (2d) \\
& \quad q_{t+1} = q_t + \dot{q}_t t_{\text{step}} + \frac{1}{2} \ddot{q}_t t_{\text{step}}^2 + \frac{1}{6} \dddot{q}_t t_{\text{step}}^3 \quad (3a) \\
& \quad \dot{q}_{t+1} = \dot{q}_t + \ddot{q}_t t_{\text{step}} + \frac{1}{2} \dddot{q}_t t_{\text{step}}^2 \quad (3b) \\
& \quad \dddot{q}_{t+1} = \dddot{q}_t + \dddot{q}_t t_{\text{step}} \quad (3c) \\
& \quad q_t, \dot{q}_t, \ddot{q}_t, \dddot{q}_t \in Q, \dot{Q}, \ddot{Q}, \dddot{Q} \quad (4)
\end{align*}
\]

where \(H \in \mathbb{Z}_+\) is the time horizon, or number of waypoints after the start, \(t_{\text{step}} \in \mathbb{R}_+\) is the time interval between waypoints, and constraints with subscript \(t\) are for all valid \(t\).

Constraint (1) ensures a collision-free trajectory. Constraints (2a), (2b), (2c), and (2d) fix the trajectory to the desired endpoint configurations, velocities, and accelerations. Constraints (3a), (3b), and (3c) enforce consistent dynamics. Constraint (4) enforces actuation limits.

Aside from the obstacle-avoidance constraints (1), which are non-convex, the remaining constraints are all linear in the decision variables. Therefore, only the obstacle-avoidance constraints must be linearized to form the problem as a locally valid quadratic program (QP).

Following from prior work [9, 50], the solver uses sequential quadratic programming (SQP), but we change how it shrinks time. Instead of reducing \(H\) between SQP solves, it keeps \(H\) fixed, and reduces \(t_{\text{step}}\) using an empirically selected upper bound, and a binary search to find the lower bound. (In experiments, we fixed \(H = 16\) and chose \(t_{\text{step}} = 160\) ms based on a parameter sweep.)
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For the first SQP solve, BOMP initializes the solver with a trajectory that is linearly interpolated in joint space between the start and goal configurations. For each subsequent solution (i.e., as $t_{\text{step}}$ decreases), BOMP initialize the SQP solver with the trajectory from the previous solve.

### 5.4.4 Collision Checking

During optimization, BOMP must repeatedly check for collisions between the robot, grasped box, and environment. Due to the long-nosed end-effector, the robot arm is almost always outside of the bin, so we accelerate our collision checking by only checking for collisions the robot’s end-effector and the environment.

**Collision Model**

Using the $y_D$, we compute a height-map collision environment, and downsample it by max-pooling to improve collision-checking efficiency. (In experiments, we downsample to $30 \times 40$.) We use capsules (cylinders with hemispherical end caps) for collision checking because capsule-capsule distance checks have a fast, closed-form solution, roughly 10x faster than the box-box collision checking in Flexible Collision Library [102]. Capsules tightly bound the tall, thin height map pixels, and the tube-like end effector.

We approximate each height-map cell with a vertically-oriented capsule. The cylindrical portion of the capsule extends from some “world bottom” $z_0$, outside the max reach of the robot, to the top of the height map column, $z_{ij}$. The set of all environment capsules is $Y$. We define $R$ as set of capsules the bounding the robot end effector and grasped box.

**Collision Optimization**

During the optimization, we check for collisions between the robot end effector, grasped box, and the height map. For efficiency, we only check each capsule in $R$ against the height map capsules that intersect its axis-aligned bounding box. We define $d$ as the closest distance between capsules in $Y$ and $R$ at a given time along the trajectory.

To encourage the trajectory to go over the height map, we define $d$ to be the distance along the up axis (i.e., out of the height map), when the center axis of the closest robot-fixed capsule $c^*_R$ intersects the closest environment capsule $c^*_Y$.

We follow CHOMP [7] in scaling $d$ by the robot’s linear speed to disincentivize speeding through obstacles. We compute the robot’s linear speed at the collision point by applying the manipulator Jacobian to the joint velocities at that point in the trajectory. We densely sample $d$ uniformly over each trajectory segment between $t$ and $t + 1$ and sum the results to get $D_t$. (In experiments, we sample 50x over each segment based on a parameter sweep to find the minimum value that does not impact on success rate.) Defining $\tilde{D}_t$ as the closest distance using the last QP solve trajectory $\tilde{\tau}$, we define the linearized collision constraints...
Figure 5.3: **Deep learning warm-start.** To create the training dataset (left), we drop boxes randomly in a simulated bin, then generate a downsampled depth map via max pooling. From the topmost box, we compute start and goal configurations and the dimensions of the corresponding box, and pass them to BOMP-cold to generate an optimized trajectory. We save the optimizer inputs with the resulting trajectory in a dataset. The warm-start network (right) predicts a trajectory $\tau$ and $t_{\text{step}}$ given a height map converted from a depth image, start and goal configurations, and the grasped box parameters.

as:

$$\dot{D}_t + \frac{\partial D_t}{\partial q_t} q_t + \frac{\partial D_t}{\partial q_{t+1}} q_{t+1} + \frac{\partial D_t}{\partial \dot{q}_t} \dot{q}_t + \frac{\partial D_t}{\partial \dot{q}_{t+1}} \dot{q}_{t+1} > 0.$$

We compute the Jacobians using finite differences.

To limit failures from the optimizer stopping with slight (e.g., $< 1$ cm) collisions, we inflate the capsules in $\mathcal{R}$ (by 1 cm), and add an equivalent acceptance tolerance. Thus, if the optimizer terminates within the tolerance, the trajectories are verifiably collision-free.

**Carving**

To avoid “phantom” collisions at $q_0$, we model the change of the grasped box from being a part of the obstacle environment to being attached to the robot end effector. We carve out (remove) any capsule in $\mathcal{Y}$ in the same location as the capsule model for the grasped box. To prevent physically infeasible trajectories due to carving through bin walls, we artificially thicken the bin walls in the height map passed to the optimizer. Figure 5.2 shows carving results.

**5.4.5 Deep Learning Warm-start**

Computing fast trajectories requires long compute times (roughly 30 seconds). DJ-GOMP showed that a neural network could speed up computation by outputting an initial guess for $\tau$ and $H$ (the trajectory and horizon) that could *warm-start* the optimizer and allow it to converge faster. We adapt this technique to reduce the computation time of BOMP. We train
a neural network (Fig. 5.3) that predicts the optimal trajectory $\tau$ and the optimal segment duration $t_{\text{step}}$ given start and end poses, radius and endpoints of the grasped capsule (in the end-effector frame), and the scene’s height map. The neural network passes the height map through two convolutional layers to produce an embedding, which is concatenated with the start pose, end pose, radius, and endpoints of the grasped capsule. This concatenated vector is passed through an encoder to yield a trajectory and $t_{\text{step}}$.

Generating Training Data

To generate training data, we use Isaac Gym [103] to simulate an environment with a rectangular bin that matches the real bin’s dimensions and fill it with randomly sampled boxes with dimensions and probability matching our real setup. A virtual depth camera captures overhead depth images of the bin and converts it into a height map. To closely match the data distributions of boxes through the picking cycle, we repeatedly select the topmost box using the same prompting method in real (using the ground truth box shape instead of a SAM estimation) and remove it until the bin is sufficiently empty (more than 19 boxes removed). Before each removal, we record the current scene using the virtual depth camera mentioned above. In experiments, the training set consists of 25,000 simulated scenes and their height maps, grasped boxes, and optimal trajectories generated from a distribution likely to appear at test time.

Warm-starting

Even though the bin contents are different in every scene, we are able to learn a useful warm-start by referencing the height map during training and inference. At test time, we prompt the network with the trajectory endpoints, grasped box parameters, and height map. We warm-start the optimizer with the network’s predicted trajectory $\tau$ and segment duration $t_{\text{step}}$.

We differentiate from DJ-GOMP, which does not include a grasped box or the height map in the inputs to the neural network. Furthermore, we predict $t_{\text{step}}$ given a fixed $H$; DJ-GOMP did the opposite. This change simplifies the neural network architecture but requires interpolation to run on a robot’s fixed-time-interval controllers.

5.4.6 Speeding Up Computation

We make several optimizations to speed up computation. We parallelize the Jacobian calculations for the non-convex obstacle constraints over 12 Intel Core i7-6850K CPUs at 3.60GHz. Like DJ-GOMP [50], we solve only until a collision-free solution is found. Empirically, the additional solve time to find a fully optimal solution does not outweigh the additional computation time cost to generate it.
5.5 Experiments

We compare BOMP with two baselines: (1) an industry-standard Up-Over-Down motion that lifts the grasped box vertically, moves horizontally over the bin wall, then lowers; and (2) an asymptotically optimal sampling-based motion planner from Motion Planning Templates MPT [97] with a subsequent time-parameterization step [49].

We compare the algorithms on compute time, execution time, total time (compute time + execution time), and collision-free trajectory generation rate (“success rate”). In physical experiments, we also report “execution success rate” which considers the percent of all experiments (including those which failed in generation) where the robot successfully transports the box from start to goal.

We note that SAM inference time is not included in our computation time because all methods use the same prompting strategy to compute the initial pose to grasp the object. Therefore we compare only the trajectory computation time in our tables.

Due to reachability constraints associated with our robot and environment, a fully vertical extraction is often not possible. Thus, the Up-Over-Down baseline performs a two-stage “up” motion. The first stage moves the end-effector vertically as far as possible; the second stage moves the box vertically as far as possible while pitching 22.5° back to enable the box to be raised higher when a top-down grasp is no longer kinematically feasible. From most locations in the bin, it is kinematically infeasible for the robot to lift the box higher than the rim of the bin with a top-down grasp.

We use MPT’s parallelized RRT* (PRRT* [104]), as it is a fast asymptotically optimal planner. We configure it to optimize for minimum distance traveled in joint space. We run MPT for 1 second (MPT-1), which is similar to BOMP’s generation time, and MPT for 10 seconds (MPT-10), which has more time to find and optimize a solution. While PRRT* will eventually find a solution if one exists, it may fail with insufficient planning time. Since the MPT baselines are sampling based, we execute them three times each per scene and average the metrics. We only include successfully computed trajectories in the calculation for the time-based metrics.

We also perform ablations to assess the impact of warm-starting and training the neural network on the height map. We isolate the deep-learning warm-start by including cold-started optimization with an empirically selected heuristic $t_{\text{step}}$ of 160 ms, labeled BOMP-t160ms in Table 5.1 and Table 5.2. We also consider the impact of the neural network knowing the height map in BOMP-NH (“no heightmap”). For this ablation, we perform neural network inference without an input height map. As in DJ-GOMP [50], since additional SQP solves empirically take more time to compute than they save in execution time, we stop both BOMP and BOMP-t160ms after they first find a feasible trajectory. To compare against optimal execution times, we also show results from the cold-started optimization when run to optimal convergence (labeled BOMP-cold).

For both simulated and physical scenes, we model a UR5 robot reaching into a deep bin (dimensions 1.06×0.562×0.46 m$^3$) full of boxes. To allow the robot to reach and manipulate boxes deep in the bin, we equip it with the “bluction” tool from Huang, et al. [105] (blade
Figure 5.4: **Challenging grasp poses.** In physical experiments, we observe that using the long suction tool to grasp arbitrarily oriented boxes often results in challenging grasp poses such as the ones pictured here. While the industry-standard Up-Over-Down method fails in these cases, BOMP is able to generate fast, jerk-limited, collision-free trajectories.

We fill the bin with boxes of assorted sizes. For our experiments, we use boxes that are $4 \times 4 \times 2$ in$^3$, $6 \times 4 \times 3$ in$^3$, $7 \times 5 \times 2$ in$^3$, and $9 \times 6 \times 3$ in$^3$. We use between 5 and 15 boxes of each type to fill the bin. We use these box sizes because:

- They represent a range of aspect ratios (which directly affects the fidelity of the capsule model).
- The $6 \times 4 \times 3$ in$^3$ and $9 \times 6 \times 3$ in$^3$ boxes have the $6 \times 3$ in$^2$ face in common. We demonstrate that our pipeline is robust to this.

### 5.5.1 Simulated Experiments

We generate trajectories in 114 simulated environments generated using the same process used to generate neural network training data (described in Sec. 5.4.5 and shown in Fig. 5.3). However, these scenes were not previously seen by the neural network.
As the setup can result in kinematically infeasible problems, we exclude generated environments where the initial grasp results in an IK solution that is not in collision. Results are shown over the remaining 96 feasible scenes.

For each simulated environment, we capture a depth image and convert it into a height map and select the topmost box to be removed. In simulation, rather than using SAM [99] to determine box pose and size (Section 5.4.1), we use ground truth box pose and size to inform the solvers of the grasped box. We define the goal at a joint configuration where all in-distribution grasped boxes can be held without collision. For a fair comparison, we use the capsule model (5.4.4) to evaluate collisions for all planners and we carve the height maps as in Fig. 5.2 before solving.

We then use BOMP, baselines, and ablations to plan trajectories that carry the selected box from the given start point to the endpoint. We track computation success rate, compute time, trajectory execution time, and total time (compute time + execution time). Table 5.1 displays the results of these experiments.

We find that MPT-10 and the cold-started BOMP ablations have the highest success rate. With the warm-start, BOMP strikes a balance between fast computation and fast collision-free trajectories. It achieves a similarly high success rate to MPT-10, a fast computation time close to BOMP-t160ms, and a fast execution time close to BOMP-cold.

Only Up-Over-Down achieves a barely faster total time than BOMP due to its negligible computation time, but Up-Over-Down’s success rate is also very low. This is primarily due to the kinematic difficulty of safely vertically extracting arbitrarily oriented boxes, where the suction normal is generally not aligned to gravity.

BOMP-NH, without a height map of the environment, tends to predict trajectories closer to “average” than BOMP. This means larger (less optimized) values of $t_{\text{step}}$ and trajectories that are on average further from optimal. This explains the increase in trajectory execution time and success rate. The higher predicted $t_{\text{step}}$ also means that it is less often below the optimal value (i.e., infeasible). This results in the slightly higher success rate. On average, BOMP-NH’s computation time is 0.1835 s higher than BOMP, suggesting that the network’s knowledge of the obstacles through the height map generates trajectories that are more favorable for warm-starting.

In 93% of failure cases for BOMP-cold and BOMP-t160ms, the target box starts in contact with the bin wall. In these cases, a long tenuous extraction path is necessary to lift the box out of the bin without colliding. The warm-started BOMP and BOMP-NH also occasionally under-predict the optimal segment duration $t_{\text{step}}$, resulting in their slightly lower success rates.

We note that the baselines do not generate jerk-limited trajectories, while BOMP and ablations do. In physical experiments (Sec. 5.5.2), we observe that the trajectories generated by MPT are more likely to drop boxes during execution. This particularly happens when the trajectory turns high-jerk “corners” and at the trajectory endpoint.
Table 5.1: **Simulated experiments results.** In 96 feasible simulated environments, we execute 3 trials for the sampling-based methods (MPT-1 and MPT-10) and 1 trial for the deterministic methods. MPT-10 and the cold-started BOMP ablations have the highest success rate. With the warm-start, BOMP achieves a similarly high success rate while also achieving the fastest total time aside from the unreliable Up-Over-Down.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Success Rate</th>
<th>Exec. Time(s)</th>
<th>Compute Time(s)</th>
<th>Total Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPT-1</td>
<td>69.44%</td>
<td>1.941±0.776</td>
<td>1.833±0.044</td>
<td>3.774±0.786</td>
</tr>
<tr>
<td>MPT-10</td>
<td><strong>84.38%</strong></td>
<td>1.941±1.023</td>
<td>10.872±0.049</td>
<td>12.813±1.042</td>
</tr>
<tr>
<td>Up-Over-Down</td>
<td>16.67%</td>
<td>1.689±0.225</td>
<td><strong>0.837±0.158</strong></td>
<td><strong>2.525±0.293</strong></td>
</tr>
<tr>
<td>BOMP-NH</td>
<td>80.21%</td>
<td>1.209±0.146</td>
<td>1.664±2.498</td>
<td>2.872±2.496</td>
</tr>
<tr>
<td>BOMP-cold</td>
<td><strong>84.38%</strong></td>
<td><strong>0.982±0.352</strong></td>
<td>33.696±20.067</td>
<td>34.678±20.002</td>
</tr>
<tr>
<td>BOMP+t160ms</td>
<td><strong>84.38%</strong></td>
<td>2.560±0.000</td>
<td>1.661±1.144</td>
<td>4.221±1.144</td>
</tr>
<tr>
<td>BOMP</td>
<td>78.13%</td>
<td>1.080±0.142</td>
<td>1.481±1.639</td>
<td>2.561±1.649</td>
</tr>
</tbody>
</table>

Table 5.2: **Physical experiments results.** In 15 physical experiments, BOMP successfully executes the most trajectories and achieves the fastest total time (computation + execution) other than Up-Over-Down, which only successfully executes 1 trajectory. MPT-1 and MPT-10 generate the most theoretically feasible trajectories but their non-smooth trajectories and lack of jerk limits result in several dropped boxes and automatic protective stops during physical execution.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Generation Success Rate</th>
<th>Execution Success Rate</th>
<th>Exec. Time(s)</th>
<th>Compute Time(s)</th>
<th>Total Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPT-1</td>
<td>68.89%</td>
<td>53.33%</td>
<td>2.448±1.319</td>
<td>1.747±0.137</td>
<td>4.194±1.334</td>
</tr>
<tr>
<td>MPT-10</td>
<td><strong>93.33%</strong></td>
<td>66.67%</td>
<td>2.210±1.269</td>
<td>10.792±0.140</td>
<td>13.001±1.300</td>
</tr>
<tr>
<td>Up-Over-Down</td>
<td>6.67%</td>
<td>6.67%</td>
<td>1.432±0.000</td>
<td><strong>0.710±0.000</strong></td>
<td><strong>2.142±0.000</strong></td>
</tr>
<tr>
<td>BOMP-cold</td>
<td>86.67%</td>
<td>73.33%</td>
<td><strong>0.884±0.279</strong></td>
<td>34.074±14.616</td>
<td>34.958±14.590</td>
</tr>
<tr>
<td>BOMP</td>
<td>86.67%</td>
<td><strong>80.00%</strong></td>
<td>1.035±0.168</td>
<td>1.583±1.075</td>
<td>2.617±1.067</td>
</tr>
</tbody>
</table>

5.5.2 **Physical Experiments**

We perform similar experiments in 15 real environments (see examples of the physical environment in Fig. 5.2). We use an overhead Intel RealSense D455 camera to capture height maps for collision avoidance and RGB images for segmentation. These images are 480×640 pixels, but we downsample the height map to 30×40 for collision checking (Sec. 5.4.4). Grasped boxes are selected and detected using the full grasp selection pipeline (Section 5.4.1).

As with simulated experiments, we consider only scenes with reachable grasp poses that are not in collision. The results of these experiments are in Table 5.2.

In physical experiments, BOMP successfully executes the most trajectories and achieves the fastest total time (computation + execution) other than Up-Over-Down, which only successfully executes 1 trajectory. While MPT-10 generates the most theoretically feasible trajectories, these often result in dropped boxes or automatic protective stops because its trajectories are not jerk-limited. Specifically, the trajectories computed by the sampling-
based planners often contain sharp turns and sudden changes in speed. BOMP computes a smooth trajectory that better avoids protective stops and drops.

At execution time, the failure cases for BOMP and BOMP-cold are primarily due to the capsule carving (Sec. 5.4.4) over-carving into adjacent obstacles (the capsule model is an overestimate of the actual box volume, so it may enclose other obstacles). When the resulting trajectories are physically executed, these obstacles may dislodge the box from the robot gripper.

Up-Over-Down has an extremely low success rate in this environment due to the complex grasp poses (not simply top down). We use a long suction gripper to be able to access all parts of the bin, but this has a consequence of difficult grasp poses when aligning the gripper to the surface normals of oriented boxes. Figure 5.4 shows some example scenes with complex grasp poses from which BOMP is able to compute a solution, but Up-Over-Down is unable to vertically lift the grasped box.

5.6 Discussion and Future Work

We present BOMP, an optimization-based motion planner integrated into an end-to-end bin picking pipeline. We integrate a grasp and target box identification method using the Segment Anything Model [99], and we warm-start the motion planning optimization on the output of a deep-learning model trained to include obstacles in the form of a height map. We train the network offline on simulated data, then use the trained network online to provide an initial guess of the trajectory to warm-start and speeds up computation.

In 129 experiments in real bin environments and in simulation, we showed that BOMP outperforms heuristic and sampling-based planner baselines in execution time by up to 36% and 58% respectively, while generating jerk-limited trajectories. Furthermore, BOMP achieves the fastest total time (computation time + execution time) among methods with comparable success rate.

In future work, we will address several limitations. We plan to extend beyond known boxes to general unseen grasped objects by using SAM [99] alongside a grasp planner such as Dex-Net 3.0 [79]. We will also speed up SAM prompting by using a smaller model fine-tuned for the bin.

We also plan to improve the fidelity of our capsule modeling without sacrificing too much of its speed. As presented in this chapter, the capsule model overestimates the extents of the grasped box, so it sometimes carves into adjacent obstacles. As a result, the motion planner may compute a solution that would collide in real since not all of the collision environment is present in the carved depth map it uses to plan.

Within these limitations, though, BOMP significantly outperforms baselines in speed while maintaining a comparable or superior success rate.
Part II

Efficiency and Reliability in Grasping Partially Observable Rigid Objects
Chapter 6

AVPLUG: Approach Vector Planning in Cluttered Environments

Leading grasp planners often struggle to identify effective grasps on objects that are partially occluded. AVPLUG enhances grasp reliability by utilizing an octree-based occupancy model and Minkowski sum calculations to determine a collision-free approach vector for grasping.

6.1 Introduction

In many automation tasks, such as extracting a product from a warehouse shelf, removing an ingredient from a refrigerator, or retrieving a tool from a cluttered workbench, desired objects may be hidden behind other objects. This presents a challenge in both locating the target object and finding a grasp for it. To automate such tasks, robots need to first perform visual search, and then robustly grasp and manipulate target objects once found. Although prior work [10, 106, 107] proposed methods for grasping objects in isolation, finding a robust grasp becomes significantly more challenging [108, 109] in a cluttered environment where the target object may be partially or fully occluded.

Mechanical search [110] aims to find a target object in clutter and focuses on clearing a view to the target by pushing or removing occluding objects [110, 114]. However, this requires planning and executing multiple collision-free motions of the arm, adding to the overall runtime in the form of both motion planning and execution. Furthermore, the placement of occluding objects is often structured, for example with objects resting on a kitchen counter or supermarket shelf [115]. In such environments, pushing or removing objects may be undesirable. In addition, when objects are in unstable poses, even glancing contacts can lead to accidental toppling, which can damage delicate objects such as glass bottles. In contrast, this work focuses on servoing a wrist-mounted camera with a unicontact suction gripper tool (see Fig. 6.1) to a view from which the target object is fully visible and thus extractable.

Efficiently searching for a view of a target object is related to next-view planning, the
Figure 6.1: AVPLUG searches for an approach vector to grasp the occluded red target object on the worksurface. AVPLUG moves the wrist-mounted tool to a view from which it can find an approach vector for unicontact grasping (successful view shown in green). AVPLUG uses an occupancy map and a Minkowski sum to track previously explored regions of the scene and to find and evaluate candidate vectors. **Inset:** The end effector used by AVPLUG is comprised of an RGBD camera with its optical axis aligned to a unicontact suction gripper.

We focus on unicontact suction grasping. As opposed to parallel-jaw grasping, in which the contact points are rarely visible from the approach vector, unicontact grasp quality is highly correlated with the visible surface normals [79]. Accordingly, we propose that aligning the suction gripper contact axis to the camera optical axis can be well-suited for a unicontact grasp exploration policy, in which finding an unoccluded view of the graspable target surface corresponds to finding an approach vector.

We present Approach Vector Planning for Unicontact Grasping (AVPLUG), an algorithm that leverages an occupancy map based on an octree and Minkowski sum computation to find an approach vector for unicontact grasping of a partially or fully occluded target object in a structured clutter scene, without changing the scene. First, AVPLUG samples potential target object locations from the unknown regions of the occupancy map. It then efficiently casts rays outwards from these candidate locations in order to identify unobstructed candidate vectors. Next, it cross-references these candidate views with a pre-computed expected
grasp quality distribution (which takes into account individual grasp quality as well as uncertainty in target object pose). It moves to the view with the highest expected grasp quality. AVPLUG repeats this process until it finds a collision-free approach vector, or reports failure.

In the case of a fully occluded target object, we encounter an additional challenge, in that there is no clear signal to guide exploration. In order to narrow the search space, we propose to efficiently compute the Minkowski sum \cite{121} between the target object and the region of the occupancy map that we have explored thus far. This constrains the potential locations of the target object on the worksurface.

Experiments in simulation and on a physical Fetch robot suggest that AVPLUG can find an approach vector in up to $20 \times$ fewer steps than a baseline policy, even in the presence of dense occlusions and in tight spaces (see Fig. \ref{fig:AVPLUG}). This chapter makes three contributions: (1) A formulation of the problem of efficiently finding an approach vector for unicontact grasping a target object in the presence of partial or full occlusions; (2) AVPLUG, an efficient algorithm that uses an octree-based occupancy map and Minkowski sum computation to address the above problem; and (3) Experiments in simulation and on a physical robot comparing AVPLUG with a grid search baseline, which systematically visits views on a discretized grid.

6.2 Related Work

There has been significant prior work on searching for target objects in clutter, however the most common approach is to move or remove occluding objects. For example, Danielczuk et al. \cite{110} defined the mechanical search problem and proposed a pipeline to iteratively search for a partially occluded object through a series of parallel-jaw grasping, suction, and pushing actions. Huang et al. \cite{112} and Danielczuk et al. \cite{111} then extended this work by learning an occupancy distribution to guide the search process to recover the occluded target. Xiao et al. \cite{122} formulate the object search in clutter task as a POMDP and suggest an algorithm that takes into account the robot’s current belief to evaluate the success of a manipulation task. Murali et al. \cite{115} leveraged a variational autoencoder \cite{107} to plan 6-DOF parallel-jaw grasps on a partially occluded target object in a cluttered scene, and remove occluding objects if no feasible grasp is found. Boroushaki et al. \cite{123} identify and locate a fully occluded target object using RFID tags. In this work, we instead focus on moving a wrist-mounted camera to find clear approach vectors. We align the optical axis with these approach vectors in order to grasp the target object without affecting the rest of the scene.

In active perception \cite{118, 119, 124, 125}, we change the position of the sensor to reveal more of the scene’s geometry. This is particularly useful for tasks such as 3D scene reconstruction \cite{126} and mapping \cite{127}. The next-best-view planning problem refers to computing the optimal next view with respect to a chosen goal. In the context of manipulation, a camera mounted on a robot end effector can guide the motion. Kahn et al. \cite{128} model the occluded regions where the target object may be located as a mixture of Gaussians, and en-
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Figure 6.2: States in AVPLUG consist of a camera location \((p_x, p_y, p_z)\) on a sphere \(V\) centered on \(O\) with radius \(r\), and a focal point \((c_x, c_y)\) (with implicit \(c_z = 0\)) on the worksurface. \((c_x, c_y)\) represents a potential target location, at which the camera’s optical axis points.

courage exploration during the trajectory optimization by penalizing for uncertainty. Other works constrain the action space to top-down (4-DOF) grasps. For example, Morrison et al. [129] propose a top-down grasp planning controller that uses active perception to choose the next-best-view of the camera as it approaches the target object along the \(z\)-axis to reveal more robust grasps. Novokovic et al. [130] propose a reinforcement learning based active and interactive perception system from a top-down view to uncover a hidden target cube in a pile of cubes. In contrast, in this work we consider approach directions on a sphere centered on the clutter centroid and consider candidate 5-DOF grasps (unicontact suction grasps have symmetry about the approach vector).

Occupancy maps are 3D representations of the environment that store information about which regions have already been explored and which have not. This information can be used to guide next-best-view planning. Hornung et al. [120] presented OctoMap, an efficient implementation of an octree-based occupancy map. Given a point cloud, OctoMap updates a 3D voxelized representation of the scene with one of three labels per voxel: occupied, empty, or unknown. Santos et al. [131] used an octree alongside a robotic arm and wrist-mounted camera, however they focused on 3D scene reconstruction. Octrees have also been used for grasping a target object in a cluttered scene [113, 114, 132], however in contrast to moving the camera, these works remove occluding objects from the scene to expose the target object.

6.3 Problem Statement

Given:

- An RGBD camera with known intrinsics, mounted in alignment with a vacuum suction cup gripper on a robot arm (see Fig. 6.1 inset).
- A target object of known geometry.
- An environment of unknown objects resting on a planar worksurface, partially or fully occluding the target object.
• A target object detector that returns a binary mask of the target object if it is visible from the RGBD camera.

• A suction grasp planner (Dex-Net 3.0 [79]) that samples candidate suction points on a depth image and returns the point with the highest associated grasp quality value.

Output: an approach vector \( v \) along which a collision-free linear motion can achieve a unicontact grasp of the target object. AVPLUG aims to minimize the number of steps to find such an approach vector, or reports failure.

### 6.3.1 Definitions

We define the following states, actions and observations:

**Worksurface.** A worksurface is a planar surface orthogonal to the \( z \)-axis which is aligned to gravity. The space reachable by the robot may be bounded from below by the worksurface and from above by a ceiling plane.

**Sphere.** Let \( V \) be a sphere with radius \( r \) centered on the origin of the worksurface (see Fig. 6.2).

**States (\( S \)).** Let \( s_t \in S \) denote a state at timestep \( t \) defining the position and orientation of the camera on \( V \). We restrict the camera focal point to within the bounds of the worksurface. The camera can rotate about its placement on \( V \) to look at any point on the planar surface, but does not roll around its optical axis. The state space is thus \( S = S^2 \times S^2 \), which we represent with a pair of Cartesian coordinates \( (p, c) \), where \( p \in \mathbb{R}^3 \) is the location on \( V \), and \( c \in \mathbb{R}^3 \) is the point on the worksurface that the camera’s optical axis intersects, thus \( c_z = 0 \) (see Fig. 6.2). Let \( v = c - p \) be the approach vector, defined as the direction from the camera to the target.

**Actions (\( A \)).** Let \( a_t = (\Delta p_x, \Delta p_y, \Delta p_z, \Delta c_x, \Delta c_y) \) denote the change from the state \( s_t \) to state \( s_{t+1} \), where \( s_{t+1} \) is restricted to remain on \( V \).

**Observations (\( \Omega \)).** Let \( y_t = \mathbb{R}^{H \times W \times 4} \) be an \( H \times W \) RGBD image taken from state \( s_t \) at timestep \( t \).

### 6.4 Method

Given an observation \( y_t \), AVPLUG seeks a grasp approach vector aligned within a tolerance angle \( \psi \) of the camera optical axis. After detecting and segmenting the target object, AVPLUG samples and evaluates grasps from its visible surface using a provided grasp planner, \( \mathcal{G} : \mathbb{R}^{H \times W} \rightarrow (\mathbb{R}^3 \times S^2, \mathbb{R}) \). \( \mathcal{G} \) maps grasps parameterized by a 5-DOF pose \( g \in \mathbb{R}^3 \times S^2 \) to the corresponding grasp quality \( q \in [0, 1] \). A higher value of \( q \) indicates a more robust grasp. If a termination condition \( \mathcal{T} \) is not reached—i.e., there are no visible grasps in \( y_t \) above a certain grasp quality threshold—AVPLUG finds the next approach vector.

Scenes where the target object is fully occluded (e.g., due to inter-object and environmental occlusions) can be particularly challenging, since AVPLUG does not know the target
Figure 6.3: **AVPLUG overview.** (a) AVPLUG updates the octree by deprojecting a depth image to a point cloud and inserting it to the octree. (b) AVPLUG queries the part of the octree corresponding to the worksurface in order to identify candidate target locations in the unknown regions (white is unknown, black is occupied). In the figure, the location of the target object is gray, although in practice its location is unknown. To reduce the number of candidate target locations, we compute the Minkowski sum between the convex hull of the known target object and the occupied section of the worksurface. (c) AVPLUG casts rays outwards from candidate target locations to find candidate approach vectors. The corresponding camera positions (restricted to a sphere around the workspace) are marked by blue points. (d) AVPLUG uses a pre-computed expected grasp quality distribution to evaluate each candidate vector. The distribution is computed by averaging ground-truth grasp quality data from the target object model over stable poses and z-axis rotations. The average is weighted according to the relative likelihood of each stable pose. The data is then discretized into bins, with each bin represented by a colored dot in the figure (green represents the highest expected grasp quality, and red represents the lowest). (e) Once the target object is revealed, AVPLUG uses the provided grasp planner $G$ to find a collision-free approach vector. It then aligns the camera’s optical axis with that approach vector, moves linearly along the approach vector to grasp the target object, and extracts the grasped target with an upward motion.

Object location. Without full knowledge of object poses and geometries, it is difficult to estimate the location and orientation of the target object, and more difficult still to estimate which views will uncover a graspable surface. We address this with an occupancy map, which we use to compile knowledge from previous views into an estimate of the scene state. This allows the policy to efficiently keep track of unexplored regions of the scene and prioritize them in subsequent steps. The occupancy map used in AVPLUG is based on an octree, $\mathcal{M}: \mathbb{R}^3 \rightarrow \{-1, 0, 1\}$, which maps voxels (minimum-size boxes in the octree) to occupancy values. In this paradigm, -1 represents unknown occupancy, 0 means known to be empty, and 1 means known to be occupied. The resolution of the octree is configurable—higher resolution allows for a more accurate search at the expense of increased processing time.
6.4.1 Updating the Octree

To update AVPLUG’s representation of the occupancy map, the depth image in observation $y_t$ is deprojected to a point cloud using the known camera intrinsics. It is then transformed to a global coordinate frame centered at the center of the worksurface using the known camera extrinsics. This transformed point cloud is inserted into the occupancy map $M$ (Fig. 6.3(a)).

6.4.2 Finding Candidate Target Object Locations

If the target object is partially visible, AVPLUG approximates the translation of the target object as the center-of-mass of its visible portion. Otherwise, AVPLUG’s first priority is finding the target object. With the assumption that all objects rest on a planar worksurface, AVPLUG reduces the computational complexity of the problem by limiting the search for candidate target object locations to the 2D worksurface. We define a 2D occupancy map as the 2D slice of the octree that corresponds to the worksurface, i.e., the portion at $z = 0$ in the global coordinate frame (see Fig. 6.3(b)). We note that AVPLUG does not project the occupancy map onto the worksurface, as this can result in missing a target object that is hidden beneath another object (e.g., a small object hidden below a large bowl). We also observe that there are only occupied and unknown voxels on the worksurface. AVPLUG searches for a set of candidate target object locations $U$ in the unknown region of the worksurface (Fig. 6.3(b)).

Given the geometry of the target object, and assuming it has a finite set of feasible stable poses on the worksurface, we use a Minkowski sum [121] to estimate an occupancy distribution for the location of the target object. To compute the Minkowski sum, we first generate polygons from both the occupied region and the target object. For the former, we convert the 2D occupancy map to a binary image and find the contours of the occupied components (see Fig. 6.3(B)). If the contours form self-intersecting polygons, we smooth them using erosion and dilation [133]. To create a polygon of the target object, we project the vertices of the known mesh to the worksurface and compute the convex hull of the projected vertices. We then compute the Minkowski sum between the occupied region polygons and the target object polygon. This inflates the occupied region in a way that eliminates unknown points that are less likely to occupy the target object. Since the stable pose of the target object and its rotation about the $z$ axis are unknown, we discretize the rotations into 8 bins and compute a Minkowski sum per stable pose and discretized rotation. We then sum the results and normalize to estimate a distribution for the location of the target object. We then use this distribution to uniformly sample a set of points $U$ that maximize the likelihood of occupying a portion of the target object.
6.4.3 Finding Candidate Vectors

To find a candidate collision-free approach vector \( \mathbf{v} \), AVPLUG casts rays outwards from the approximated target locations. This method draws inspiration from Lozano-Perez et al. \[134\], who describe an approach to fine motion synthesis by chaining backwards from a known goal toward the current position (Fig. 6.3(c)). If ray \( i \) in direction \( \mathbf{d} \) does not intersect any occupied voxels, it represents a potentially clear line of sight, and the intersection point \( \mathbf{p} \in \mathbb{R}^3 \) of the ray with \( V \) is computed (see the blue points in Fig. 6.3(c)). There may be few or many candidate vectors, in correspondence with the levels of occlusion in the scene. A valid candidate vector consists of a point on the sphere and the negated ray direction leading to it: \( \mathbf{v} = (\mathbf{p}, -\mathbf{d}) \). To visit such a view, we move the camera to position \( \mathbf{p} \) and align its optical axis with \( -\mathbf{d} \).

6.4.4 Evaluating Candidate Vectors

Given the target object geometry and pose we could use \( \mathcal{G} \) to compute grasps and check which approach vector aligns with a collision-free candidate vector. However, AVPLUG does not know the target object pose a priori; it only has access to the object geometry and a probability distribution of stable poses. Using this information, AVPLUG computes an expected grasp quality distribution for the target object before viewing any scenes. To compute this distribution, AVPLUG performs a weighted average of grasps and their associated quality, averaging over the known stable poses and all \( z \)-axis rotations. Higher likelihood stable poses are given more weight in the average. It then discretizes the data into \( 5^\circ \) elevation \( \times 5^\circ \) azimuth bins (see Fig. 6.3(d)). AVPLUG evaluates each candidate vector based on the score of the bin containing its direction vector \(-\mathbf{d}\). This method prioritizes views that align with a larger number of approach vectors (generally corresponding to different stable poses). Such views are more likely to find at least one approach vector that leads to a successful grasp in the given scene.

6.4.5 Finding and Evaluating Visible Grasps

Once the target object is revealed, AVPLUG queries the grasp planner \( \mathcal{G} \) for visible grasps \( \mathbf{g} \in \mathbb{R}^3 \times S^2 \). It then sorts the grasps by quality and iterates through the grasps in order to classify them. First, AVPLUG discards any previously seen grasps (from visible from prior views) known to collide or be unreachable. Next, AVPLUG casts a ray in the occupancy map outward from the grasp contact point along the negated approach vector. If there are any collisions with voxels known to be occupied, it classifies this grasp as colliding. Otherwise, AVPLUG declares the grasp is collision-free, then moves to align the camera with the candidate approach vector and attempt the grasp. It caches all remaining visible grasps for later consideration if this grasp fails (e.g., by an undetected collision or obstacles preventing extraction). If none of the visible grasps is collision-free, AVPLUG finds the next view following the steps in Sections 6.4.3, 6.4.4.
6.5 Experiments

To evaluate AVPLUG, we run experiments in simulated and physical environments, and compare to a baseline policy.

6.5.1 Simulation Experiments

We use \( R = 0.01 \) m resolution since it empirically allows for a sufficiently accurate Minkowski sum in the fully occluded case and improves grasp collision estimation in the partially occluded case. To implement the octree for the occupancy map, we use the open-source OctoMap [120, 135].

We use ground truth segmentation to generate a binary mask of the target object. Since AVPLUG relies on an external instance segmentation algorithm, in practice, one could use an off-the-shelf object segmentation algorithm such as SD Mask R-CNN [136] with an additional matching phase for classification.

To decide whether the target object is graspable from the current state, we use a grasp planner based on Dex-Net 3.0 [79] as an oracle. Dex-Net 3.0 pre-computes suction grasps and associates quasi-static wrench-resistance quality metrics to a target object mesh, then matches these to pre-computation results at evaluation time.

6.5.2 Environments in Simulation

We first evaluate AVPLUG on two simulated scenes: 1) a tabletop, for which the potential vectors on the sphere \( V \) range between elevation angle \( \theta \in [0^\circ, 85^\circ] \) and azimuth angle \( \varphi \in [-90^\circ, 90^\circ] \), and 2) a counter with a cabinet above that constrains the possible grasp approach directions to a slice of \( V \) ranging between elevation angle \( \theta \in [55^\circ, 85^\circ] \) and azimuth angle \( \varphi \in [-90^\circ, 90^\circ] \). In both cases, we use a sphere \( V \) with radius \( r = 0.6 \) m. To generate multiple different levels of occlusion, we use \( N = 10 \) objects of varying heights. Object models were selected from Thingiverse [137] and YCB [138]. We sample the locations of the objects from a uniform distribution in a bounded \( 0.4 \) m \( \times \) \( 0.4 \) m worksurface, and position each object in a stable pose. We also randomize the initial camera view. We generate 3 tiers of scene complexity (Fig. 6.4) by altering the relative proportions of larger objects; this affects the level of occlusions in the scene. Tier 1 consists of 2 flashlights, 2 spray bottles and 5 spiral bulbs; Tier 2 replaces the flashlights from tier 1 with 1.6\times higher and 1.7\times wider fire extinguishers; and Tier 3 consists of 2 fire extinguishers, 2 flashlights, 2 spray bottles, and 3 spiral bulbs. For all tiers, the target object is a light bulb, which is easily occluded due to its small size compared to the other objects in the scene. After executing a successful grasp, the target object is extracted with an upwards motion (Fig 6.3(e)).
Figure 6.4: **Difficulty tiers with varying levels of occlusions.** The target is shown in red on a tabletop environment. The difficulty tiers define scenes with increasing levels of complexity due to increased occlusions. (a) Tier 1 includes 2 flashlights, 2 spray bottles, and 5 spiral bulbs. (b) Tier 2 includes 2 fire extinguishers, 2 spray bottles, and 5 spiral bulbs. (c) Tier 3 includes 2 fire extinguishers, 2 flashlights, 2 spray bottles, and 3 spiral bulbs.

Figure 6.5: Comparisons of steps to completion of successful rollouts in simulation. The scale on the horizontal axis is 15× larger for the GridSearch policy.

### 6.5.3 GridSearch Baseline

We compare AVPLUG to a GridSearch baseline. GridSearch discretizes the sphere $V$ into 212 fixed-spaced views (the distance between neighboring views is $l = 5^\circ$ in both elevation and azimuth) and systematically visits each view until it finds a view from which it can plan a grasp. This baseline visits all the views to the right of the initial view, moves up to the next row of views once it reaches the maximum azimuth angle defined in 6.5.2, continues the search by moving left until it reaches the next boundary, and so on. Once it reaches the top-most row and cannot move up, it continues the search from the bottom-most row.
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<table>
<thead>
<tr>
<th>Scene</th>
<th>Tier</th>
<th>Policy</th>
<th># Steps Median</th>
<th>IQR Median</th>
<th>Distance [m] Median</th>
<th>IQR Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tabletop</td>
<td>1</td>
<td>GridSearch</td>
<td>16.0</td>
<td>22.2</td>
<td>0.8</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVPLUG</td>
<td><strong>1.0</strong></td>
<td><strong>1.0</strong></td>
<td><strong>0.6</strong></td>
<td><strong>0.4</strong></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>GridSearch</td>
<td>20.0</td>
<td>26.0</td>
<td>1.0</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVPLUG</td>
<td><strong>1.0</strong></td>
<td><strong>1.0</strong></td>
<td><strong>0.7</strong></td>
<td><strong>0.6</strong></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>GridSearch</td>
<td>16.0</td>
<td>16.0</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVPLUG</td>
<td><strong>1.0</strong></td>
<td><strong>1.0</strong></td>
<td><strong>0.7</strong></td>
<td><strong>0.8</strong></td>
</tr>
<tr>
<td>Counter</td>
<td>1</td>
<td>GridSearch</td>
<td>14.5</td>
<td>19.0</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVPLUG</td>
<td><strong>1.0</strong></td>
<td><strong>1.0</strong></td>
<td><strong>0.7</strong></td>
<td><strong>0.8</strong></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>GridSearch</td>
<td>15.5</td>
<td>18.0</td>
<td><strong>0.7</strong></td>
<td><strong>0.9</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVPLUG</td>
<td><strong>2.0</strong></td>
<td><strong>2.0</strong></td>
<td><strong>0.8</strong></td>
<td><strong>1.0</strong></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>GridSearch</td>
<td>18.0</td>
<td>19.5</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVPLUG</td>
<td><strong>2.0</strong></td>
<td><strong>1.0</strong></td>
<td><strong>0.9</strong></td>
<td><strong>1.2</strong></td>
</tr>
</tbody>
</table>

Table 6.1: Simulation Experiments. Median and interquartile range (IQR) of the number of steps to success and the distance traveled for each policy over 100 rollouts in 2 simulated environments, for successful rollouts. The success rate is 100% for the GridSearch baseline and 94% to 100% for AVPLUG. (See Fig. 6.8 for description of failure modes)

GridSearch stops when it finds a view from which it can plan a grasp, or after it has visited all the discretized views.

6.5.4 Simulation Results

We roll out AVPLUG on 100 scenes, until the policy reaches a termination condition $T$ and it finds a high-quality grasp ($q \geq 0.75$) on the target object, or it fails to find a grasp within a maximal number of steps $H$ and the experiment fails. We set $H = 212$ to account for the total number of grid points in the countertop environment; therefore, if a successful approach vector exists, the GridSearch baseline will find it. We benchmark the experiments using the following metrics: median and interquartile range (IQR) for number of steps to success, and distance traveled. We use these metrics since the number of steps to success relates to the data acquisition and computation time, and the distance traveled by the robot arm may result in increased travel time and a potential loss in precision. The results are summarized in Table 6.1 and Fig. 6.5 and show that AVPLUG finds an approach vector in up to $20 \times$ fewer steps (median) than the baseline. In Fig. 6.5 we observe that the baseline suffers from high variance, as it is sensitive to the initial view—if it starts near a successful approach vector it can terminate quickly, otherwise it may search the grid exhaustively.
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Figure 6.6: Unicontact grasping in tight spaces. AVPLUG can find approach vectors for unicontact grasping even in tight spaces due to the high resolution of the occupancy map.

The average computation time of AVPLUG for finding an approach vector is 1.05 s, benchmarked on a server with an Intel Xeon CPU @ 2.20 GHz.

6.5.5 Physical Experiments

We evaluate AVPLUG on physical scenes in the countertop setting using a Fetch mobile robot. To find grasps, we use a planarity-based grasp planner. The grasp planner first samples candidate suction points from a depth image by computing surface normals, then selects only those within 10° of the optical axis. Finally, it ranks these candidates by using a planarity metric: a suction cup-sized ring is projected around the grasp point, and the grasp is scored based on the distance from the ring to the surface depth. This distance is minimized in higher quality grasps [79]. We filter out any grasps that will collide with the scene when approaching or exiting using collision checking between the gripper mesh and the observed point cloud. We consider a grasp successful if it is not in collision and its quality value is above 0.8.

We construct 3 tiers of scenes with matching difficulty to those in simulation. For each tier, we evaluate a single scene, and for each scene we choose 5 random starting views. At each view, we evaluate the baseline once and AVPLUG 3 times, taking the average to account for inherent stochasticity. We use the elevation angle $\theta \in [45^\circ, 75^\circ]$, azimuth angle $\varphi \in [-45^\circ, 45^\circ]$, and radius $r = 0.5$ m for kinematic feasibility. The target object is a red light bulb similar to the target in simulation, and the occluding objects are objects found around the house and lab. We use an HSV color detector to get the binary target segmentation mask. Figure 6.7 shows the experimental setup. Results in Table 6.2 suggest that AVPLUG can consistently find an approach vector in fewer steps (median 2.0) than the baseline (median between 5.0 and 12.0). While the number of search steps taken by baseline policy highly depends on the starting view (with a higher IQR between 3.0 and 10.0), AVPLUG is able to achieve more consistent high performance among random starting views (with a lower IQR of 1.0).
Figure 6.7: **Physical experiments setup. Top:** Physical counter setup with a Fetch mobile manipulator for grasping. **Middle:** In the first experiment starting at (a), the visible part of the target object (in red) is not graspable from the initial position, but is graspable from the next position (b). **Bottom:** In the second experiment starting with view (c), although a successful grasp is found from the second position (d), it leads to a collision between the gripper and the environment. AVPLUG then finds a collision free approach vector on the following step (e).
Table 6.2: Physical Experiments Results. Median and interquartile range (IQR) of the number of steps to success and the distance traveled for each policy over 5 rollouts in a physical counter environment. The metrics are reported for successful rollouts. The success rate is 100% for both the GridSearch baseline and AVPLUG.

### 6.5.6 Visibility vs Graspability

An visibility version of AVPLUG evaluated candidate approach vectors according to their information gain, defined by the number of voxel labels that changed from unknown to either empty or occupied after aligning the camera optical axis with the corresponding approach vector. In this method, AVPLUG chose an approach vector that maximized the information gain, with the goal of discovering presently hidden graspable surfaces on the target object. One limitation of this approach, however, was that it prioritized distant approach vectors over near and successful ones, since drastic view changes would generally reveal more unobserved parts of the scene. This visibility-based approach is better suited for the purpose of scene reconstruction and mapping than for finding a grasp on an occluded target object—this motivated using known grasp distributions instead.

### 6.5.7 Failure Cases

Since the occupancy map discretizes the scene into cubic voxels, the occupied section of the octree occasionally extends beyond the true boundaries of the occluding objects (see Fig. 6.8). Furthermore, due to the long and narrow structure of the end effector, valid grasp approach vectors can pass very close to occluding objects. As a result, AVPLUG’s grasp evaluation step (Section 6.4.4) may detect collisions when there are none.

### 6.6 Discussion and Future Work

We present AVPLUG, an algorithm that employs an octree-based occupancy map and Minkowski sum computation to find an approach vector for unicontact grasping. AVPLUG
**Figure 6.8: Octree resolution failure case.** AVPLUG queries the grasp planner for available grasps on the target object. The grasp approach axis (green) passes between the flashlight and the fire extinguisher with enough clearance for the long and thin end effector in (a) and (b), therefore the grasp planner declares this to be an accessible grasp. However, when AVPLUG casts this ray through the octree, it finds a collision with the flashlight at the cyan point in (c) and (d). This is because the octree’s occupied voxels (denoted by orange points) extend slightly beyond the bounds of the flashlight due to the discretization.

AVPLUG takes advantage of the strong correlation between visibility and graspability in suction grasping by servoing a wrist-mounted camera to find graspable views. It is able to find and extract fully or partially occluded known target objects without the risk of toppling other objects. Experiments in simulation and on a physical robot suggest that AVPLUG can find an approach vector in up to $20 \times$ fewer steps compared to a baseline policy, and can extract objects from tight spaces (see Fig. 6.6). In future work, we will utilize shape completion and pose estimation algorithms to reason about the graspable part of the target object. We will also extend this work to a tight shelf environment, from which the object cannot be easily extracted.
Chapter 7

Grasping Transparent Objects Reliably

In this chapter we explore another perception challenge faced by grasp planners that operate on depth images as existing depth cameras have difficulty detecting, localizing, and inferring the geometry of transparent objects. The problem is that depth cameras assume that the surfaces of the objects reflect light uniformly in all directions, but this assumption doesn’t hold for transparent objects because of the reflection and refraction. Dex-NeRF uses neural radiance fields (NeRF) to accurately identify and securely grasp transparent objects.

7.1 Introduction

Transparent objects are common in homes, restaurants, retail packaging, labs, gift shops, hospitals, and industrial warehouses. Effectively automating robotic manipulation of transparent objects could have a broad impact, from helping in everyday tasks and performing tasks in hazardous environments. Existing depth cameras assume that surfaces of observed objects reflect light uniformly in all directions, but this assumption does not hold for transparent objects as their appearance varies significantly under different view directions and illumination conditions due to reflection and refraction properties of transparent materials. In this chapter, we propose and demonstrate Dex-NeRF, a new method to sense the geometry of transparent objects and allow for robots to interact with them.

Dex-NeRF uses a Neural Radiance Fields (NeRF) as part of a pipeline (Fig. 7.1, right) to compute and execute robot grasps on transparent objects. While NeRF was originally proposed as an alternative for explicit volumetric representations and shown to render novel views of complex scenes realistically [11], it can also reconstruct the scene geometry. In particular, due to the view-dependent nature of the NeRF model, it can learn to represent the geometry associated with transparency accurately. The only input requirement to train a NeRF model is a set of images taken from a camera with known intrinsics (e.g., focal length, distortion) and extrinsics (position and orientation in the world). While the intrinsics can be
Figure 7.1: Using NeRF to grasp transparent objects. Given a scene with transparent objects (left column), we use the pipeline on the right to compute grasps (middle column). The top row shows Dex-NeRF working in a simulated scene while the bottom row shows it working in a physical scene.

determined from calibration techniques or from the camera itself, determining the extrinsics is often a challenge [139, 140]. However, robots operating in a fixed workcell or with a camera mounted on the manipulator arm, can readily determine camera intrinsics. This makes NeRF a particularly good match for robot manipulators.

In experiments, we show qualitatively and quantitatively that Dex-NeRF can compute high accuracy depth images from photo-realistic synthetic and real scenes, and achieve 90% or better grasp-success rates on real objects.

This chapter provides the following contributions: (1) Integration of NeRF with robot grasp planning; (2) Transparency-aware depth rendering method for NeRF; (3) experiments on synthetic and real images showing NeRF with Dex-Net generates high-quality grasps; and (4) Synthetic and real image datasets with transparent objects for training NeRF models.

7.2 Related Work

For robots to interact with transparent objects, they must first be able to detect them. The most recent approaches detecting and recognizing transparent objects are data-driven. Lai et al. [141] and Khaing et al. [142] propose using a Convolutional Neural Network (CNN) to detect transparent objects in RGB images. Recently, Xie et al. [143] developed a transformer-based pipeline [144] for transparent object segmentation. Other methods rely on deep-learning models to predict the object pose. Phillips et al. [145] trained a random forest to detect the contours of transparent objects for pose estimation and shape recovery. Xu et al. [146] proposed a two-stage method for estimating the 6-degrees-of-freedom (DOF) pose
of a transparent object from a single RGBD image by replacing the noisy depth values with estimated values and training a DenseFusion-like network structure \cite{147}. Sajjan et al. \cite{148} extend this and incorporate a neural network trained for 3D pose estimation of transparent objects in a robotic picking pipeline. Zhou et al. \cite{149,150} train a grasp planner directly on raw images from a light-field camera. Zhu et al. \cite{151} used an implicit function to complete missing depth given noisy RGBD observation of transparent objects. However, these data-driven methods rely on large annotated datasets that are hard to curate, whereas Dex-NeRF does not require any prior dataset.

Recently, implicit neural representations have led to significant progress in 3D object shape representation \cite{152–154} and encoding the geometry and appearance of 3D scenes \cite{11,155}. Mildenhall et al. \cite{11} presented Neural Radiance Fields (NeRF), a neural network whose input is a 3D coordinate with an associated view direction, and output is the volume density and view-dependent emitted radiance. Due to its view-dependent prediction, NeRF can represent non-Lambertian effects such as specularities and reflections, and therefore capture the geometry of transparent objects. However, NeRF is slow to train and has low data efficiency. Yu et al. \cite{156} proposed Plenotrees, mapping coordinates to spherical harmonic coefficients, shifting the view-dependency from the input to the output. In addition, Plenotrees pre-samples the model into a sparse octree structure, achieving a significant speedup in training over NeRF. Deng et al. \cite{157} proposed JaxNeRF, an efficient JAX implementation of NeRF reduces the training time of a NeRF model from over a day to several hours. Deng et al. \cite{158} add depth supervision to train NeRF 2 to 6× faster given fewer training views. Adamkiewicz et al. \cite{159} proposed an algorithm that uses a NeRF model for robot navigation. In this work, we propose to use NeRF to recover the geometry of transparent objects for the purpose of robotic manipulation.

Traditional robot grasping methods analyze the object shape to identify successful grasp poses \cite{160,162}. Data-driven approaches learn a prior using labeled data \cite{163,164} or through self-supervision over many trials in a simulated or physical environment \cite{165,166} and generalize to grasping novel objects with unknown geometry. These approaches rely on RGB and depth sensors to generate an accurate observation of the target object. Additionally, different methods use different inputs, such as depth maps \cite{10,167,168}, point clouds \cite{146,169,171}, octrees \cite{172}, or a truncated signed distance function (TSDF) \cite{173,174}. In contrast, in this chapter we propose a method to render a high-quality depth map from a NeRF model to then pass to Dex-Net \cite{10} to compute a grasp. While standard depth cameras have gaps in their depth information that needs to be processed out with hole-filling techniques, the depth map rendering from NeRF is directly usable. It is possible that other grasp-planning techniques may be able to plan grasps from NeRF models.

### 7.3 Problem Statement

We assume an environment with an array of cameras at known fixed locations or that the robot can manipulate a camera (e.g., wrist-mounted) to capture multiple images of the scene.
Given the environment with rigid transparent objects, Dex-NeRF computes a frame for a robot gripper that will result in a stable grasp of a transparent object.

### 7.4 Method

This section provides a brief background on NeRF, then describes recovering geometry of transparent objects, integrating with grasp analysis, and improving performance with additional lights.

#### 7.4.1 Preliminary: Training NeRF

NeRF [11] learns a neural scene representation that maps a 5D coordinate containing a spatial location \((x, y, z)\) and viewing direction \((\theta, \varphi)\) to the volume density \(\sigma\) and RGB color \(c\). Training NeRF’s multilayer perceptron (MLP) requires multiple RGB images of a static scene with their corresponding camera poses and intrinsic parameters. The expected color \(C(r)\) of the camera ray \(r = o + td\) between near and far scene bounds \(t_n\) and \(t_f\) is:

\[
C(r) = \int_{t_n}^{t_f} T(t)\sigma(r(t))c(r(t), d)dt,
\]  

(7.4.1)

where \(T(t) = \exp\left(- \int_{t_n}^{t} \sigma(r(s))ds\right)\) is the probability that the camera ray travels from near bound \(t_n\) to point \(t\) without hitting any surface. NeRF approximates the expected color \(\hat{C}(r)\) as:

\[
\hat{C}(r) = \sum_{i=1}^{N} T_i(1 - \exp(-\sigma_i\delta_i))c_i,
\]

(7.4.2)

where \(T_i = \exp\left(- \sum_{j=1}^{i-1} \sigma_j\delta_j\right)\) and \(\delta_i = t_{i+1} - t_i\) is the distance between consecutive samples on the ray \(r\). The training process minimizes the error between rendered and ground-truth colors.

#### 7.4.2 Recovering Geometry of Transparent Objects

We observe that NeRF does not directly support transparent object effects—it casts a single ray per source image pixel without reflection, splitting, or bouncing. NeRF recovers non-Lambertian effects such as reflections from a specular surface by regressing on view direction and supervising with view-dependent emitted radiance. However, while RGB color \(c\) is view-dependent, the volume density \(\sigma\) is not—meaning NeRF has to learn a non-zero \(\sigma\) to represent any color at that spatial location. The usual result is that the transparent object shows up as a “ghostly” or “blurry” version of the original object in rendered RGB images.

When training, a NeRF model learns a density \(\sigma\) of each spatial location. This density corresponds to the transparency of the point, and serves to help learn how much a spatial
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Figure 7.2: **Comparison to RealSense Depth Camera.** We compare the results of the proposed pipeline in a real-world setting against the depth map produced by an Intel RealSense camera. In the left image is the real-world scene, the middle shows the depth image from the RealSense, and the right shows the result of our pipeline. The color scheme in the RealSense image is provided by the RealSense SDK, while the color scheme in the right column is from MatPlotLib. We observe that the RealSense depth camera is unable to recover depth from a large portion of the scene, shown in black. On the other hand, the proposed pipeline, while having a few holes, can recover depth for most of the scene.

Figure 7.3: **Using NeRF to render depth for grasping transparent objects.** Dex-NeRF uses a transparency-aware depth rendering to render depth maps that can be used for grasp planning. In contrast, Vanilla-NeRF’s depth maps are filled with holes and result in poor grasp predictions.

location contributes to the color of a ray cast through it. Although NeRF converts each \( \sigma \) to an occupancy probability \( \alpha_i = 1 - \exp(-\sigma_i \delta_i) \), where \( \delta_i \) is the distance between integration times along the ray, thus implicitly giving \( \alpha_i \) an upper bound of 1, it does not place a bound on the raw \( \sigma \) value. Dex-NeRF uses the raw value of \( \sigma \) to determine if a point in space is occupied.

### 7.4.3 Rendering Depth for Grasp Analysis

To compute a grasp from a trained NeRF model, we propose to render a depth image and have Dex-Net use it to plan the grasp. To generate a depth image, we consider two
candidate reconstructions of depth. First, we use the same depth rendering that NeRF uses. This Vanilla NeRF reconstruction first converts $\sigma_i$ to an occupancy probability $\alpha_i$. It then applies the transformation $w_i = \alpha_i \prod_{j=1}^{i-1} (1 - \alpha_j)$. To render depth at pixel coordinate $[u, v]$, it computes the sum of sample distances from the camera weighted by the termination probability $D[u, v] = \sum_{i=1}^{N} w_i \delta_i$. When applied on transparent objects, however, this results in noisy depth maps, as shown in Fig. 7.3.

Instead, we consider a second, transparency-aware method that searches for the first sample along the ray for which $\sigma_i > m$, where $m$ is a fixed threshold. The depth is then set to the distance of that sample $\delta_i$. We explore different values for $m$, and observe that low values result in a noisy depth map while high values create holes in the depth map. In our experiments we set $m = 15$ (see Fig. 7.8).

### 7.4.4 Improving Reconstruction with Light Placement

For NeRF to learn the geometry of a transparent object, it must be able to “see” it from multiple camera views. If the transparent object is not visible from any views, then it will have no effect on the loss function used in training, and thus not be learned. We thus look for a way to improve visibility of transparent objects to NeRF.

One property that transparent objects share (e.g., glass, clear plastic) is that they are glossy and thus produce specular reflections when the camera view direction is opposite to the surface normal of the incident direction of light. To the NeRF model, a specular reflection viewed from multiple angles will appear as a bright point on a solid surface—e.g., $c = [1, 1, 1]^T$ and $\sigma > 0$, while from other angles it will appear as $\sigma \leq 0$. As $\sigma$ is view-independent, NeRF learns a $\sigma$ between fully opaque and fully transparent for such points.

By placing additional lights in the scene, we create more angles from which cameras will see specular reflections from transparent objects—this results in NeRF learning a model that fills holes in the scene. While the number and placement of lights for optimal training is dependent on both the expected object distribution and camera placement, in experiments (Sec. 7.5.5) we show that increasing from 1 light to a 5x5 array of lights improves the quality of the learned geometry.

### 7.5 Experiments

We experiment in both simulation and on a physical ABB YuMi robot. We generate multiple datasets, where each dataset consists of images and associated camera transforms of one static scene containing one or more transparent objects. We train NeRF models using a modified JaxNeRF implementation on 4 Nvidia V100 GPUs. We use an existing pre-trained Dex-Net model for grasp planning without modification or fine-tuning. We can do this since NeRF models can be rendered to depth maps from arbitrary camera intrinsics and extrinsics, thus we match our NeRF rendering to the Dex-Net model instead of training a new one.
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7.5.1 Datasets

As existing NeRF datasets do not include transparent objects, and existing transparent-object-grasping datasets do not include multiple camera angles, we generate new datasets using 3 different methods: synthetic, Cannon EOS 60D camera with a Tamron Di II lens with a locked focal length, and an Intel RealSense.

For synthetic datasets, we use Blender 2.92’s physically-based Cycles renderer with path tracing set to 10240 samples per pixel, and max light path bounces set to 1024. We chose these settings by increasing them until renderings were indistinguishable from the previous setting—finding that lower settings lead to dark regions and smaller specular reflections. For glass materials, we set the index of refraction to 1.45 to match physical glass. We include 8 synthetic datasets of transparent objects: 2 scenes with clutter: light array and single light; 4 singulated objects from Dex-Net: Pipe Connector, Pawn, Turbine Housing, Mount; and 2 household objects: Wineglass upright and Wineglass on side. As these computationally demanding to render due to the high quality settings, we distribute these as part of the contribution.

For the Cannon EOS and RealSense real-world datasets, we place ArUco markers in the scene to aid in camera pose recovery and take photos around the objects using a fixed ISO, f-stop, and focal length. We use bundle adjustment from COLMAP [139, 140] to refine the camera poses and intrinsics to high accuracy. We include 8 physical datasets of transparent objects with a variety of camera poses: table with clutter, Dishwasher, Tape Dispenser, Wineglass on side, Flask, Safety Glasses, Bottle upright, Lion Figurine in clutter. The main difficulty in generating these datasets is calibration and computing high-precision camera poses.

The datasets (at https://sites.google.com/view/dex-nerf) differ from prior work in their focus on scenes with transparent objects in a graspable setting, with over 70 camera poses each.

7.5.2 Synthetic Grasping Experiments

We test the ability of Dex-NeRF to generate grasps on the synthetic singulated transparent Dex-Net object datasets. For each dataset, we evaluate the grasp in simulation using a wrench resistance metric measuring the ability of the grasp to resist gravity [79]. Fig. 7.4 shows images of the synthetic objects, Dex-NeRF-generated depth map, and an example sampled grasp for each. To measure the effect of training time on grasp-success rate, we simulate and record grasps over the course of training. In Fig. 7.5 we observe that grasp-success rate improves with training time, but plateaus between 80% and 98% success rate at around 50k to 60k iterations. This suggests that there may be a practical fixed iteration limit to obtain high grasp success rates.

We test Dex-NeRF on a scene of a tabletop cluttered with transparent objects. In this experiment, the goal is to grasp a transparent object placed in a stable pose in close proximity to other transparent objects. The challenge is twofold: the depth rendering quality should be
sufficient for both grasp planning and collision avoidance. Fig. 7.1 shows the robot and scene in the upper left, and the overhead image, depth, and computed grasp inline in the pipeline, and the final computed grasp with simulated execution is in the upper middle image. The final grasp contact point was accurate to a 2 mm tolerance, suggesting that Dex-NeRF with sufficient images taken from precisely-known camera locations may be practical in highly cluttered environments.

### 7.5.3 Physical Grasping Experiments

To test the Dex-NeRF in a physical setup, we place transparent singulated objects in front of an ABB YuMi robot, and have the robot perform the computed grasps. We compare to 2 baselines: (1) *PhoXi*, in which a PhoXi camera provides the depth map; and (2) *Vanilla NeRF*, in which we use the original depth rendering from NeRF. The PhoXi camera is normally able to generate high-precision depth maps for non-transparent objects. All methods use the same pre-trained Dex-Net model, and both Vanilla NeRF and Dex-NeRF use the same NeRF model—the only difference is the depth rendering. We test with 6 objects (Fig. 7.6), and compute and execute 10 different grasps for each and record the success rate. A grasp is successful if the robot lifts the object. In Table 7.1, we see that Dex-NeRF gets 90\% and 100\% success rates for all objects, while the baselines get few successful grasps. The PhoXi camera is unable to recover any meaningful geometry which causes Dex-Net predictions to fail. The Vanilla NeRF depth maps often have unpredictable protrusions that result in Dex-Net generating unreliable grasps.
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<table>
<thead>
<tr>
<th>Object</th>
<th>PhoXi</th>
<th>Vanilla NeRF</th>
<th>Dex-NeRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tape Dispenser</td>
<td>0/10</td>
<td>0/10</td>
<td>10/10</td>
</tr>
<tr>
<td>Wineglass</td>
<td>0/10</td>
<td>0/10</td>
<td>9/10</td>
</tr>
<tr>
<td>Flask</td>
<td>0/10</td>
<td>1/10</td>
<td>9/10</td>
</tr>
<tr>
<td>Safety Glasses</td>
<td>0/10</td>
<td>0/10</td>
<td>10/10</td>
</tr>
<tr>
<td>Bottle</td>
<td>0/10</td>
<td>10/10</td>
<td>10/10</td>
</tr>
<tr>
<td>Lion Figurine</td>
<td>0/10</td>
<td>3/10</td>
<td>10/10</td>
</tr>
</tbody>
</table>

Table 7.1: Physical grasp success rate. For each object, we compute a depth map using a PhoXi camera, unmodified Vanilla NeRF, and Dex-NeRF for grasping transparent objects. From the depth map, Dex-Net computes a 10 different grasps, and an ABB YuMi attempts the grasp. Successful grasps lift the object.

7.5.4 Comparison to RealSense Depth

We qualitatively compare the rendered depth map of the proposed pipeline against a readily-available depth sensor on scenes with transparent objects in real-world settings (Fig. 7.2). We select the Intel RealSense as it is common to robotics applications, readily available, and high-performance. The RealSense, like most stereo depth cameras, struggles with transparent objects as they are unable to compute a stereo disparity between pixels from different cameras when the pixels are specular reflections or the color of the object behind the transparent object. The RealSense optionally projects a structured light pattern on the scene to aid in computing depth from textureless surfaces; however, in experiments, we observed no qualitative difference with and without the light pattern emitter enabled. We use a Canon EOS for NeRF, and use a RealSense for a depth image. In this experiment, we observe that the RealSense cannot compute the depth of most transparent objects and often produces regions of unknown depth (shown in black) where transparent objects are. On the other hand, the proposed pipeline produces high-quality depth maps with only a few noisy areas.

7.5.5 One vs Many Lights

We experiment with different light setups to test the effect of specular reflections on the ability of NeRF to recover the geometry of transparent objects. We create two scenes (Fig. 7.7), one with a single bright light source directly above the work surface, and another with an array of 5x5 (25) lights above the work surface. We set the total wattage of the lights in each scene to be the same. Since most lights in the multiple light scene are further away from the work surface than the single light source, the scene appears darker, though more evenly illuminated. The effect of the specular reflections is prominent on the lightbulb in...
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Figure 7.7: More lights mean more specular reflections, and result in better NeRF depth estimation of transparent surfaces. In (a) and (b), we show a scene lit by a single overhead high-intensity light. In (c) and (d) we show the same scene lit by an overhead 5x5 array of lights. The combined light wattage is equal in both scenes. Images (a) and (c) are views of the scene, and (b) and (d) are the corresponding depth images obtained from the pipeline. Two glasses on their sides are missing top surfaces (outlined in dashed red) in (b), while the effect is reduced in (d) due to the additional light sources.

Figure 7.8: depth rendering using NeRF with different thresholds Here we show the effect of the threshold value on the depth rendering of an isolated deer figurine. Values too low result in excess noise, while values too high cause parts of the scene to disappear.

With the same camera setup for both scenes, we train NeRF models with the same number of iterations. We show the depth rendering in Fig. 7.7 and circle a glass and a wineglass on their side. In the single-light source image, the closer surfaces of the glasses are missing, while in the multiple-light source depth image, the glasses are nearly fully recovered. This suggests that additional lights in the scene can help NeRF recover the geometry of transparent objects better.
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Figure 7.9: Depth rendering using a grid of overhead cameras. Using increasing amounts of overhead cameras improves the quality of the depth map and its utility in grasping, however, beyond a certain number of cameras there is a diminishing return.

7.5.6 Workcell Setup

We experiment with a potential setup for a robot workcell in which a grid of overhead cameras captures views of the cluttered scene so that a robot manipulator arm can then perform tasks with transparent objects in the workcell. We propose that a grid of overhead cameras would be practical to setup and would not obstruct manipulator tasks nor operator interventions. The objective is to determine how many overhead cameras would be needed to recover a depth map of sufficient accuracy to perform manipulation tasks.

We place a 2 m by 2 m grid of cameras 1 m above the work surface, and have them all point at the center of the work surface. Each camera has the same intrinsics, and are evenly spaced along the grid. We experiment with grids having 4, 9, 16, 25, 36, and 49 cameras. The environment has the same 5x5 grid of lights as before. For each camera grid, we train JaxNeRF for 50k iterations and compare performance.

After training, we observe increasing peak signal to noise ratios (PSNR) and structural similarity (SSIM) scores with increasing number of cameras. The 2x2 grid of cameras produces a high train-to-test ratio for PSNR, likely indicating overfitting to training data, and results in a depth map without apparent geometry. This ratio decreases with additional cameras. The minimum number of cameras for this proposed setup appears to be around 9 (3x3) as its depth map is usable for grasp planning, while the 5x5 grid shows better PSNR and SSIM and ratio between train and test PSNR, and the 7x7 grid is the best. See Fig. [7.9] for a visual comparison. Additionally, we trained 9x9, 11x11, and 13x13 grids, observing no statistically significant improvement beyond the 7x7 grid.

7.6 Discussion and Future Work

In this work, we showed that NeRF can recover the geometry of transparent objects with sufficient accuracy to compute grasps for robot manipulation tasks. NeRF learns the density of all points in space, which corresponds to how much the view-dependent color of each point
contributes to rays passing through it. With the key observation that specular reflections on transparent objects cause NeRF to learn a non-zero density, we have Dex-NeRF recover the geometry of transparent objects through a combination of additional lights to create specular reflections and thresholding to find transparent points that are visible from some view directions. With the geometry recovered, we pass it to a grasp planner, and show that the recovered geometry is sufficient to compute a grasp, and accurate enough to achieve 90\% and 100\% grasp success rates in physical experiments on an ABB YuMi robot. We created synthetic and real datasets for experiments in transparent geometry recovery, but we believe these datasets may be of interest to researchers interested in extending NeRF capabilities in other ways and thus contribute them as well. Finally, to test if NeRF could be used in a robot workcell, we experimented with grids of cameras facing a worksurface and their ability to recover geometry in potential setup, and showed the increased capabilities and point of diminishing return for additional cameras.

In future work, we hope to address one of the main drawbacks of NeRF—the long training time required to obtain a NeRF model. Many research groups have sped up training time through improved implementations, new algorithms, new network architectures, pre-conditioned network weights, focused sampling, and more. While these approaches apply to general NeRF training, we plan to exploit features specific to robot scenerios to speed up training, including using depth camera data as additional training data, manipulator-arm-mounted cameras to inspect regions of interest, and visio-spatial foresight to adapt to changes in the environment.
Chapter 8
Grasping Transparent Objects Efficiently

The prior chapter focuses on improving the reliability of grasping transparent objects. However, NeRF costs hours of computation per grasp. Evo-NeRF uses Instant-NGP and trains it concurrently to image capturing to increase its efficiency.

8.1 Introduction

Sequentially grasping transparent objects is critical in industry, pharmaceuticals and households. Sensing these objects is difficult; since camera-based sensors see through transparent objects from most angles, assumptions underlying traditional disparity and structure-from-motion-based methods break. Data driven approaches rely on large synthetic and real-world datasets to address this problem. ClearGrasp \cite{175} trains a CNN to infer local surface normals on transparent objects from RGBD images based on Blender synthetic examples. They show impressive results on 3-5 transparent objects separated by 2cm, but note challenges with open-top containers, partial occlusions in clutter, background distractors, and transparent objects’ shadows.

Neural Radiance Fields (NeRFs) \cite{11} are a 3D representation originally designed for novel view synthesis which can reconstruct traditionally challenging-to-model scenes that include transparent objects. Dex-NeRF \cite{176} uses NeRF to grasp transparent objects, but costs hours of computation per grasp. Recent dramatic advancements in NeRF training speed have opened the door for real-time usage \cite{177,179}. We propose Evo-NeRF, a method for rapidly training NeRF for grasping, and RAG-Net, a neural network for robustly computing grasps from NeRF rendered depth images. We apply Evo-NeRF in a purely online setting to sequentially grasp transparent objects in clutter in the time-span of 10s of seconds, as required in dish loading, table clearing, and other household tasks.

To make NeRF practical for robotic grasping, we build on Instant-NGP \cite{179}, a fast variant of NeRF. Rather than training on a fixed set of images, we incrementally optimize over a
stream of images as they are captured during a robot motion. Due to NeRF’s varying convergence speed on different difficulty scenes, we propose a method to terminate image capture upon achieving sufficient task confidence. We further adapt NeRF to sequential grasping by re-using NeRF weights from grasp to grasp and demonstrate its rapid adaptability to object removal. Since we propose that the robot captures images and trains a NeRF as it moves, motion blur, kinematic limitations, and speed considerations reduce the quality of the recovered geometry and introduce prominent spurious geometry known as floaters. We propose adding geometry regularization to the training objective, which improves the recovered geometry, but out-of-the-box grasp planners still struggle to find quality grasps due to remaining artifacts. Dex-NeRF [176] on the other hand, could use an out-of-the-box grasp sampler because it used diverse, high-quality, calibrated, still images captured in an offline process.

To mitigate the lower-quality NeRF reconstructions, we propose a novel pipeline to train a grasping network on depth maps directly from NeRFs, which are trained on photorealistic renderings of transparent objects. We find the grasping network transfers well to real-world NeRF reconstructions. This pipeline utilize the training speed of Instant-NGP—without it, the pipeline would be computationally infeasible. Real robot experiments using an actutable camera to capture images suggest that Evo-NeRF can reconstruct graspable scene geometry rapidly and reliably when combined with RAG-Net, achieving an 89% success rate on single objects within 9.5 seconds of image capturing.

The contributions of this chapter are: (1) novel usage of NeRF in a sequential setting, rapidly evolving the NeRF representation between grasps, (2) improvements in scene geometry reconstruction speed built on existing methods, (3) an approach based on task confidence to efficiently stop image capturing early, (4) a novel training pipeline in simulation to acclimate a grasping planner to NeRF geometry characteristics, (5) a dataset of 8667 Blender rendered scenes of transparent objects with robust grasps, and (6) experimental data suggesting that Evo-NeRF enables rapid grasping on NeRF.

8.2 Related Work

NeRF [11] is a neural-network scene representation that enables photorealistic synthesis of novel views of a scene given a set of images and camera matrices. The representation is a function of location and view angle, and returns a density and view-dependent color. Densities and colors sampled along a camera ray are aggregated using volumetric rendering to produce a pixel color. NeRF is popular in the computer vision and graphics communities with the applications in dynamic scene reconstruction [180, 181], image synthesis [182–184], pose estimation [185, 187], and more. Optimizing NeRF to reconstruct a single scene can take hours or days—making it impractical for many robotics applications. Instant-NGP [179] and others [177, 188] speed up NeRF by using voxel feature grids instead of multi-layer perceptions to simplify or remove a computational bottleneck. We build on Instant-NGP [179], which uses a learnable hash encoding and highly optimized CUDA implementation to speed
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Figure 8.1: Sequential object removal. (a) The YuMi moves the camera through a hemisphere trajectory (red arrow) to capture a scene of 5 glass objects, training a NeRF simultaneously. (b) The robot immediately plans and executes a grasp from the NeRF after camera capture. (c) Short camera trajectories are used to evolve the NeRF between grasps. (d) Evo-NeRF first reconstructs the whole scene (1) with the camera trajectory shown in (a), then progressively updates the scene with small camera captures shown in (c) as objects are removed.

Recent research has shown NeRFs to be a promising scene representation for downstream robotics tasks such as navigation and SLAM and manipulation. Yen-Chen et al. and Tseng et al. use a trained NeRF model to estimate an object’s 6-DOF pose by minimizing the residuals between a rendered image and a given observed image. Driess et al. train a graph neural network to learn a dynamics model in a multi-object scene represented through a NeRF model, while Li et al. condition a NeRF model on a learned latent dynamics model to plan to visual goals in simulated environments. We propose building on advances in NeRF and its applications to robotics to speed up NeRF-based grasping for practical uses.

Most closely related to this chapter are two recent works leveraging NeRFs to manipulate objects that cannot be detected by commodity RGBD sensors. Yen-Chen et al. use a NeRF model offline to train dense object descriptors and manipulate thin and reflective objects. Ichnowski et al. show that manually constructing an offline dataset of a given
Figure 8.2: **Evo-NeRF for rapid grasping:** (a) The robot begins capturing images along a hemisphere trajectory (red arrow) (b) Evo-NeRF trains a NeRF during arm motion, building graspable geometry of the wineglass. Grasp confidence from RAG-Net builds as NeRF learns geometry, reaching the stopping threshold at (3). (c) The robot executes the grasp predicted by RAG-Net at the early stop point.

scene then training NeRF allows off-the-shelf grasp planners [10] to compute successful grasps on transparent objects. ClearGrasp [175] trains a Sim2Real depth prediction network on RGB images, then uses this network in real environments to estimate surface geometry for grasps. This idea has been extended to pointclouds and with more efficient real-world data collection [203, 204]. GraspNeRF [205] explores neural rendering as supervision to train a multi-view feature volume network similar to Kar et al. [206] on photorealistic simulated scenes, which is used for grasping. In contrast, using NeRF directly in real-time does not require a prior on the scene at hand for reconstruction, and has superior performance on thin surfaces, occlusions, and complex backgrounds.

### 8.3 Problem Statement

Given a set of transparent objects resting on a planar workspace, the objective is for the robot to find, grasp, and remove each object quickly. Objects are placed close to each other (2.5 cm) and the robot has an actutable camera and a parallel jaw gripper (Fig. 8.1). The focus is on finding robust grasps rapidly, with grasp success measured as transporting an object without dropping.

We assume (1) objects rest in graspable stable poses on a flat surface, (2) objects are in the reachable workspace of the robot with a known forward kinematic model, (3) the camera-to-arm transform is known and stable, and (4) the robot can follow a known obstacle-free trajectory to capture images.
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Figure 8.3: Visual comparison of Evo-NeRF’s training over time vs Instant-NGP on the exact same camera trajectory. Evo-NeRF’s geometry regularization improves the convergence of geometry reconstruction, resulting in fewer floaters, smoother surfaces, and ultimately faster grasps.

8.4 Method

To rapidly compute robust grasps, we propose Evo-NeRF and RAG-Net. Evo-NeRF, or Evolving NeRF, builds on Instant-NGP [179], a fast implementation of NeRF, and modifies it to train concurrently to image capturing, to re-use NeRF weights between grasps and to terminate training and image collection early when sufficient task confidence if achieved. RAG-Net, or Radiance-Adjusted Grasp Network, is a network trained to compute grasps from geometry reconstructed from a NeRF.

8.4.1 Evo-NeRF

To shorten the time to get a trained NeRF, we propose Evo-NeRF, a method that pipelines image capture with NeRF training, reuses weights in sequential grasping, adds regularization to counter effects from rapid capture, and includes an early stopping condition to start a grasp when the grasp network has high confidence.

Image capture: The Evo-NeRF method starts with the robot moving a camera around its workspace to capture images. Heuristically, hemispherical captures are ideal for NeRF since they maximally vary the view angles of the scene. The Evo-NeRF capture trajectory sweeps the camera through a discretized hemisphere centered at a location of interest while pointing at the center. First, the camera sweeps around the $z$-axis to maximize the variance of viewing angle early in the capture sequence. In experiments, we capture images every 3 cm while moving at 20 cm/s. A full capture trajectory takes 16 seconds and includes 80 images with trajectory shown in Fig. 8.1. Though images have motion blur, stopping to take each image is time-consuming and would result in fewer images, yielding lower quality reconstructions. For dataset generation in simulation, we capture 52 images per scene since we prioritize having a large variety of scenes and rendering is time consuming.
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Continual NeRF training: NeRF training, even sped up by Instant-NGP, is a bottleneck. We propose continually training NeRF from the moment the first image is captured, and incrementally adding images to the NeRF training dataset as the camera moves to new viewpoints. This effectively pipelines the image-capture and NeRF-training processes, and allows for usable NeRF representations quickly after (and sometimes before) the capture process finishes.

During each capture motion we train NeRF in batches of 48 steps, adding new images between each batch when available. This is akin to other online neural implicit methods like iMAP [196] and NICE-SLAM [207], who also update the image sets between training batches. We compute the camera frame using the forward kinematics and pair it with each image. In practice, this yields pose error around 1 cm, which NeRF accounts for by optimizing the camera extrinsics.

Reusing NeRF weights: In sequential grasping scenarios, scenes often change by only the removal of the last object grasped. To take advantage of the information already trained, we use the NeRF network weights from the previous grasp in the subsequent grasp. In implementation, we remove the old images from the training dataset and start capturing and training on images for the next grasp.

Geometry regularization: A well-known artifact of NeRF’s volumetric rendering loss are floaters, spurious regions of density floating in space. When using NeRF for view synthesis, floaters can go unnoticed, but in grasping, floaters can lead to grasp failures. We apply 2 regularizations which increase the speed and smoothness of geometry reconstruction, visualized in Fig. 8.3.

First, we adapt the total-variation regularization loss (TV-loss) from Plenoxels [208] to discourage floaters and encourage smooth scene geometry. During training, at each step Evo-NeRF sample $N$ random points $p_i$ using rejection sampling to constrain samples to locations with non-trivial density values. Evo-NeRF then queries the density at all 8-connected neighbors $n_j$ at a radius $r$. The final TV-loss is $L_{tv} = \sum_{i=1}^{N} \sum_{j=1}^{8} \lambda_{tv} (\sigma(p_i)-\sigma(n_j))^2$, where $\sigma$ is the raw, pre-activation output from the density network, and $\lambda_{tv}$ is a loss scaling factor.

Second, sampling along each ray more coarsely during training reduces floaters and quickly acquires meaningful geometry. By training with coarse samples, the NeRF is incentivized to learn a low frequency representation of the scene to minimize reconstruction error.

Efficient perception stopping: In scenes where NeRF is able to recover usable geometry before the full camera trajectory has terminated, Evo-NeRF can terminate the capture phase early to speed task completion. In Sec. 8.5.2 we present experiments showing this by querying grasp confidence of RAG-Net in a closed loop while the robot moves the camera and trains NeRF. When confidence exceeds a threshold, the capture stops early and the robot executes the grasp.
Figure 8.4: **Dataset Generation.** Each scene in the grasping dataset includes a subset of the training objects in simulation (Fig. 8.5). **Top:** Grasp generation samples grasps on the object meshes and projects them to a top-down view. **Bottom:** We render multiple views of each scene using Blender, then train Instant-NGP and render a top-down depth image. We accumulate NeRF depth rendering and projected grasps into a dataset.

### 8.4.2 Grasp Planning Network

When NeRF is trained to completion with dense camera viewpoints, grasp planners trained on ground truth depth in simulation like Dex-Net [209] produce usable grasps on NeRF-rendered depth. However, in an online setting where viewpoints are limited and NeRF training terminates early, depth images rendered from NeRF appear significantly different from the ground truth depth images in simulation. To mitigate this test-time distribution shift and enable reliable grasping from online NeRFs, we train a network to predict grasps directly on NeRF-rendered depth maps.

**Network Architecture:** We train a **location** neural networks to predict the center of the grasp location when given a NeRF-rendered image; and we train a **rotation** network to predict the discretied grasp angle when given a cropped patch around the grasp location. We adapt the grasping architecture proposed by Zhu et al. [210], which suggests that an equivariant convolutional neural network learns to perform top-down grasps in fewer samples than standard networks. We train location and rotation networks on a static grasp dataset, in contrast to the online setting in Zhu et al. [210].

**Dataset Generation:** We generate the training dataset in simulation using 7 object meshes that are representative of the common household transparent objects which are graspable by the YuMi robot, shown in Fig. 8.5a. We model all objects with the same density as glass (2500 kg/m$^3$). We assemble scenes with labeled grasp qualities by randomly placing objects in stable poses on a planar surface and analytically sampling antipodal grasp closure axes based on mesh surface normals as in Dex-Net [106]. We use a soft point-contact model [211], and evaluate the probability of grasp success using wrench resistance [212], a
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Figure 8.5: Training and testing objects. (a) shows Blender rendering of the 7 objects we use in data generation for computing grasps and rendering in various stable poses. Objects in (b) are real objects we considered in-distribution with the training objects. We also test on out-of-distribution objects shown in (c). To test grasping in clutter, we setup various testing scenes with objects in and out of distribution, with examples shown in (d).

common analytic measure for grasp success that is computationally inexpensive (0.02 sec per grasp) and has high precision [213]. We densely sample 1000 collision free grasps for each stable pose and use Blender to render the scenes.

Training: To train RAG-Net, we project sampled grasps onto the depth images and store at each pixel the maximum grasp confidence over all rotations, resulting in confidence heatmaps. We dilate and blur these heatmaps with a 3x3 kernel to smooth the predictions, and randomly augment both the depth images and the confidence heatmaps with translation, shear and scale transformations. To train the rotation network, we sample crops from grasps above 0.7 quality, and use a cross-entropy loss on the output rotation probabilities.

Grasp Planning: To execute a grasp from RAG-Net we render a depth image from NeRF of size 144 × 256 from the camera pose used during dataset generation, using the ray transmittance truncation of Dex-NeRF [176]. We query the location network on this depth image to obtain a heatmap over the image of grasp confidence, then crop a patch of the depth image centered at the argmax of this heatmap. The rotation network takes this crop and outputs 8 grasp angle probabilities, and we take the weighted average of the argmax with its neighbors to produce the final grasp angle. We determine grasp depth by analyzing a local deprojected pointcloud from the depth image at the grasp location, and subtracting a static 1.5 cm grasp depth from the highest point.

8.5 Experiments

We evaluate the reliability of Evo-NeRF paired with RAG-Net vs Dex-Net [209], evaluate the speed improvements from early stopping captures and Evo-NeRF’s reuse of weights, and ablate aspects of the system including NeRF modifications and training on NeRF depth vs ground-truth depth. We compare to Dex-Net to highlight the improvement in reliability gained from training on NeRF-rendered depth rather than ground-truth depth, and note
Table 8.1: **Single objects results:** each cell reports the average over 27 different trials. We compare success rates for full capture trajectories vs trajectories which stopped early because of sufficient grasp confidence. Early stopping results in a 41% speed improvement with no drop in success rate for RAG-Net. Dex-Net struggles to reliably grasp on geometry rendered so early in NeRF training.

<table>
<thead>
<tr>
<th></th>
<th>Dex-Net Success</th>
<th>RAG-Net Success</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Capture</td>
<td>56%</td>
<td>89%</td>
<td>16s</td>
</tr>
<tr>
<td>Early Stop</td>
<td>11%</td>
<td>89%</td>
<td>9.5s</td>
</tr>
</tbody>
</table>

that in Dex-NeRF \[176\], the NeRF model was trained for 1900x longer, with an offline, manually captured set of images with precisely calibrated poses from Colmap \[139, 140\]. This difference in view quality and training length from rapid capture results in a notable drop in raw Dex-Net grasp robustness because of lower quality reconstructions.

### 8.5.1 Physical Setup

We evaluate on a physical YuMi robot with a ZED Mini camera. The pose of the ZED relative to the arm holding it is calibrated with a chessboard once before all experiments. We surround the robot with a kitchen-like workspace containing printed images of a countertop and shelves, where test objects are positioned near the center of the workspace. The workspace has 3 LED floodlights positioned across from the robot aiming at the workspace. We use one NVIDIA GeForce RTX 3080 GPU for NeRF training and grasp network inference. We evaluate on 9 different objects, both in distribution and out of distribution with respect to the train set in Fig. 8.5a. We note that in general, RAG-Net performance in simulated scenes is worse than in real scenes because the synthetic dataset contains fewer camera angles than real scenes (52 vs. 80) and more difficult background textures, resulting in more floaters.

### 8.5.2 Rapid single object retrieval

We apply confidence-based capture early stopping \(8.4.1\) with a threshold of 70% to execute a grasp as quickly as possible as shown in Fig. 8.2. We place each of the 9 test objects near the center of the workspace, and report grasp success and total time spent capturing images. We repeat each experiment 3 times and compare RAG-Net with Dex-Net \[209\] and evaluate with and without early capture stopping. Since Dex-Net does not output grasp confidence we use the same stopping point for both networks, as determined by RAG-Net. An experiment is successful if the robot grasps and places the object into the storage bin.

Table 8.1 summarizes the results. Using RAG-Net for early stopping results in a capture time reduction of 41%, with no drop in reliability. On average, the robot grasps objects
Figure 8.6: **Decluttering results.** Histograms show the number of objects remaining after each trial for RAG-Net (top) and Dex-Net (bottom left) where lower is better. **Bottom right:** Reusing and updating the NeRF between grasps (red, blue) rather than recapturing the scene (green) reduces capture time by 61% where lower is better.

within 9.5 seconds with an 89% success rate over 54 trials. RAG-Net outperforms Dex-Net in grasp success by 1.6x even with a full capture of the scene as a result of its habituation to NeRF density. RAG-Net’s primary failure cases are on out-of-distribution objects, specifically missing grasps on the lightbulb and tape dispenser, likely because the training set has no small profile items. In addition, some grasps failed on the sideways wineglass because it rolled out of the jaws before they closed.

### 8.5.3 Sequential decluttering

We evaluate on a decluttering task where multiple transparent objects are placed within 2cm in stable poses, and the robot must grasp and place all objects in the bin one by one (Fig. 8.1). We consider three tiers of experiment difficulties with two scenes for each tier, resulting in 6 different scenes (Fig. 8.5). We repeat each scene 3 times and compare against Dex-Net [209]. At the beginning of each experiment, the robot executes a full capture of the scene (Fig. 8.1a). After each consecutive grasp, the robot executes a much smaller capture centered at the grasp location to update the NeRF (Fig. 8.1c). We allow only as many grasp attempts as objects in the scene.

Results are summarized in Fig 8.6, showing the number of remaining objects after each trial and the speedup from updating the NeRF rather than retraining. Evo-NeRF with


8.5.4 Graspability ablation

We ablate the changes made to NeRF speeding geometry graspability. We capture 9 single-object and 3 multi-object scenes, then continuously train NeRF as it captures, using the same static images and holding all other hyperparameters constant. We measure the capture time needed until the highest confidence grasp output from Dex-Net lands on a real object as a proxy for graspability convergence. Table 8.2 shows the percent of the capture trajectory needed, and Fig. 8.3 shows a timelapse of visual qualities over a capture. Results suggest that the proposed method produces graspable geometry faster, with a 32% reduction in capture time needed to grasp using Dex-Net.

The grasp success labels used in this experiment were manually evaluated, where a human labeled a grasp as successful if its centerpoint lies on graspable geometry. To evaluate its reliability we executed grasps for single-object scenes from Evo-NeRF in the real world. All grasps labeled as successful were in fact successful (9/9), suggesting the metric used is physically reliable.

8.5.5 NeRF Depth vs Ground Truth Depth

This section investigates the distribution shift between training on ground-truth depth and testing on NeRF-rendered depth, to make the argument for training a grasp network directly on NeRF-rendered depth. We compare RAG-Net with two grasp planners: 1) Dex-Net, which is trained on a large dataset with ground-truth depth, and 2) GT-Net, which has the same architecture as RAG-Net but is trained only on ground-truth depth generated in simulation.

<table>
<thead>
<tr>
<th></th>
<th>Instant-NGP</th>
<th>Evo-NeRF -TV</th>
<th>Evo-NeRF -Coarse</th>
<th>Evo-NeRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Trajectory Used</td>
<td>80.3%</td>
<td>64.8%</td>
<td>62.0%</td>
<td>52.6%</td>
</tr>
</tbody>
</table>

Table 8.2: Ablations of Evo-NeRF regularizations. We query Dex-Net continuously through camera capture trajectories and report the percent of the trajectory needed until the highest probability grasp is on an object. We compare vanilla Instant-NGP with Evo-NeRF, as well as ablating TV-loss and coarse ray sampling. Evo-NeRF produces successful grasps the earliest.
with pyrender [214]. We test on the held-out test set of NeRF-rendered depth images and report average grasp confidence using the soft-point-contact model and wrench resistance. We calibrate the grasp planners’ performance by evaluating GT-Net on ground-truth depth images, a scenario with no distribution shift, and then normalize the results of all planners with respect to this performance.

GT-Net, RAG-Net and Dex-Net achieves 0%, 42% and 0.1% success respectively, suggesting a large distribution shift between training on ground-truth depth to testing on NeRF-rendered depth. On low quality grasps with lower than 0.1 wrench resistance, the mean depth estimation error is 2.7cm, compared to 3-5mm for values over 0.1, suggesting a failure reason here is grasping floaters.

8.6 Discussion and Future Work

We introduced Evo-NeRF, a method that rapidly captures and trains NeRFs for practical robotic grasping. While its image capture produces lower-quality reconstructions than prior work, we propose reusing trained weights in sequential grasping, geometry regularization, and continual training to obtain better 3D reconstructions. We further propose a novel training pipeline to train grasp networks on NeRF rendered depth images in simulated environments, which can predict high quality grasps in the physical environment. In experiments, Evo-NeRF and RAG-Net can grasp transparent objects within 10s of seconds with 89% success on singulated objects.

8.6.1 Limitations and future work

RAG-Net uses rendered depth images, throwing away much of the rich 3D information present in NeRF. Future work should explore 3D grasp planner inputs from NeRF such as density voxel grids, akin to VGN [215]. While hemispherical captures are efficient for reconstructing small workspaces, it may be unsuited to tasks like finding and extracting a target object from a large scene. Though we have shown that NeRF is adaptable to geometry deletion, NeRF still resists adding new geometry because of hash collisions in the positional encoding and the density gradient being pushed towards 0 in empty regions. In our experiments we observed a failure case where an object was toppled over by the grasped object, changing the scene’s geometry. Future work in adapting NeRF to changing scenes would greatly improve the practicality of real-time usage. The speed of this method is also unsuitable for industrial applications requiring sub-second cycle times, and is mainly practical for household applications such as tidying which do not have such rapid requirements.
Part III

Efficiency and Reliability in Bimanual Deformable Manipulation
Chapter 9

Using Interactive Perception to Untangle Long Cables

Manipulating one-dimensional deformable objects like ropes or long cables is difficult due to the potential formation of knots and the limited information available from image observations caused by self-occlusions. This chapter explains how we apply Interactive Perception (IP) to reduce perception uncertainty and enhance the system’s reliability in untangling long cables.

9.1 Introduction

Long cables, including electrical cords, ropes, and string, are ubiquitous in households and industrial settings [216–218]. These single-dimensional deformable objects can form knots that may restrict functionality or create hazards. Furthermore, as cable length increases, perception and manipulation of these objects become more difficult as the increased amount of free cable (which we refer to as slack) can cause the cable to not only fall into unreachable areas of the workspace, but also form complex knots and reach irrecoverable states. Further, retrieving full state information from image observations is especially challenging when slack occludes or falsely resembles true knots.

In our prior work, SGTM 1.0, we approach partial observability with manipulation primitives which attempt to simplify state for perception [219]. However, this approach lacks uncertainty awareness and takes actions that are often overly aggressive or conservative (see 9.2). To address this limitation, this chapter focuses on quantifying uncertainty to enable applying interactive perception [220], which involves physically manipulating objects in a scene to better understand it. By considering perceptual uncertainty, the robot is able to perform targeted actions that clarify the state and take subsequent actions with higher confidence.

This chapter provides the following contributions: (1) Novel perception-based metrics to estimate untangling-specific uncertainty in cable configurations, including tracing, network, and observational uncertainties as described in Section 9.4.2 while reducing reliance on depth
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Figure 9.1: Overview of Sliding and Grasping for Tangle Manipulation 2.0 (SGTM 2.0): SGTM 2.0 untangles a long cable with 2 figure-8 knots. (1) The system cannot perceive a clear path to a knot and performs an exposure move, bringing the endpoint cable segment back into the observable workspace. (2) SGTM 2.0 confidently untangles the figure-8 knot using cage-pinch dilation. (3) The system untangles the last figure-8 knot in the scene and does an incremental Reidemeister move. (4) SGTM 2.0 perceives a knot-like region and uses a partial cage-pinch dilation to disambiguate it. After another incremental Reidemeister move, the system terminates confidently having verified that no knots remain.

sensing; (2) Novel primitives, including interactive perception actions, for cable slack management, untangling, and termination described in Section 9.4.3 to reduce the probability of irrecoverable failures; (3) SGTM 2.0, an algorithm using uncertainty quantification to parameterize interactive perception actions for untangling described in Section 9.4.4 (overview in Figure 9.1); and (4) Data from physical experiments suggesting 43% improvement in untangling accuracy and 200% improvement in speed compared to SGTM 1.0, and data
suggesting that interactive perception improves accuracy by 21% in complex cases.

9.2 Related Work

Autonomous deformable object manipulation is an open problem in robotics. Deformable objects have infinite-dimensional configuration spaces, are prone to self-occlusions, and are subject to complex dynamics. An increasingly popular approach to these problems is end-to-end deep learning with imitation learning [221–223] or reinforcement learning [224–226]. Since large-scale physical data collection is difficult, one technique is training in simulation and deploying the learned policy on physical systems [16, 224–227]. However, there the sim-to-real gap remains large due to challenges in modeling deformable objects [227]. An alternative approach is to use self-supervised learning to collect the training data directly on the physical system [226, 234–235].

In multi-step algorithmic pipelines, perception-based techniques have shown to be effective for deformable object manipulation. Prior work uses dense object descriptors [236] for cable knot tying [230] and fabric smoothing [237], as well as visual dynamics models for non-knotted cables [229, 238] and fabric [16, 17, 229]. However, robust cable state estimation and dynamics estimation remain challenging for self-occluded, knotted configurations. We build on prior keypoint-based work [219, 239, 240] with uncertainty-aware primitives and interactive perception for the task of autonomously untangling long cables.

Early work by Lui and Saxena [241] uses traditional feature extraction to represent a cable’s structure as a graph. Recent work [219, 240, 242] use learning-based keypoint detection to parameterize action primitives in an untangling pipeline. Specifically, we improve upon Sliding and Grasping for Tangle Manipulation (SGTM 1.0) [219], an algorithm built on action primitives for autonomous long cable untangling. However, SGTM 1.0 may proceed with untangling despite low confidence in the predicted actions, leading to irrecoverable states. It also relies on shaking, a randomized reset primitive, when progress is difficult. Finally, it also requires a time-consuming physical trace to achieve the necessary confidence for termination. SGTM 2.0 addresses these three issues through interactive perception, by taking untangling actions sensitive to uncertainty, making targeted moves to reduce uncertainty instead of generic recovery moves, and terminating only once sufficiently certain across multiple views that the cable is untangled.

In 1984, Goldberg and Bajcsy [243] explored active perception of shape using a robot to actively move a touch sensor to trace object contours. In 1988, Bajcsy [118] defined active perception as a search of models and control strategies for perception. Strategies vary according to the sensor and the task goal, including controlling camera parameters [119] and moving a tactile sensor according to haptic input [243]. Recently, Bohg et al. [220] explore the differences between active and interactive perception, the latter of which specifically exploits environment interactions to simplify and enhance perception to achieve a better understanding of the scene [220, 244]. Within robotic manipulation, several works have focused on improving understanding of the environment through scene interaction. Tsikos
and Bajcsy [245] propose interacting with random heaps of unknown objects through pick and push actions for scene segmentation. Danielczuk et al. [246] present the mechanical search problem, where a robot locates and retrieves an occluded target object from a cluttered bin through a series of targeted parallel jaw grasps, suction grasps, and pushes. Novkovic et al. [244] propose a combination of camera motions with environment interactions to find a target cube hidden in a pile of cubes.

Interactive perception has also been applied to deformable manipulation. Willimon et al. [247] interact with a pile of laundry to isolate and identify individual clothing items. In our work, the robot interacts with the cable to reveal more information about the cable state.

9.3 Problem Statement

As in [219], we consider untangling long (∼ 3 m) cables from RGB-D image observations. We use a bimanual robot to execute manipulation primitives until the cable reaches a fully untangled state with no knots.

9.3.1 Workspace Definition and Assumptions

The bilateral robot operates in an (x, y, z) Cartesian coordinate frame with two 6-DOF robot arms. The robot is equipped with cage-pinch jaws introduced in [219] to allow for both sliding along and tightly pinching the cable (Figure 9.1(2)). The workspace lies in the xy-plane and the only inputs to the algorithm consist of RGB-D images. The workspace contains a single incompressible electrical cable of length \( l_c \) and cross-sectional radius \( r_c \). Cable state \( s \in S \) can be described as a continuous path \( c_n(u) : [0, 1] \rightarrow (x, y, z) \) in the workspace, where \( u \) indexes the position along the length of the cable. \( c_n(0) \) and \( c_n(1) \) always refer to the position of the endpoints of the cable. We initialize the cable’s state before \( n = 0 \) with the procedures specified in Section 9.5. One challenge in this problem is that parts of the cable may rest outside the reachable and observable workspace at any point in a rollout (defined as a single experiment aiming to remove all knots in the cable). Moreover, self-occlusions in the cable are possible due to only one overhead camera view. This partial observability motivates the need for actions that reveal more information about the cable state \( s \).

We make the following assumptions: (1) the cable can be segmented from the background via color thresholding; (2) transformations between the camera, workspace, and robot frames are known; and (3) the cable start state contains overhand or figure 8 knots of dense (6-8 cm diameter) or loose (12-14 cm diameter) configurations in series.

9.3.2 Task Objective and Metrics

The goal of the robot is to untangle the cable and terminate at time \( t < T_{\text{max}} \), specified in Section 9.5. After each step of a rollout \( r \), a new observation \( o \) of the cable state \( s \) is taken.
Figure 9.2: **Perception system:** This is the pipeline used to determine which points to cage and pinch for a cage-pinch dilation move, the crucial action for untangling a knot. First, we detect the endpoints and knots. Next, we trace from the endpoint to the first bounding box. If the trace is certain, we run the cage-pinch network ensemble on the cropped knot in the bounding box with the trace tail encoded into one of the channels. We take the pixelwise minimum across the cage-pinch network ensemble outputs, leading to 1 heatmap encoding “worst-case” untangling success probabilities each for the cage and pinch point. We take the argmax of each of the two heatmaps to determine the final points to pinch and cage during the cage-pinch dilation action.

Each primitive constitutes at least one step.

The goal of the robot over the course of each rollout is to untangle the cable and output a termination signal (DONE). We use $H_{\text{DONE}}$ to represent a step function, with the step occurring when the robot outputs DONE. We define an untangled cable as one that has no knots when its endpoints are grasped top-down and extended the maximum feasible distance, with knots defined identically to [219]. We use $k_r^t$ to denote the number of knots in the cable at time $t$ in rollout $r$ and assume the cable is initialized with $k_r^0$ knots.

We use the following metrics to measure performance, where $0 < K \leq k_r^0$ refers to the number of knots untangled and $R$ is the total set of rollouts:

1. **Untangling $K$ Success Rate**, the percentage of rollouts that untangle $K$ knots:

   \[
   \frac{1}{|R|} \sum_{r \in R} 1\{\exists t < T_{\text{max}} : k_r^t \leq k_r^0 - K\}
   \]

2. **Untangling Verification Rate**, the percentage of rollouts that untangle all knots and terminate successfully:

   \[
   \frac{1}{|R|} \sum_{r \in R} 1\{\exists t < T_{\text{max}} : k_r^t = 0 \land Done_t\}
   \]

3. **Average Untangling $K$ Time**, the average time to untangle $K$ knots across all applicable rollouts $R_a$ where this occurs before $T_{\text{max}}$:

   \[
   \frac{1}{|R_a|} \sum_{r \in R_a} (\min t : k_r^t \leq k_r^0 - K)
   \]

4. **Average Untangling Verification Time**, the average time to reach $k_r^t = 0$ and declare termination across all applicable rollouts $R_a$ like above:

   \[
   \frac{1}{|R_a|} \sum_{r \in R_a} (\min t : k_r^t = 0 \land Done_t)
   \]
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9.4 Method

9.4.1 Approach Overview

Unlike SGTM 1.0, SGTM 2.0 uses interactive perception primitives designed to better manage slack during untangling and to reveal additional information about the cable state \( s \in S \). As \( s \) is difficult to estimate from the provided observation \( o \in O \), SGTM 2.0 uses a policy \( \pi : O \rightarrow A \) built as described in Section 9.4.4 from the components in Sections 9.4.2 and 9.4.3 to directly predict actions to execute. Unlike prior work, SGTM 2.0 includes perception components that lend themselves to probabilistic interpretation and manipulation primitives that are sensitive to perception uncertainty. We note that while the distribution of states the robot encounters may have high variance, SGTM 2.0 is sensitive only to variance that may affect the next untangling action. Practically, this means that for example, even if much of the cable is bunched up and occluded, as long as the path from an endpoint to the first knot is clearly visible, the algorithm can still take an untangling action with high confidence.

9.4.2 Uncertainty-Aware Perception Systems

Endpoint Detection

We train a Faster R-CNN model with a Resnet-50 FPN (Feature Pyramid Network) backbone on 305 hand-labeled examples to detect cable endpoints. We discard all bounding boxes with lower than 99% confidence, achieving an average precision and recall for endpoint detection are 86.7% and 100% respectively.

Knot Detection

To identify all knots in the observable workspace, we use the same architecture as the endpoint model trained on 688 hand-labeled images. The real-world dataset is augmented with flip, contrast, brightness, rotation, saturation, and scale augmentations. We use a 99% detection threshold, which achieves an average precision of 91.3% and an average recall of 95.5%. We analytically filter out misclassified knots by checking if a simple loop fills the bounding box. Because the model’s output is dependent on the orientation of the cable, in certain cases, we use multiple observations of the underlying cable state \( s \) as described in Section 9.4.3. This allows SGTM 2.0 to be sensitive to what we define as observational uncertainty.

Analytic Cable Tracing

The objective of cable tracing is to outline all likely paths of the cable from an overhead image. Given an RGB image and a start pixel (the center of one endpoint), the tracer we introduce in this chapter outputs a set of possible splines. It maintains a set of valid splines and iteratively expands it by exploring candidate successor points, preferring those that do
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not deviate sharply from the current spline’s trajectory. An example of candidate trace paths is shown in Figure 9.3.

Sliding and Grasping for Tangle Manipulation 2.0 (SGTM 2.0) uses this in 2 scenarios: (1) finding a knot to untangle and (2) achieving robust grasps near cable endpoints. When used for finding a path from endpoint to knot, the tracer terminates once all potential traces intersect the knot within a bounding box. For grasping endpoints, the trace terminates after traveling a fixed distance along the cable. At the termination of tracing, we fit a bounding box $B_t$ to the ending points of all the final traces; if either dimension of $B_t$ is greater than 24 pixels for knot tracing and 12 pixels for endpoint tracing (which requires more precision), the traces diverge and thus TRACE_UNCERTAIN is returned; otherwise, TRACE_CERTAIN is returned. Note that while traces with very different topologies may be returned, as long as they end near the same point (Figure 9.3, left and center), the untangling-relevant uncertainty remains low. The reason for tracking uncertainty in this phase is that different paths from the endpoint to the knot may lead to different untangling actions, especially with respect to which point to cage and which to pinch.

Figure 9.3: **Cable Tracing:** multiple candidate trace paths returned by the tracer to find the closest knot from the top-left endpoint. The tracer finds the correct knot in all cases, but is unclear as to which side of the knot is attached to the free endpoint, and therefore returns TRACE_UNCERTAIN.

Cage-Pinch Dilation Point Selection

We use an FCN [249] with a ResNet-34 backbone trained on 568 knot crops to output two heatmaps: one for the cage point and one for the pinch point. We augment this data with random rotations, flips, shear, and synthetically added distractor cables to improve robustness. Approximately 250 of these images are gathered during rollouts to mitigate distribution shift in a style similar to DAgger [250]. The input is a 3-channel image, where one of the channels contains a Gaussian heatmap around the segment of cable entering the image determined by the cable tracing algorithm. This additional input conditions the network and breaks the symmetry between the cage and pinch points. We train the network to predict the cage point as the first graspable point beyond the undercrossing forming the knot, and the pinch point as the place to secure the cable to create an opening for the free end to slide through. Example cage and pinch points and the perception pipeline to obtain the points are shown in Figure 9.2.
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The goal of this network is to model the probability \( P_p(U_s) \) per grasp pixel \( p \), where \( U_s \) corresponds to untangling success on the cropped knot. We train an ensemble of 3 models on the same data but with different initializations. For the cage point, to sample from each of the ensemble heatmaps \( h^{\text{cage}} \in H^{\text{cage}} \), we create a new heatmap as such: \( h^{\text{cage}}_{i,j} = \min_{h^{\text{cage}} \in H^{\text{cage}}} h^{\text{cage}}_{i,j} \). The same procedure is used for the pinch point. We return the cage and pinch point as the \( \text{argmax}_{i,j} h^{\text{cage}}_{i,j} \) and \( \text{argmax}_{i,j} h^{\text{pinch}}_{i,j} \), respectively. If \( \max_{i,j} h^{\text{cage}}_{i,j} \geq \kappa \) where \( \kappa = 0.35 \) (calibrated empirically), we output \text{NETWORK\_UNCERTAIN}. Otherwise, we output \text{NETWORK\_CERTAIN}.

The above methods help reveal whether the worst-case probability (across our predictive distribution modeled by an ensemble) of untangling success is high enough to proceed with untangling the cable at the specified points. If not, the network is too uncertain in its predicted points to proceed confidently as the next action may instead tighten the knot or lead the cable into an irrecoverable state.

9.4.3 Novel Manipulation Primitives for Interactive Perception

Cage-Pinch Dilation

To untangle an individual knot, the robot leverages the flexibility of the cage-pinch grippers introduced in [219] and depicted in Figure 9.1(2) to cage one point and pinch another point inside the knot and pull apart the arms to a distance determined by the length of the trace from the endpoint to the knot, while moving its wrist joint in a high-frequency sinusoidal motion. A major benefit of cage-pinch actions compared to cage-cage actions from [219] is the ability to better manage slack, preventing accidentally tightening another knot. Following this action, the robot lays the cable down as far forward as kinematically feasible to isolate the newly untangled portion from the remaining cable.

Partial Cage-Pinch Dilation

This primitive is similar to the Cage-Pinch Dilation, but the distance the arms move apart is fixed to 5 cm beyond their starting separation. This is meant to perturb the state and to later retry perception rather than to completely untangle a knot.

Reidemeister Move

In this primitive, the robot uses tracing to find robust grasp points slightly down the cable from the endpoints. Next, the robot moves both arms outward horizontally and up, lifting the cable off the workspace, allowing for loops to fall away. Compared to prior work, we add (1) the vertical component of the action, forming a large “U” with the cable, and (2) the wide lay-out action, which places the cable on the workspace in a “U” shape.
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Figure 9.4: **SGTM 2.0 Algorithm:** SGTM 2.0 first detects the number of knots and endpoints in the scene. If the endpoints are not visible, there is no way to verify any knot’s relative position to the endpoint. This is necessary because SGTM 2.0 only untangles knots adjacent to an endpoint to avoid knots colliding into each other and creating irrecoverable configurations. If fewer than two endpoints and no knots are visible, the algorithm is also unable to perform a termination check as that requires performing an incremental Reidemeister, which grasps the cable at the endpoints. In both these cases, SGTM 2.0 performs an endpoint exposure. If two endpoints are visible and no knots are visible, SGTM 2.0 proceeds to the incremental Reidemeister move. If one or two endpoints are visible and there are knots in the scene, it attempts to untangle, beginning by tracing from the visible endpoint(s). Here, if it is not able to confidently trace from either endpoint to a knot, SGTM 2.0 performs a Reidemeister move or endpoint exposure (based on the number of endpoints visible) to increase likelihood of unambiguous traces in future steps. Otherwise, it assesses the cage-pinch network uncertainty on the predicted points. If it is confident, it proceeds with a full cage-pinch dilation. Else, it performs a partial cage-pinch dilation to disambiguate the state.

**Incremental Reidemeister Move**

This primitive performs the exact same motions as a Reidemeister move, but uses a multi-stage, perception-based approach where the cable is observed at certain waypoints along the action. We use our knot detection network at these intermediate points to determine whether any knots remain. This can be interpreted as ensembling via perturbation of the observation of the same underlying cable topology. Being sensitive to observational uncertainty allows us to eliminate the time-consuming physical tracing action used in [219] for termination.

**Exposure Action**

When one or more endpoints are missing for an action, we uniformly at random sample a segment of the cable leaving the reachable workspace and pull it towards the center of the workspace to increase visibility. We also do this for unreachable knots we wish to act on.
9.4.4 Sliding and Grasping for Tangle Manipulation 2.0 (SGTM 2.0) Algorithm

Sliding and Grasping for Tangle Manipulation 2.0 (SGTM 2.0) ties together the aforementioned perception components and manipulation primitives to untangle cables. SGTM 2.0 alternates between the perception and manipulation components, using uncertainty from the former to determine whether to untangle or disambiguate the cable state. The algorithm is covered in detail in Figure 9.4.

9.5 Experiments

9.5.1 Experimental Setup

For our experiments, we use the bimanual ABB YuMi robot with an overhead Phoxi camera, operating on a black foam-padded workspace of width \(1.0\ m\) and depth \(0.75\ m\). Due to hardware constraints, we slightly extend the workspace with cardboard (by 0.1 meters on either side) not previously present in SGTM 1.0, but this does not make a significant difference as the cable mostly remains in the original foam-padded workspace. We use a 2.7\-m-long white, braided electrical cable with USB adapters on both ends.

We evaluate SGTM 2.0 on 3 tiers of difficulty:

1. **Tier 1**: A cable with 1 overhand or figure-8 knot.
2. **Tier 2**: A cable with 2 overhand and/or figure-8 knots.
3. **Tier 3**: A cable with 3 overhand and/or figure-8 knots.

The knots in all tiers are evaluated equally in both loose and dense configurations and evenly across positions along the cable (closer to an endpoint vs. closer to the middle). Example start configurations are shown in Figure 9.5. The cable is initialized by laying the knot(s) flat on the workspace, raising the endpoints as high as possible without lifting the knot(s), and then dropping the endpoints. We enforce a time limit of 15 minutes for all tiers. Note that the cable initialization procedures in Tiers 1 and 2 of this chapter are exactly the same as Tiers 1 and 2 in SGTM 1.0, the prior state-of-the-art [219].

For each tier, we report the average time to fully untangle the cable (for the rollouts that succeed in doing so) as well as the average time to correctly report that the cable is untangled (for the rollouts that succeed in doing so). Additionally, we report the success rates for untangling alone and untangling with termination detection. For Tiers 2 and 3, we present ablation results where SGTM 2.0(-U) represents SGTM 2.0 with the uncertainty-based components removed. For Tiers 1 and 2, we also report the speedup of SGTM 2.0 and SGTM 2.0(-U) from SGTM 1.0. Our baseline for experiments is SGTM 1.0 because to our knowledge, there are no prior algorithms for untangling long cables.
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Figure 9.5: **Example starting configurations for all 3 tiers:** Overhand knots are outlined in purple and figure-8 knots are outlined in orange.

Table 9.1: Results from Physical Experiments (84 total trials). Key takeaways include 1) higher success rates in SGTM 2.0, which ablations suggest is a result of interactive perception. Reduced completion times compared to SGTM 1.0 because of novel interactive manipulation primitives.

<table>
<thead>
<tr>
<th></th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knot 1 Success Rate</strong></td>
<td>SGTM 1.0</td>
<td>8/12</td>
<td>SGTM 2.0</td>
</tr>
<tr>
<td><strong>Knot 2 Success Rate</strong></td>
<td>-</td>
<td>-</td>
<td>6/12</td>
</tr>
<tr>
<td><strong>Knot 3 Success Rate</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Verification Rate</strong></td>
<td>3/12</td>
<td>7/12</td>
<td>1/12</td>
</tr>
<tr>
<td><strong>Avg. # of Actions</strong></td>
<td>5.0±1.5</td>
<td>5.6±1.7</td>
<td>12.0</td>
</tr>
<tr>
<td><strong>Avg. Knot 1 Time (s)</strong></td>
<td>189.8±69.4</td>
<td><strong>53.1±7.5</strong></td>
<td>93.3±16.2</td>
</tr>
<tr>
<td><strong>Avg. Knot 2 Time (s)</strong></td>
<td>-</td>
<td>-</td>
<td>586.4±165.3</td>
</tr>
<tr>
<td><strong>Avg. Knot 3 Time (s)</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Avg. Verif. Time (s)</strong></td>
<td>330.8±127.8</td>
<td><strong>295.9±61.4</strong></td>
<td>1079.0</td>
</tr>
<tr>
<td><strong>Failure Modes</strong></td>
<td>-</td>
<td>(A) 2, (B) 1, (C) 1, (D) 1</td>
<td>-</td>
</tr>
</tbody>
</table>

(See Section 9.5.3)
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Figure 9.6: **Average Knots over Time (Tier 2)**: SGTM 2.0 most quickly reduces the number of knots on average. SGTM 2.0(-U) is less successful in untangling over the given time period than SGTM 2.0. Further, performance of even SGTM 2.0(-U) exceeds that of the prior state-of-the-art, SGTM 1.0, at 15 minutes, showing the effectiveness of improved untangling primitives like cage-pinch dilations introduced in SGTM 2.0.

### 9.5.2 Results

Results show that across Tiers 1 and 2, SGTM 2.0 outperforms SGTM 1.0 not only on untangling and verification success rate, but also achieves statistically significant speedups in the untangling time in Tier 1, untangling time for both knots in Tier 2, and verification time in Tier 2. Tier 3 was unachievable in SGTM 1.0 due to algorithmic constraints, but is now possible with SGTM 2.0, which achieves 9/12 successes in untangling 2 out of the 3 knots in Tier 3. In 9.5.3, we discuss difficulties that result in failures, leading to 3/12 untangling success on all 3 knots in Tier 3.
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9.5.3 Failure Modes

(A) **Timeout, unable to determine termination:** This is the most common failure case of SGTM 2.0 across all tiers, especially in Tier 3. Causes include:

1. The system inadvertently manipulates the cable into a state that is difficult to perceive and manipulate, most common in Tier 3 due to higher complexity and a higher chance that a rare failure in disambiguation may accidentally tighten or complicate a knot.

2. A substantial portion of the cable leaves the workspace. The system repeatedly attempts exposure actions, but due to the large mass of cable, the cable continually slips back down into its prior configuration.

3. Though the entire cable may enter a difficult configuration, the algorithm slowly disambiguates it and given more time, may have untangled and terminated.

(B) **Cable or knot leaves observable/reachable workspace:** This is the next most common failure mode of SGTM 2.0. While performing a cage-pinch dilation or Reidemeister move, one gripper may miss the grasp, causing the entire cable to slide to one side of the workspace and fall off entirely and irrecoverably. This failure mode shows that slack management can be improved in future work.

(C) **False termination due to missed knot detection:** False termination is the most common failure mode in SGTM 2.0(-U), mostly resolved by SGTM 2.0 with uncertainty-based components. This failure also occurs in SGTM 2.0, largely due to rarer cases where the knotted portion inadvertently lands outside the observable workspace during an incremental Reidemeister move, causing early termination. This can be addressed with improved motion primitives.

(D) **Irrecoverable YuMi system error:** These relatively rare issues result from the YuMi losing connection to the computer running the algorithm and freezing.

9.5.4 Ablations

We run ablations on Tier 2 and Tier 3 to compare the performance of SGTM 2.0 to the performance of SGTM 2.0(-U), which uses the exact same algorithm as SGTM 2.0, but with the following uncertainty-based components removed:

- Reidemeister move due to tracing uncertainty.

- Ensemble network for keypoint predictions and partial cage-pinch dilation in the case of ensemble uncertainty in the cage-pinch dilation network.

- Intermediate views for incremental Reidemeister move.

We find, as shown in table 9.1 that SGTM 2.0(-U) achieves a lower success rate than SGTM 2.0 on Tier 2. While SGTM 2.0 and SGTM 2.0(-U) achieve the same success rate...
on Tier 3, the main failure case for SGTM 2.0 is timeout as higher complexity cases tend to require more time to disambiguate and untangle. In comparison, the main failure case for SGTM 2.0(-U) are false termination. In fact, the most common failure case in SGTM 2.0(-U) across Tier 2 and 3 is false termination, suggesting that sensitivity to observational uncertainty may be important for higher performance. Another implicit failure that results in more false terminations is over-tightening of knots to a diameter $\leq 3\text{cm}$. If the ensemble cage-pinch network has low confidence, SGTM 2.0 performs a partial cage-pinch dilation rather than a full cage-pinch dilation, preventing over-tightening knots in the case of poorly predicted cage-pinch points. Additionally, if the trace to a knot is uncertain, the Reidemeister move disambiguates the cable state, preventing poor grasps that may tighten or complicate the knots. The ablations suggest that these uncertainty-based primitives may prevent the over-tightening of knots and thus reduce false terminations.

9.6 Discussion and Future Work

The perception approach in this chapter is limited to overhand and figure-8 knots due to reliance on geometric rather than topological features. Additionally, while perception system operates on just RGB data, grasping is reliant on depth. Lastly, this algorithm has been tested on only a single white cable on a black background.

In future work, we will explore cable state estimation and topological knot analysis to generalize to other knot types, and RGB visual servoing methods that could eliminate reliance on depth sensing altogether.
Chapter 10

Learning Efficient Bimanual Folding of Garments

Manipulating two-dimensional deformable objects, such as cloth and garments, is challenging because of their large configuration space, self-occlusions, and complex dynamics. This chapter details how we use a bimanual robot and utilize high-velocity dynamic motions to create a system that folds garments both reliably and efficiently.

10.1 Introduction

Garment handling such as folding and packing are common tasks in textile manufacturing and logistics, industrial and household laundry, healthcare, and hospitality, where speed and efficiency are key factors. These tasks are largely performed by humans due to the complex configuration space as well as the highly non-linear dynamics of deformable objects [231, 251]. Additionally, folding is a long horizon sequential planning problem, as it requires to first flatten or smooth the garment, and then follow a sequence of steps [252, 253] or sub-goals [19] to achieve the desired fold.

Prior work has mainly focused on single-arm manipulation [16, 227, 231, 254] or on complex iterative algorithms [252, 253, 255], requiring a large number of interactions and resulting in long execution times. Recently, Ha et al. [15] proposed a method for smoothing cloth that computes the pick points for a high-velocity dynamic fling action directly from overhead images, and can smooth garments to 80% coverage in 3 actions on average. However, the proposed 4 DoF action parameterization constrains the two pick poses significantly, in particular by discrete distances and a fixed rotation in between.

We present SpeedFolding, an end-to-end system for fast and efficient garment folding. At first, a novel BiManual Manipulation Network (BiMaMa-Net) learns to predict a pair of gripper poses for bimanual actions from an overhead RGBD input image to smooth an initially crumpled garment. Once the garment has been smoothed to a desired level, determined by a learned smoothing classifier, SpeedFolding executes a folding pipeline (see Fig. 10.1).
Figure 10.1: SpeedFolding learns to fold garments from arbitrary configurations: Given a crumpled t-shirt, the robot unfolds using fling actions (1, 2), smooths it with a drag action (3) until it is sufficiently smoothed. It then moves the t-shirt for better reachability (4), and applies folds (5-6) to achieve the user-defined configuration (7).
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This chapter provides the following contributions: (1) The BiMaMa-Net architecture for bimanual manipulation that computes two corresponding planar gripper poses without any spatial restrictions, with an automated calibration procedure to account for robot reachability constraints; (2) An end-to-end robotic system for efficient smoothing and folding. First, the system learns to smooth a garment to a sufficiently smoothed configuration through self-supervision. Then, the robot folds the garment according to user-defined folding lines; and (3) An experimental dataset from physical experiments that suggests the system can fold garments with a success rate of over 90%, including garments unseen during training that differ in color, shape and stiffness. Folding a t-shirt takes under 120 s on average, improving baselines by 30% to 47% and prior works by 5 × to 10 ×.

10.2 Related Work

Bimanual robotic manipulation has been studied extensively in fields from surgical robotics to industrial manipulation [256]. A dual-arm system extends the workspace, allows for increased payload and for more complex behaviours than a single arm system [19, 22], but comes at the cost of higher planning complexity due to the additional DoF and self-collisions [257]. A promising line of research is to employ dual-arm systems for garment manipulation [258]. Garments are especially difficult to control and manipulate due to their large configuration...
space, self-occlusions, and complex dynamics [231]. Recent works have mainly focused on garment smoothing from arbitrary configurations [15], or garment folding, assuming the garment has been initially flattened [19]. We present an end-to-end approach to smoothing and then folding garments from initial crumpled configurations.

Garment smoothing aims to transform the garment from an arbitrary crumpled configuration to a smooth configuration [227]. Prior works have focused on extracting and identifying specific features such as corners and wrinkles [252, 253, 259, 260]. Recent methods have used expert demonstrations to learn garment smoothing policies in simulation [16, 227, 231], however these methods learn quasi-static pick-and-place actions that require a large number of interactions on initially crumpled garments. Ha et al. [15] introduced a novel 4 DoF dynamic fling action parameterization learned in simulation that can achieve ~80% garment coverage within 3 actions. However, this parameterization is (1) limited to fling actions, (2) fails to fully smooth garments, and (3) induces grasp failures in more than 25% of actions. In this chapter we use expert demonstrations and self-supervised learning purely in the physical world to train a novel bimanual manipulation neural network architecture to smooth a garment such that it is ready to be folded.

Garment folding has many applications in hospitals, homes and warehouses. Early approaches rely heavily on heuristics and can achieve high success rates, but have long cycle times on the order of 10 min to 20 min per garment [252, 253, 255, 261, 262]. Recent methods have been focusing on learning goal-conditioned policies in simulation [16, 19, 228, 263] and directly on a physical robot [226]. In this chapter, we compare an instruction-based folding approach that can reliably fold smoothed garments, with a novel folding approach that can fold a t-shirt directly from a non-smooth configuration given prior knowledge about its dimensions.

### 10.3 Problem Statement

Given a visual observation $o_t \in \mathbb{R}^{W \times H \times C}$ of the garment’s configuration $s_t$ at time $t$, the objective is to compute and execute an action $a_t$ to transfer the garment from an arbitrary configuration to a desired user-defined $s^*$ goal configuration. In particular, $s^*$ is invariant under the garment’s position and orientation in the workspace. We assume an overhead observation with a calibrated pixel-to-world transformation, as well as a garment that is easily distinguishable from the workspace.

We consider a dual-arm robot with parallel-jaw grippers executing actions of type $m \in \mathcal{M}$ from a discrete set of pre-defined action primitives. In particular, we parameterize each primitive by two planar gripper poses

$$a_t = (m, (x_1, y_1, \theta_1), (x_2, y_2, \theta_2))$$

for each arm respectively, in which $(x_i, y_i)$ are coordinates in pixel space, and $\theta_i$ is the end-effector rotation about the $z$ axis. We further assume a flat obstacle-free workspace and a motion planner that computes collision-free trajectories for a dual-arm robot.
Given two pick poses, the arms first pick those points, lift the garment above the workspace and stretch it until a force threshold is reached, measured using the arms’ position and the garment’s deformation. We define an additional learned primitive to switch from one pick-and-place pose to another. When the higher fingertip is above the lower, the robot picks one point and drags the garment towards itself. This motion reduces the number of gripper orientations needed to lift the garment. It is combined in the descriptor head to predict its joint value.

10.4 Method

SpeedFolding uses BiMaMa-Net, a learned garment-smoothing method to bring an initially crumpled garment to a sufficiently smooth configuration, followed by an instruction-based garment folding pipeline.

10.4.1 Action Primitives

We are interested in the set of quasi-static and dynamic action primitives that enable the robot to (1) transfer an arbitrary garment configuration \( s_t \) to a folded goal configuration \( s^* \) (completeness), (2) reducing the number of action steps (efficiency), and (3) with a reduced number of primitives (minimality). Each action primitive is defined through a pair of poses as well as a motion trajectory. All primitives share a common procedure to reliably grasp the garment with parallel jaw grippers: Each gripper moves 4 cm above the grasp pose \( a_t \), rotates \( 8^\circ \) so that one fingertip is below the other, and moves 1 cm towards the direction of the higher fingertip. This motion improves the success for grasping in particular at the edge of the garment. We define following learned primitives (Fig. 10.2 left box):

**Fling**: Given two pick poses, the arms first pick those points, lift the garment above the workspace and stretch it until a force threshold is reached, measured using the arms’ position and the garment’s deformation. We define an additional learned primitive to switch from one pick-and-place pose to another. When the higher fingertip is above the lower, the robot picks one point and drags the garment towards itself. This motion reduces the number of gripper orientations needed to lift the garment. It is combined in the descriptor head to predict its joint value.
internal force sensors. Next, the arms apply a dynamic motion, flinging the garment forward and then backward while gradually reducing the height toward the workspace. Similar to [15], we find the fling motion to be robust under change of velocity and trajectory parameters, and therefore we keep these parameters fixed. The fling primitive allows to significantly increase the garment’s coverage in a few steps, but often does not yield a smooth configuration.

**Pick-and-place:** Given a pick and a corresponding place pose, a single arm executes this quasi-static action, while the second arm presses down the garment at a point on a line extending the pick from the place pose. Pick-and-place enables the robot to fix local faults such as corners or sleeves folded on top of the garment.

**Drag:** Given two pick points, the robot drags the garment for a fixed distance away from the garment’s center of mask, leveraging the friction with the workspace to smooth wrinkles or corners, e.g. sleeves folded below the garment.

We define heuristic-based primitives (Fig. 10.2 center box):

**Fold:** Both arms execute a pick-and-place action simultaneously to fold the garment. The heuristic for calculating the pick and place poses is explained in Sec. 10.4.5.

**Move:** While similar to drag, this primitive’s pick poses and its drag distance are calculated by a heuristic so that the garment’s center of mask is moved to a goal target point. Usually, the robot drags the garment towards itself to mitigate reachability issues in subsequent actions. Sec. 10.4.5 provides details about the pose calculation.

We define an additional learned primitive to switch from garment-smoothing to folding (Fig. 10.2 right box):

**Sufficiently Smoothed:** We find that deciding whether a garment is ready to be folded purely from coverage computation, as done in prior works [15, 16, 227], is not sufficient. In particular, even a high coverage is prone to wrinkles or faults that might reduce the subsequent fold quality significantly (as described in Fig. 10.2). Instead of relying on the coverage, BiMaMa-Net returns a smoothness value given an overhead image. While this primitive is not used to change the configuration of the garment, it is used to switch from garment-smoothing to folding.

### 10.4.2 BiMaMa-Net for Bimanual Manipulation

Predicting a single pose from an overhead image is commonly done by first estimating a pixel-wise value map per gripper z-axis rotation $\theta$, in which each pixel value represents a future expected reward (e.g., grasp success, increase in garment coverage, etc.), and then selecting the maximum greedily [15, 264, 266]. Extending this approach to two corresponding planar poses $(x, y, \theta)_{1,2}$ conditioned on each other is however challenging primarily due to the
Figure 10.4: **SpeedFolding Pipeline.** We start by manually annotating input images with primitives and gripper poses, train a NN and then iteratively use the NN for self-supervised data collection (top). During runtime, we use the NN to predict a primitive and a pair of poses given an input image and execute it on the robot. If the resulting garment configuration is classified as Sufficiently Smoothed the robot will fold the garment, otherwise it will repeat the process.

exponential scaling of possible end-effector poses with the number of dimensions. In particular, this is a multi-modal problem, and the predicted unconditioned value maps $Q_{unc}(x, y, \theta)$ have multiple peaks (as in Fig. [10.6]). While unconditioned value maps may provide information relevant for downstream bimanual tasks, such as the grasp success, they provide no information regarding their correspondences. To address this we define **correspondence descriptors**

$$d = (Q_{unc}, x, y, \sin \theta, \cos \theta, m, e)$$

where $e \in \mathbb{R}^M$ is a learned embedding for each pixel (disregarding orientations $\theta$) concatenated with the unconditioned value $Q_{unc}$, positional encodings, and the action primitive type $m$. Then, the final conditioned value $Q(d_1, d_2)$ depends on a descriptor pair.
Fig. 6: For a non-negative value, so that no change equals zero reward. It is scaled to define the reward classifier outputting the confidence with tuned weights to allow for sampling negative examples to better estimate the underlying distribution of action values. For inference, BiMaMa-Net samples from $p(a|s) \sim \sqrt{Q_{unc}(a, s)}$ to allow for sampling negative examples to better estimate the underlying distribution of action values. For inference, BiMaMa-Net samples from $p(a|s) \sim Q_{unc}(a, s)^2$ which emphasizes action poses with high values. It then calculates the correspondence descriptors for each pose, and a final neural network head combines all descriptor pairs $d_1, d_2$ to output the final conditioned action value $Q$.

If two poses are interchangeable (e.g., during a fling or a drag action), a single decoder predicts the value maps per $\theta$. However, if a certain relation between the poses must be maintained (e.g., the conceptual difference between the pick and the place poses in a pick-and-place action) then separate decoders compute two value maps $Q_{unc}^1$ and $Q_{unc}^2$.

10.4.3 Reachability Calibration

As shown in Fig. 10.6, to ensure reliable garment smoothing and folding, the robot should compute the actions that maximize the expected reward within the reachable space. To find the robot’s reachable space, we perform a one-time boundary search along a discretized grid in the action space $(x, y, \theta)$ for each gripper, assuming a constant height $z$ above the table. The search, done separately for each $\theta$, starts with a fixed lower value of $y$ and increases $x$.
until the inverse kinematics fails to find a solution. Afterwards, it repeatedly increases $y$ or decreases $x$ so that the search is confined to the continuous boundary at which reachability fails. As a result, we get masks $M_l$ and $M_r$ for the left and right arms

$$M(x, y, \theta) \rightarrow \{0, 1\}$$

that can be incorporated into BiMaMa-Net as spatial binary constraints by restricting the action sampling to the masks. To ensure that each reachability mask contains at least one pose, we create up to four masked value maps from $Q_{unc}^l$ (or $Q_{unc}^r$) by multiplying them with $M_l$ or $M_r$: \{ $Q_{unc}^{1l}, Q_{unc}^{1r}, Q_{unc}^{2l}, Q_{unc}^{2r}$ \}. An action value $Q_{unc} = 0$ is ignored in the sampling process. We then sample and combine the correspondence descriptors from $Q_{unc}^{1l}$ and $Q_{unc}^{2r}$, and vice versa for $Q_{unc}^{1r}$ and $Q_{unc}^{2l}$.

We find that using a calibrated reachability mask for each end-effector orientation $\theta$ separately significantly reduces the number of false negatives that arise when using approximations, such as a circular mask. After selecting the final, reachable poses $(x, y, \theta)_1$ and $(x, y, \theta)_2$ during runtime, we check for possible collisions due to inter-arm interaction. If a potential collision is detected, the next best action is selected until reachable and collision-free poses are found.

### 10.4.4 Training for Smoothing

We train BiMaMa-Net via self-supervised real-world learning to predict the manipulation primitive type $m$ and the corresponding action poses $(x, y, \theta)_1$ and $(x, y, \theta)_2$ given an overhead

Figure 10.6: **Reachability.** (a) We perform a boundary search to compute separate reachability masks for the left (yellow) and right (blue) robot arms. (b) BiMaMa-Net guarantees at least one pick pose (black) from the value map within each mask.
In order to scale real-world interaction, the learning process is designed for minimal human intervention. First, we collect examples of smooth configurations to train a classifier outputting the confidence $p(\text{Sufficiently Smoothed}|s)$. Additionally, let $\text{cov}(s)$ be the coverage of the garment at configuration $s$ observed from an overhead perspective, calculated by background subtraction and color filtering. We define the reward $r_t$:

$$
\begin{align*}
    r_t &= \max \left( \tanh \left( \alpha \left( \text{cov}(s_{t+1}) - \text{cov}(s_t) \right) \right) + \beta \left( p(\text{smoothed}|s_{t+1}) - p(\text{smoothed}|s_t) \right), 0 \right)
\end{align*}
$$

as the sum of the change of coverage and Sufficiently Smoothed confidence with tuned weights $\alpha$ and $\beta$ respectively. It is scaled to $r \in [-1, 1]$ first and then clipped to a non-negative value, so that no change equals zero reward. To ensure continuous training, the robot resets the garment configuration by grasping it at a random position on its mask and dropping it from a fixed height. We iteratively train a self-supervised data collection neural network, interleaving training and execution (Fig. 10.4). The robot explores different actions by uniformly sampling from the set of $N_s$ best actions.

To avoid a purely random and sample-inefficient initial exploration, we kickstart the training with human annotations. We differentiate between self-supervised and human annotated data within the training process in three ways: (1) We set the reward of human annotated data to a fixed $r_h$. (2) Besides training the value map at the specific annotated pixel position and orientation, we follow [266] and introduce a Gaussian decay centered around each pose as a global target value instead. (3) The classification head is trained only with data that has a reward higher than a tuned threshold $r \geq r_c$.

### 10.4.5 Folding Pipeline

We compare three approaches for folding: instruction-based folding, which can be adapted to different garments and different folding techniques, "2-second" fold, a known heuristic for surprisingly fast t-shirt folding, and fling-to-fold (F2F), a novel technique that can increase the number of folds-per-hour (FPH) by leveraging prior knowledge about the t-shirt’s dimensions.

**Instruction-based Folding:** As shown in Fig. 10.5 (left), given a mask of a smoothed garment, the robot iteratively folds the garment along user-specified folding lines. These allow to define the goal configuration of a smooth garment precisely without using high-dimensional visual goal representations [16, 19]. A complete user instruction includes: (1) A binary mask called template and (2) a list of folding lines relative to the template (Fig. 10.5 left). The folding direction is defined with respect to the line according to the right-hand-rule.

To execute the folding lines, a particle-swarm optimizer computes an affine transformation by registering the template with the current image. Afterwards, SpeedFolding calculates
corresponding poses for a bimanual fold action: Let \( p_{\text{ent}} \) be the first and \( p_{\text{exit}} \) be the second intersection point of the line and the mask, where the line enters and exits the mask respectively. This splits the mask into a base and a fold-on-top part. On the contour of the latter, the algorithm finds two pick points \( p_1 \) and \( p_2 \) so that the area of the four-sided polygon \((p_{\text{ent}}, p_1, p_2, p_{\text{exit}})\) is maximized. We use the normal at the pick point for the gripper orientation \( \theta \). The place poses are calculated by mirroring the pick poses at the folding line.

**“2-Second” Fold:** For specific garments such as t-shirts, there exist heuristics for efficient folding. Given a smooth configuration, the ”2-second“ fold follows a set of steps that requires using two arms simultaneously (Fig. 10.5), and is therefore well suited for a bimanual robot [271].

**Fling-to-fold (F2F):** We observe that (1) a fling action while grasping a sleeve and the non-diagonal bottom corner is especially effective and (2) the first fold action grasps the same points. We conclude that these two steps can be merged to reduce imaging and motion time. We implement F2F by adding a learned primitive to BiMaMa-Net that computes these pick points if visible. The primitive’s motion is implemented by combining a fling with a consecutive fold action (Fig. 10.5). To ensure that the t-shirt is folded correctly, prior knowledge about the t-shirt’s dimension is required to adapt the height of each arm prior to the fold.

---

**Figure 10.7:** Garment smoothing until it is Sufficiently Smoothed. We compare the normalized coverage (left) and prediction of the learned Sufficiently Smoothed classifier (center) over the number of action steps with different baseline methods. The system is able to generalize to unseen garments of different color, patterns, and material (right).

---
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Table 10.1: **End-to-end folding** for different neural network architectures, folding approaches, and garments, averaged over 15 trials per experiment. The durations are averaged over successful folds, while the cycle time and FPH are averaged over both successful and unsuccessful folds.

<table>
<thead>
<tr>
<th>Method</th>
<th>Folding Approach</th>
<th>Garment</th>
<th>Smoothing Actions</th>
<th>Duration [s]</th>
<th>Fold Success</th>
<th>Cycle Time [s]</th>
<th>Folds Per Hour (FPH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Value Map</td>
<td>Instruction</td>
<td>T-shirt</td>
<td>5.1(5)</td>
<td>133.9(74)</td>
<td>80 %</td>
<td>167.4(92)</td>
<td>21.5(12)</td>
</tr>
<tr>
<td>BiMaMa-Net</td>
<td>Instruction</td>
<td>T-shirt</td>
<td>3.0(4)</td>
<td>108.7(73)</td>
<td>93 %</td>
<td>116.9(79)</td>
<td>30.8(21)</td>
</tr>
<tr>
<td></td>
<td>&quot;2-Second&quot; Fold</td>
<td>T-shirt</td>
<td>3.0(4)</td>
<td>97.3(48)</td>
<td>93 %</td>
<td>182.4(54)</td>
<td>19.7(6)</td>
</tr>
<tr>
<td></td>
<td>Fling-to-fold</td>
<td>T-shirt</td>
<td>1.8(2)</td>
<td>81.7(43)</td>
<td>93 %</td>
<td>87.9(47)</td>
<td>49.0(22)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Garments Unseen During Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiMaMa-Net</td>
</tr>
<tr>
<td>Instruction</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

10.5 Experiments

We experimentally evaluate the garment smoothing and folding performance of SpeedFolding on a known t-shirt, as well as on two garments unseen during training.

10.5.1 Experimental Setup

We perform experiments on a physical ABB YuMi robot with parallel-jaw grippers. The gripper’s fingertips are extended by small 3D printed teeth to improve grasping. A thin sponge mattress is placed on the workspace to allow the grippers to reach below the garment without colliding. A Photoneo PhoXi captures overhead grayscale and depth images of the workspace, generating observations $o_t \in \mathbb{R}^{256 \times 192 \times 2}$. As the garment is frequently outside the camera’s field of view, a 1080P GESMATEK RGB webcam is mounted above the workspace and used for coverage calculation. Computing is done on a system using an Intel i7-6850K CPU, 32GB RAM, and a NVIDIA GeForce RTX 2080 Ti.

We first perform data collection, and train [10.4.4] on a single t-shirt. Initially, 600 scenes of random garment configuration were recorded and manually annotated in 1 h. After training a first neural network, the robot collected 2200 self-supervised actions in 16 h. To include data of less frequently observed actions, we copied and re-annotated 1500 actions in 3 h, resulting in a dataset of 4300 actions in total. We used a single t-shirt shown in Fig. [10.1] throughout the training. We further perform data augmentation, including random translations, rotations, flips, resizes, brightness and contrast changes. We use $N = 20$ gripper orientations equally distributed over $[0, 2\pi]$ to implement the BiMaMa-Net decoder as described in Sec. [10.4.2]. For training, we manually tune $N_s = 50$, $r_h = 0.8$ and $r_c = 0.3$ (see Sec. [10.4.4]).

We design a set of garment smoothing and folding experiments to evaluate SpeedFolding. Initial garment configurations are generated by environment resets as described in [10.4.4]. Each experiment is averaged over 15 trials. We ignore experiments that terminate early due
to a motion planning error, as this is not the focus of this chapter. A trial is considered unsuccessful if the garment was not successfully folded according to the majority vote of three reviewers or the number of actions exceeded a maximal horizon of $H = 10$. We define a grasp success if the gripper holds the garment after an executed action. For known garments, BiMaMa-Net achieves a grasp success rate of over 96%.

### 10.5.2 Sufficiently Smoothed

We evaluate garment smoothing using two metrics: The garment coverage, computed from an overhead image, and a binary Sufficiently Smoothed value, predicted using the Sufficiently Smoothed classifier. We compare BiMaMa-Net to two baseline (1) Max Value Map, a variant of BiMaMa-Net that computes the pick points directly from the value maps $Q_{unc}$ by computing the maximum over the map to find two pick points without using correspondence descriptors, (2) Only Flings, a variant restricted to fling actions only, and (3) Flingbot, the pre-trained method from [15] (see Fig. 10.7). Results suggest that BiMaMa-Net is able to smooth a known t-shirt to a Sufficiently Smoothed configuration in $\sim 3$ fewer steps compared to baselines requiring $\sim 5$. Although the increase of coverage is similar to Only Flings, the latter reaches a Sufficiently Smoothed configuration later or even fails to do so, confirming the need of additional action primitives to fully smooth a garment.

We note that the FlingBot baseline fails to reach an 80% coverage as reported in [15], as we observe frequent grasp failures presumably due to differences in the physical setting. We ablate the stretching motion before a fling and observe that stretching leads to higher coverage.

![Figure 10.8: Timings for calculating and executing the action primitive types depending on the folding approach. Instruction-based and "2-Second" fold share the same smoothing actions (blue), but differ in folding (orange). By introducing a combined Fling-to-fold primitive, a smoothed state is not required before folding. However, the "2-Second" fold is suited for manipulating a t-shirt only, and Fling-to-fold assumes prior knowledge of the garment.](image)
10.5.3 Folds per Hour

Table 10.1 shows results of end-to-end garments folding experiments. BiMaMa-Net manages to (1) successfully fold garments in over 90% of the trials on known garments and (2) 30% faster than the Max Value Map baseline using the Instruction-based folding approach. The "2-second" fold achieves an additional speedup of 10.4% when executed successfully, however we find that it is sensitive to t-shirt’s orientation in a Sufficiently Smoothed configuration and suffers from a low fold success rate. With prior information on the t-shirt’s dimensions, F2F uses 40% less smoothing actions and imaging time. As a result, it achieves a speedup of over 25% compared to the instruction-based approach, leading to 40.9 folds per hour on average. Calculating an action using BiMaMa-Net takes 126.0(9) ms on our hardware.

10.5.4 Generalization to Unseen Garments

We explore how SpeedFolding, trained on a single t-shirt, can generalize to garments unseen during training. In these experiments we use (1) a t-shirt with a different color and stiffness and (2) a rectangular towel with a different color compared to the original t-shirt. We evaluate SpeedFolding on unseen garments using instruction-based folding, as this is the only approach that easily adapts to general garments. We run the same experiments on the unseen t-shirt with no changes to the BiMaMa-Net model or the folding template. In contrast, when we run the towel experiments we observe that the system fails to classify a Sufficiently Smoothed configuration, as the object’s shape is different from that BiMaMa-Net was trained on. To address this, we add 20 Sufficiently Smoothed towel images to the dataset and re-train BiMaMa-Net. Table 10.1 suggests that SpeedFolding can generalize to garments with different color, stiffness and shape.

10.5.5 System Limitations

Grasp failures, especially during a fling motion, can decrease the garment’s coverage dramatically. We find that most grasp failures happen due to losing the grip during the stretching motion prior to a fling action. This limitation can be mitigated using improved force feedback or by adding visual feedback. We observe a frequent failure case during top-down grasps while executing the first step of the "2-second" fold. These grasps may require different gripper jaws that are better suited for top-down grasps.

As common with data-driven methods, SpeedFolding can generalize to similar unseen garments. For example, textile patterns may be more challenging to detect and classify correctly. This limitation can be addressed through additional data augmentation. Generalization to different garment shapes may also be limited, and can be addressed by adding examples of Sufficiently Smoothed configurations to the dataset, as described in Sec. 10.5.4 for the towel example.
10.6 Discussion and Future Work

We presented SpeedFolding, a bimanual robotic system for efficient folding of garments from arbitrary initial configurations. At its core, a novel BiMaMa-Net architecture predicts two conditioned poses to parameterize a set of manipulation primitives. After learning from 4300 human-annotated or self-supervised actions, the robot is able to fold garments in under 120 s on average with a success rate of 93%.

While prior works e.g. by Maitin-Shepard et al. [253] or Doumanoglou et al. [252] achieved high success rate for end-to-end cloth folding, cycle times for a single fold were on the order of 3–6 Folds Per Hour (FPH), whereas SpeedFolding achieves 30 FPH to 40 FPH. Similar to Ha et al. [15], the fling primitive can unfold the garment in a few actions. In contrast however, we introduce additional action primitives that enable the robot to reach a sufficiently smoothed configuration. In future work, we will explore methods that can learn to manipulate a novel garment given a few demonstrations.
Part IV

Efficient and Reliable Autonomous Gardening
Chapter 11

AlhphaGarden

In this chapter, we explore various models and optimizations to increase crop yield and maintain plant diversity under limited irrigation in polyculture farming. However, the long growing seasons make this process impractical. We created a simulator that can approximate growth in a real greenhouse 25,000X the speed of natural growth, allowing us to tune irrigation and pruning policies.

11.1 Introduction

Cultivating plants has been an essential human activity for over 10,000 years. Many factors influence the quality and quantity of yield, such as irrigation, pesticide use, weather conditions, and plant disease. Industrial agriculture aims to maximize yield by growing a single plant species in isolation (monoculture). Polyculture farming, on the other hand, involves growing different crops simultaneously in imitation of the diversity of natural ecosystems, and is a sustainable alternative that uses biodiversity to reduce pesticides, disease, and weeds [272–274]. Polyculture is also more practical for confined urban spaces and essential for aesthetic gardens.

With increasing demands for fresh local herbs and produce, in spite of limited resources, polyculture gardens may be increasingly in demand. However, polyculture requires more human labor than monoculture to prune and maintain. A robot with a reliable and sustainable control policy has the potential to increase yield and reduce water consumption. Still, finding an optimal policy is a challenging task. The long time constants for real-world experiments motivates the use of a simulated environment, yet it is difficult to simulate inter-plant dynamics, including competition for light, water and nutrients. In addition, much of the interaction is done in the soil or beneath the leaf canopy and cannot be directly observed, and the action space, in particular pruning, is complicated.

In this chapter we present AlphaGardenSim, an efficient, first order simulator for polyculture farming. AlphaGardenSim models a polyculture garden using first order models to simulate single plant growth, inter-plant dynamics and competition for resources.
This chapter makes 3 contributions: (1) A fast, first order simulator, AlphaGardenSim, that incorporates parameterized individual plant growth models and inter-plant dynamics to simulate competition over resources between plants in close proximity; (2) An analytic automation policy that yields leaf coverage and garden diversity; and (3) Application of the simulator to tune the policy parameters. Experimental results in simulation suggest that a tuned analytic policy can achieve high coverage and plant diversity compared with other policies, even in the presence of rapidly spreading invasive plants.

11.2 Related Work

Past work in plant growth simulation has predominantly been focused on monoculture agriculture. Widely used simulation models include DSSAT \cite{275} and AquaCrop \cite{276}. However, such models are intended for simulating large scale, monoculture agricultural operations, and are point-based models, which make the assumption that plants are grown homogeneously. Therefore, these models are not well-suited for a polyculture setting, where gardens are heterogeneous.
GeoSim \cite{277} is a tool that adds spatial functionality to point-based agricultural models by leveraging data from a geographic information system (GIS) to run independent simulations at different geospatial points, allowing for heterogeneous simulation. However, to tune a policy for managing a small-scale polyculture garden, it is desirable to simulate at the plant level. Recently, Chebrolu et al. \cite{278} developed a point cloud registration algorithm that enables plant monitoring to analyze growth at the single-plant level. It can be used to tune a single-plant growth model, but does not reveal inter-plant interactions, which are required to provide higher granularity data for polyculture modeling.

There exist individual plant models that model inter-plant competition, but to the best of our knowledge, there does not exist one for a polyculture setting. For example, Damgaard et al. \cite{279} proposed modeling competition between individual plants based on density and size differences between plants, but their work does not explicitly model resource competition, which is important for tuning a policy that affects the distribution of resources in a garden. Price et al. \cite{280} introduced a simulator for individual plant growth and competition with promising results, but their work only modeled plant radii and did not take into account competition for resources other than water. According to Berger et al. \cite{281}, a review on individual-based approaches for modeling plant competition, existing models lack consideration for the effect of plants on resource levels in an environment. Thus, we were motivated to develop our own first order simulator for tuning a polyculture gardening policy.

Czárán and Bartha \cite{282} proposed a broad classification of individual-based plant competition models as either grid-based models, or individual-based neighborhood models. Grid-based models discretize a region into a grid of cells that may be occupied by plants, while individual-based neighborhood models represent plants in a continuous space. Furthermore, grid-based models typically use empirical rules to define plant competition, whereas individual-based neighborhood models define explicit mechanisms that regulate competition. One such individual-based neighborhood model is the zone-of-influence model, where a circular zone corresponding to the plant’s size defines where a plant acquires resources from. Plants with overlapping zones are in competition with each other, and the growth rate of a plant decreases as more of its zone is overlapped with. While these models allow for greater modeling complexity, grid-based models make simplifying assumptions and reduce computational cost.

Research in agricultural automation has also been conducted specifically in crop modeling and individually controlled plants. Wiggert et al. \cite{283} developed a testbed that enables real-time data collection of plant water stress to automate and optimize plant-level irrigation. Habibie et al. \cite{284} trained a Simultaneous Localization And Mapping (SLAM) algorithm in simulation to automate fruit harvesting in a red apple tree field. While it supports a wide variety of use cases and enabled successful harvesting, plant dynamics were not modeled, and the simulation focused on a single plant type. CoppeliaSim \cite{285} comes closer to simulating a polyculture garden, as plants are able to be controlled separately. This simulator was used to train a crop monitoring green house robot to navigate a greenhouse and identify diseased crops \cite{286}. Even though each plant had unique parameters, they did not model inter-plant interactions.
11.3 AlphaGardenSim

In our simulator, AlphaGardenSim, the garden is modeled as a discrete $M \times N$ grid. The time $t$ is specified in units of days. Each point $p(x, y)$ in the garden contains up to one seed, and up to a fixed capacity of water. We define $D(k)$ as a set of $k$ plant types available in the garden, as well as types soil and unknown. At each point $p(x, y)$ in the garden at time $t$, we define $d(x, y, t)$, a vector of length $k$ representing the distribution of the plant (or soil) types that is visible overhead at point $p(x, y)$, i.e., the canopy cover in the garden. For example, when the garden is planted with plant type $D[3]$ at point $p(x, y)$ at time 0, then $d(x, y, 0) = [0, 0, 1, 0, \ldots, 0]^T$. This can change over time if a plant from a neighboring point expands and occludes the plant seeded at $p(x, y)$. We define the seed locations in the garden as $s(x, y)$, the health of the plant at point $p(x, y)$ at time $t$ as $h(x, y, t)$, and the amount of soil moisture available at point $p(x, y)$ at time $t$ as $w(x, y, t)$. We define the following global quantities over the entire garden: $p(k, t)$ holds the global population in the garden as a distribution over point types $D$, $c(t)$ is the total canopy coverage w.r.t. the garden size at time $t$, $v(t)$ is the diversity in the garden at time $t$, and $s(t)$ represents the sustainability in the garden, i.e. the savings in irrigation compared to a uniform baseline irrigation policy.

11.4 Modeling

11.4.1 Plant Growth Model

To represent each plant, we adopt the model proposed by [280] which tracks the radii of plants for the purposes of water competition. However, we add height as a simulated attribute, as this is necessary to model competition for sunlight. This yields efficient calculation of plant growth, while still modeling a variety of plant types and interactions. The overall growth curve of a plant is modeled as exponential in its radius, but with adjusted rates at each step when competition and limited resources are taken into account. This is consistent with experimental evidence suggesting that plants grow exponentially in ideal
AlphaGardenSim executes a sequence of updates at each timestep: irrigation, lighting, water use and plant growth.

In the irrigation step, each of the $M \times N$ coordinate points accepts a water amount of 0 or 1. Values should be chosen in a garden-specific manner, such that 0 represents no water and 1 represents the maximum amount of water a unit area of soil can hold.

We assume a fixed amount of light is available at every point in the garden, so that plants receive light based on the size of their unoccluded leaf area (the portion of their bounding circle that is not covered by taller plants), as demonstrated in Fig. 11.2. To estimate the area of partially overlapping circles, we use an approximation. For a plant $i$ with radius $r_i$, let $L_i$ be the set of garden coordinates which are less than distance $r_i$ away from its center coordinate. The approximate unoccluded leaf area is then simply the number of coordinates $L_i$ which do not belong to $L_j$, for any other plant $j$ with a taller height. Light is distributed in an exponentially decaying fashion, where the $i^{th}$ tallest plant at $p(x, y)$ receives $LD^i$ amount of light from $p(x, y)$, where $LD$ is a light decay coefficient in the range $(0, 1)$.

Next, once each plant has been allocated light, we model the water use of each plant. Here, our assumption is that plant growth potential is proportional to the amount of sunlight they can intercept, but actual growth is dependent on the plants’ access to sufficient water resources, allowing for transpiration and gas exchange, and therefore photosynthesis [288]. The amount of water required by a plant therefore depends on the sunlight obtained from the previous step, and by extension the size of the plant itself.

From this assumption, the maximum water amount desired by a plant is modeled as:

$$w_{max} = \frac{c_2}{c_1} \sqrt{L_u}$$

where $L_u$ is the unoccluded leaf area of the plant, equivalent to the maximum amount of sunlight it can receive, and $c_1$ and $c_2$ are plant-specific parameters that adjust its growth pattern. Larger values for $c_1$ correspond to higher water use efficiency, i.e. higher biomass accumulation per unit of water. Larger values for $c_2$ correspond to higher overall productivity, i.e. a higher attainable growth at each timestep [289].

While the simulator uses a grid-based model, it draws from the zone-of-influence approach described by [281], allowing a plant to only uptake water from a circular zone defined by its radius, i.e. from coordinate points that are within radius distance of the plant’s central coordinate. To model the sharing of water resources by plants in the same general area, Firbank and Watkinson [290] used relative sizes to allocate proportions of water to each plant. We take a similar approach, but add randomness in order to simulate more aggressive competition. At each coordinate, we iterate in a random order through the plants whose leaf areas cover that coordinate. For each such plant, we allow it to use the maximum amount of water it desires from this coordinate, defined as $w_{max}$ divided by its total approximate leaf area, provided there is still water remaining. Thus, plants will still take a proportion of the water in their ecological neighborhood in expectation, but the randomness allows for some plants to take more water than usual and dominate their surrounding competition.
Figure 11.2: **Light and Irrigation Models.** Each plant receives light based on the size of its unoccluded leaf area in the grid, i.e., the number of grid points visible overhead, while occluded points allocate light in an exponentially decaying fashion. The plant’s water uptake is then drawn from its neighboring grid points, to fulfill its growth potential. The plant is limited by the amount of light it intercepts and the amount of water available in its zone-of-influence.
Furthermore, this approach causes a plant to grow slower in expectation as more of its zone overlaps with the zones of other plants, in accordance with the zone-of-influence model.

Once the water at each coordinate has been allocated, we compute a growth value for each plant, defined as:

$$G = c_1 \cdot \min (w, w_{\text{max}})$$

where $w$ is the actual amount of water this plant was able to uptake. Note that the water allocation process enforces that a plant obtains no more than $w_{\text{max}} = \frac{c_1}{c_2} \sqrt{L_u}$ units of water in the best case, so this is essentially $G = c_1 w$, a linear function of the water used.

Each plant must divide its growth value $G$ between vertical growth (increasing its height) and radial growth (increasing its radius). We make this assumption because plants are inherently phototropic and adjust their growth to seek light and escape shade [291], thus they should divide $G$ strategically to ensure maximum unoccluded leaf area. There is a tradeoff: plants will typically seek to increase their radius as much as possible, but if their leaves are occluded by taller plants, they will increase their height in order to outgrow competitors and gain an advantage. We define $l_{o,i}$ and $l_{u,i}$, the number of points where plant $i$ is occluded and unoccluded respectively, and model this dynamic as follows:

$$l_p = \frac{l_{u,i}}{l_{u,i} + l_{o,i}}$$

$$r_i = \max(k_1, \min(l_p, k_2))$$

$$G_{\text{radial}} = r_i G$$

$$G_{\text{vertical}} = (1 - r_i) G$$

where $k_1$ and $k_2$ are plant-specific constants indicating lower and upper bounds on the proportion of $G$ the plant is willing to allocate to purely radial growth. This is reflective of the genetically ingrained habit and morphology of the individual species. For instance, higher values of $k_1$ reflect a rosette habit, in which very little vertical growth occurs between individual leaves until the transition to reproduction [292]. We estimate $k_1$ and $k_2$ by taking a ratio of height and radius measurements collected from each plant species in an experimental real garden, as can be seen in the project’s open-access repository. In the future, we intend to tune these parameters with more data.

Finally, we increment the radius and height of each plant according to the computed radial and vertical growth values, $G_{\text{radial}}$ and $G_{\text{vertical}}$.

### 11.4.2 Life Cycle

Each plant is modeled with a biologically standard life cycle trajectory, consisting of five stages: germination, vegetative, reproductive, senescence, and death [293, 294]. Plants progress from one stage to the next after a number of timesteps sampled from a discretized Gaussian distribution, specific to the plant type, as the model assumes that plants of the same type share transition times between stages [295].
Figure 11.3: Each plant is modeled with a life cycle trajectory, consisting of five stages: germination, vegetative, reproductive, senescence, and death. When plants get under watered or overwatered, their radius decays exponentially and their color turns brown, and after a short period they move to the death stage. However, if they receive their desired water amount prior to that, they return to their original stage, hence it is reversible. Also, since transition times between life stages are unique to the plant species, life stages of different species overlap in the snapshot above, for example in the top image some plants have already germinated while others are about to germinate.

Germination

When a seed is planted, it begins the germination phase. During this phase, it only occupies the single coordinate point where it was planted, and has both 0 radius and height. It uses light and water according to the model specified in IV.A, but does not change in radius or height. When the plant transitions to the next stage, it gains a nonzero radius and height, each sampled from a plant type specific Gaussian distribution.

Vegetative

During the vegetative phase, the plant obtains resources and grows according to the model specified in IV.A, unless it experiences stress from over or under watering, as further detailed in IV.C.

Reproductive

During the reproductive phase, the plant behaves similarly to the vegetative phase, except it does not change in radius or height, unless it experiences stress from over or under watering, as further detailed in IV.C.

Senescence

During the senescence phase, the plant obtains resources according to the model specified in IV.A, but its desired water amount is reduced to a proportion of its usual desired water amount, which linearly decreases to 0 over time. More specifically, if $w_d$ is its desired water amount, should it have been in the vegetative or reproductive stage, then its adjusted desired
water amount, $\tilde{w}_d$, is calculated as:

$$
\tilde{w}_d = \frac{1 - t}{t_s} w_d
$$

where $t$ is the amount of time the plant has spent in the senescence stage, and $t_s$ is the total duration of the senescence stage. However, the plant’s accumulated resources no longer go towards its growth. Instead, the radius of the plant decays exponentially to a proportion of its radius at the beginning of the stage. This proportion is a parameter associated with the plant type. Plant height does not change during this phase.

Death

When the plant dies, it no longer uses resources nor changes in radius or height. However, it continues to occupy space in the garden, potentially occluding plants.

Fig. [11.3] shows snapshots from a simulated garden at every stage, where the top image corresponds with the germination phase and the bottom corresponds with the death phase.

11.4.3 Water Stress

To model the detrimental effects of suboptimal irrigation, the plant model includes a specific response to over and underwatering when in the vegetative and reproductive stages. While in these stages, a plant is considered overwatered if the total amount of soil moisture within its radius, $w(t)$, exceeds its desired water amount, $w_d$. More concretely, a plant is overwatered if:

$$
w(t) \geq T_o w_d
$$

where $T_o$ is a threshold parameter associated with plant type. Similarly, a plant is considered underwatered if the amount of water it uptakes, $\tilde{w}(t)$, falls below some proportion of its desired water amount:

$$
\tilde{w}(t) \leq T_u w_d
$$

where $T_u$ is also a plant type specific threshold parameter.

While the plant remains in either stressed state, its radius decays exponentially to some fraction of its prior radius, similar to its behavior in the senescence phase. Furthermore, we visualize the effects of stress on plants by modifying their color to become progressively more brown as they continue to be stressed. If a plant remains in either stress state after a number of timesteps, then the plant immediately moves to the death stage. If a previously stressed plant is no longer stressed, then for the current timestep the plant’s radius will decay, but it will return to its normal behavior the next timestep. Afterwards, the plant will continue its normal behavior with no lingering effects. The duration of the plant’s stage is not affected by its stress during the stage. The plant’s stress state persists when it transitions from the vegetative stage to the reproductive stage.
11.4.4 Irrigation

For each discrete point in AlphaGardenSim, soil moisture dynamics are independently simulated, without interactions between different spatial locations. One-dimensional soil moisture dynamics can be modeled according to the Richards equation [296], which takes the form of the following nonlinear partial differential equation:

\[
\frac{\partial s}{\partial t} = -\frac{\partial q}{\partial z} - S(h)
\]

where \( s \) is the volumetric water content in the soil, \( t \) is time, \( \frac{\partial q}{\partial z} \) is a term that describes the flow of soil water as a result of differences in soil water potential, and \( S(h) \) is a term that describes the soil water extraction by plant roots.

Soil moisture dynamics for each spatial point \( p(x, y) \) is based on the following discrete-time linear approximation of this differential equation, proposed by Tseng et al. [297]:

\[
w(x, y, t) = w(x, y, t - 1) - d + a(x, y, t) - U(x, y, t)
\]

where \( w(x, y, t) \) is the soil moisture content at point \( p(x, y) \) during time \( t \), \( a(x, y, t) \) is the amount of irrigation applied, and \( U(x, y, t) \) is the plant water uptake rate. \( d \) specifies local water loss at each point, and accounts for all contributing factors, such as soil drainage and evaporation. In AlphaGardenSim, \( d \) is approximated by a constant quantity uniform for each point in the garden, \( U(x, y, t) \) is accounted for by the stochastic plant water uptake model, and \( a(x, y, t) \) is specified by an irrigation policy.

Soil moisture levels are initialized according to an i.i.d. Gaussian distribution \( N(\mu, \sigma^2) \) for each point in the garden at the start of each episode, with an irrigation amount also specified for each point. Additionally, we enforce that soil moisture content remains non-negative throughout the episode. Thus, soil moisture dynamics can be described by the following equations:

\[
w(x, y, 0) \sim \max(N(\mu, \sigma^2), 0) + a(x, y, 0)
\]

\[
w(x, y, t) = \max(w(x, y, t - 1) - d + a(x, y, t) - U(x, y, t), 0)
\]

11.4.5 Diversity

Plants in a polyculture garden must be pruned to prevent invasive species from dominating. If an invasive plant’s growth is too aggressive in relation to other plants, it uses more resources and hinders their growth. We seek to diversify the garden through pruning. We model diversity as the entropy of the global population in the garden:

\[
v(t) = H(p(k, t))
\]

We normalize the entropy, so that when \( p(k, t) \) is uniform, \( H(p(k, t)) \) is 100%, whereas if \( p(k, t) \) is completely unbalanced, for instance \( p(k, t) = [1, 0, 0, ..., 0]^T \), then its normalized
entropy is 0%. Since \( p(k, t) \) represents the leaf coverage ratio per plant type, if \( p(k, t) \) is uniform, the garden is maximally diversified, and vice versa. To increase the diversity in the garden, an agent can prune plants that spread more than others. In AlphaGardenSim, pruning reduces the radius of the pruned plant by a fixed percentage.

11.5 Experiments

We evaluate the performance of different polyculture farming automation policies by assessing their ability to reduce water use and maximize plant diversity in AlphaGardenSim, and we explore the robustness of the policies to varying garden settings, some of which include invasive species. In our experiments, we use a set of 13 edible plant types with different germination times, maturation times and growth rates, sampled from plant-specific Gaussian distributions, as specified in the project’s open-access repository.

At the beginning of the simulation, \( n \) points are randomly picked and planted with seeds of \( k \) types. The seed locations \( s(x, y) = d(x, y, 0) \) are saved and remain fixed during the entire simulation period. As plants grow and accumulate resources from the garden, each plant’s health level \( h(x, y, t) \) is tracked, determined by its water-stress level in the previous days and the current amount of water accessible at the plant’s location (see IV.C).

The state of the garden at each point \( p(x, y) \) is defined as the tuple of all local and global quantities (see Table 11.1):

\[
S(x, y, t) = (d(x, y, t), w(x, y, t), h(x, y, t), p(k, t), v(t), s(t))
\]

To simulate sensor precision limitations, we define \( \tilde{S}(x, y, t) \), a sector of size \( \frac{M}{10} \times \frac{N}{10} \) centered at \( p(x, y) \) representing the area observable at time \( t \). In this setting, a policy’s access to local quantities \( d(x, y, t), w(x, y, t) \) and \( h(x, y, t) \) is limited to points within the sector’s boundaries. In addition, we define \( A \), the set of actions an agent can apply; watering, pruning, both, or none. For each observation, an agent chooses \( a(x, y, t) \in A \), the action applied at point \( p(x, y) \) at time \( t \).

11.5.1 Experimental Setup

For experiments, we initialize a \( 150 \times 300 \) garden with \( m \) plants, each sampled with replacement from \( k \) plant types and seeded at points \( s(x, y) \), randomly sampled from all garden points. At each time step in the garden, we sample \( m \) sectors centered at each \( s(x, y) \), as well as an additional \( \frac{m}{10} \) sectors centered at non-seed points \( p(x, y) \). One hundred garden days are simulated. For light distribution, we choose a light decay \( LD \) of 0.5.

We allow each action \( a(x, y, t) \) to affect a small window in the center of a sector. During irrigation, we update each \( w(x, y, t) \) of an \( 11 \times 11 \) square centered around \( s(x, y) \) as detailed in IV.D with \( a(x, y, t) = 1 \). For pruning, we create a \( 5 \times 5 \) window centered around \( s(x, y) \) and collect all plants that are visible inside the window from overhead. Then we prune each
Figure 11.4: Simulation Experiments. The total plant coverage and diversity in a garden over a period of 50 days out of a 100 day growth period, as a result of using two different automation policies and a policy that does not prune to provide a baseline for growth and diversity. We focus on the period between days 20 and 70 because prior to day 20 the policies do not prune, and after day 70 plants start to die. We can see that there is a trade-off between the coverage and diversity. Top row: each policy acts on a general garden. With no pruning, the coverage in the garden is high while the diversity is low. The fixed policy manages to increase the diversity, at the price of reducing the coverage dramatically. The analytic policy finds the balance between the two metrics and achieves high diversity and coverage. Bottom row: the policies act on gardens that contain invasive species. If not pruned, the invasive species spreads rapidly until it covers the majority of the garden. The fixed policy tries to slow the spread but fails since it prunes both the invasive species and the other plants, and the invasive species spreads between pruning intervals. The analytic automation policy achieves worse performance than before, but manages to keep a balanced garden by pruning areas covered by the invasive species more frequently.

Plant overwatering and underwatering thresholds are closely related to the plant’s neighborhood. An overwatered threshold of $T_o = 100$ was chosen as it is the maximum amount of water in the $10 \times 10$ square around the plant. We chose such a square to promote initial plant growth in our experiments. We set the underwatered threshold to $T_u = 0.1$.

At each time step, the sectors are sampled in a random order, with the policy acting on each observation independently. Once all actions are accumulated, we update the garden’s water grid with irrigation amounts and update pruned plant radii. Afterwards, we distribute light, allow plants to use water and grow, and simulate water drainage and evaporation.
11.5.2 Policies

We implement two policies: a fixed policy that irrigates according to a fixed schedule and prunes uniformly, and an analytic policy that adapts according to the plants’ needs and the garden’s current diversity.

Fixed Policy

The fixed policy acts according to a fixed irrigation schedule, irrigating each sector it observes every two days. This method resembles the one applied in many farms and greenhouses, where an array of drippers or sprinklers irrigates in fixed time intervals at fixed locations. In addition, every 5 days, the policy prunes all the plants that grew beyond a fixed radius, limiting plants from overspreading. To prevent overpruning, we adjusted pruning to reduce a plant’s radius by 5%.

Analytic Policy

The analytic policy utilizes soil moisture and plant health to dynamically prune and irrigate each sector it observes. The policy chooses among four actions: irrigate, prune, irrigate and prune, or do nothing. The policy independently decides whether to irrigate and whether to prune, and these decisions are combined to produce an action.

If a sector contains no plants or only dying plants, the policy does not irrigate. If there are any underwatered plants inside the irrigation window, irrigation is selected. Otherwise, we sum \( w(x, y, t) \) for all \( p(x, y) \) in \( S \). To account for overwatering, wherever \( h(x, y, t) \) indicates an overwatered plant, we double \( w(x, y, t) \) in the summation. If the final sum is less than a threshold, the policy irrigates.

To decide when to prune, the policy normalizes \( p(k, t) \). If any plant type inside the pruning window has normalized coverage greater than a threshold, the policy will choose to prune.

11.5.3 Evaluation

We evaluate each policy on 20 randomly seeded experiments per setting, using the following metrics:

1. Total Plant Coverage - We sum the total coverage in a single experiment over days 20 to 70 of the growing period, taking into account only the coverage of the plants, ignoring the uncovered space labeled as soil:

\[
TC = \sum_{k \in (K \setminus \text{soil}), t} p(k, t)
\]

2. Average Diversity - We average the diversity in a single experiment, ignoring the first 20 days and last 30 days of the growing period (i.e. averaging between days 20 and 70
of the growing period, $T = 50$):

$$AD = \frac{\sum_{t} (v(t))}{T}$$

During the beginning and end of the growing period, the diversity is always high, since all plants are very small (germinating or dying). Therefore, these diversity measurements are not reflective of the policy’s performance.

3. Water Usage - We sum the water used in a single experiment over the entire growing period (100 days):

$$WU = \sum_{x,y,t} w(x, y, t)$$

We conduct a first set of experiments on a general setting consisting of 200 plants from 10 types, for a growing period of 100 days. This setting represents a general and unbiased setup where there is a large variety of plants growing in close proximity. This leads to increased competition for resources, and similar initial conditions for each plant in expectation. We evaluate and compare the performance of the two automation policies, and an additional policy that provides maximal irrigation and does not prune as a baseline. Averaged over 20 test gardens, the results are summarized in Table 11.2. The analytic policy balances pruning and irrigation and achieves higher diversity with respect to the other policies. The top row in Fig. 11.4 shows the total coverage and diversity in a garden during a single experiment, and provides intuition for the performance of each automation policy; when irrigation is not limited and the garden is not pruned, the total coverage reaches its maximal peak, but the diversity is low due to the competition between plants. A fixed automation policy manages to maintain diversity to some extent, at the cost of overpruning. The analytic automation policy maintains high diversity, but seems to be limited by slow growing plants, which cause it to heavily prune faster growing plants. Nevertheless, it achieves high coverage and diversity. It also provides sufficient irrigation, while the fixed policy underwaters and the no-pruning baseline overwaters.

To examine the effects of an invasive species in the garden, we conduct a second set of experiments in which we replace one of the plant types with an invasive species. Invasive species grow rapidly and consume the resources in the garden. To simulate an invasive species, we create a plant with a short germination period, long vegetative and reproductive periods, and large maximal radius. Fig. 11.5 shows a comparison between the growth of a garden with and without an invasive species, marked with a red color, during 3 phases: germination, the reproductive phase, and after most plants have died. From the second row of Fig. 11.4 we can see that if not pruned, the invasive species has a negative impact on diversity. The invasive species spreads rapidly until it covers the majority of the garden, and stays dominant during a long reproductive phase, preventing other plants from growing. The fixed automation policy struggles to hold back the spread, as after each pruning, the invasive species recovers and continues to spread. The analytic automation policy performs
Table 11.2: Policy evaluations averaged over 20 test gardens with and without invasive species. Coverage is the sum over 50 days of percentage of garden covered at each day, diversity is the average of the normalized entropy of leaf distribution over 50 days, and water use is the sum of the water applied over 100 days. Results show a tradeoff between maximizing yield and maximizing diversity, and suggest that a tuned analytic policy can balance those to achieve gardens with high coverage and diversity.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Coverage</th>
<th>Diversity</th>
<th>Water Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Pruning</td>
<td>30.13</td>
<td>0.78</td>
<td>100.00</td>
</tr>
<tr>
<td>Fixed</td>
<td>9.27</td>
<td>0.87</td>
<td>50.00</td>
</tr>
<tr>
<td>Analytic</td>
<td>19.91</td>
<td>0.91</td>
<td>67.80</td>
</tr>
<tr>
<td>No Pruning w/ Invasive</td>
<td>37.30</td>
<td>0.49</td>
<td>100.00</td>
</tr>
<tr>
<td>Fixed w/ Invasive</td>
<td>6.64</td>
<td>0.72</td>
<td>50.00</td>
</tr>
<tr>
<td>Analytic w/ Invasive</td>
<td>17.00</td>
<td>0.89</td>
<td>67.21</td>
</tr>
</tbody>
</table>

better, increasing the pruning rate where there are invasive plants, and reducing it where there are none, giving other plant types the chance to grow.

11.6 Discussion and Future Work

We present AlphaGardenSim, a fast, first order simulator that uses plant growth models to simulate inter-plant dynamics and competition for light and water. We use it to tune an analytic automation policy that achieves high coverage and diversity, even in the presence of invasive species. A key factor AlphaGardenSim does not model is the effects of companion plants, that can assist neighboring plants by repelling pests or providing nutrients and shade. In future work, we will further tune the simulator with real world measurements. We will then apply the simulator to learning policies that optimize leaf coverage and diversity, and evaluate the performance of the resulting policies on real gardens.
Figure 11.5: Invasive species grow rapidly and spread, consuming the resources in the garden and preventing the growth of other plants. We see the comparison between a regular garden (left column) and a garden with an invasive species (right column). **Top row:** Germination phase, both gardens look similar but the invasive species starts to germinate earlier than other plant types. **Middle row:** At the peak of the reproductive phase, the right garden is dominated by the invasive species. **Bottom row:** At the end, all plants die and the gardens reach a similar state.
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Learning Efficient Policies for Polyculture Farming with Optimized Seed Placements

In the previous chapter, we developed a simulator to tune automation policies for polyculture farming, though these policies varied significantly in performance. To enhance reliability, we optimized seed placement, developed a policy that can plan over a short horizon, and improved the underlying irrigation and growth models. The new policy was more reliable but less computational efficient. We then train a learned model to reduce the computation time and increase its efficiency.

12.1 Introduction

Polyculture farming, where multiple plant species are intercropped simultaneously and in close proximity, is a form of agricultural cultivation used for centuries that has been shown to enhance pest control, reduce weeds, limit soil erosion, and provide better use of light, water and soil nutrients \[272, 274, 298\]. It is known that specific mixtures of cultivated plant species can result in higher overall yield \[299\]. Examples of mutually beneficial polycultures developed prior to industrial agriculture include maize-bean mutualisms, where maize provides a structural scaffold for the nitrogen-fixing leguminous vines \[300\], and intercropping of deep-rooted native shrubs into grain cultivation, which improves water availability in arid regions \[301\]. More contemporary examples include shade-grown coffee, where species diverse agroforestry practices that can included cacao and banana intercropping provide not only canopy shade for coffee, increasing yields, but also provides needed habitat for birds, butterflies and other species \[302\]. Monoculture farming, as typically practiced in large-scale, industrial applications, is often characterized by heavy agrichemical inputs, such as chemical fertilizers and pesticides \[303, 304\], and increased vulnerability to disease and pestilence. The lack of long-term sustainability of industrial agriculture \[305\], and its implications for
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One drawback is that polyculture farming requires more human labor than monoculture farming due to variations in germination times and growth rates.

We are exploring the use of a robot with a learned control policy to automate polyculture farming and assist - not replace - farm workers. Due to the large time constants in nature, learning such a policy through real world experiments could require many years. In prior work we introduced AlphaGardenSim \cite{306}, an efficient, open access, first order simulator for polyculture farming. The simulator models inter-plant dynamics through competition for resources, but did not take into account relations between specific plant species. In this chapter, we explore inter-plant influence, seed placements, irrigation and pruning. This chapter makes 4 contributions: (1) AlphaGardenSim 2.0, an open-source polyculture plant simulator tuned with real world measurements from a physical testbed; (2) Significant extensions to the AlphaGardenSim 1.0 simulator to model companion plant effects; (3) A seed placement algorithm that uses companion plant relations to generate seed placement plans that yield high coverage and plant diversity; and (4) A supervised-learning policy that optimizes plant coverage and diversity over a short horizon.
12.2 Related Work

In 1995, Goldberg et al. [309, 310] presented the Telegarden, an art installation that allowed anyone on the Internet to interact with a garden by planting and watering plants. Wiggert et al. [283] created a testbed that enables real-time data collection for precision irrigation based on observed plant growth and water stress. Fernando et al. [311] use a greenhouse to evaluate mobile robot monitoring of plant health and soil moisture. We build on these prior works by creating a robot-assisted garden which also facilitates real-time data collection for automated control.

Few simulators include the option to model growth of multiple species in a garden [312]. Simulators such as DSSAT [275] and AquaCrop [276] simulate large-scale monoculture farms. Whitman et al. [313] use Gaussian processes to predict weed growth across a farm. Our prior work, AlphaGardenSim [306] simulates a polyculture garden using first order models of single plant growth, simulating inter-plant dynamics and competition for water and light, but was prone to error when the plants have significantly distinct germination times, growth rates, and poor initial placements.

Gou et al. [314] propose a model to simulate the growth of two species in a strip-relay intercropping system. They propose a method to calibrate the plant specific parameters given observed field data. However, this model only takes into account light competition, assuming that irrigation is sufficient. The model allows for analysis of different seed placements on plant growth but restricts to the strip intercropping environment. Tan et al. [315] build on Gou et al. and include the effects of water acquisition suggesting that plants use land and water more efficiently in intercropping. However, their model does not allow for exploring spatial patterns beyond the strip-relay setting and limits to two species.

Both Gou et al. [314] and Tan et al. [315] do not make explicit use of plant characteristics to define plant inter-relations. Yu [316] use a simulated functional-structural plant model to investigate which plant traits contribute to complementary relationships and the effects of different plant placements, assuming irrigation provides sufficient water for all plants.

These simulators consider the polycultural setting, but they either do not model the light and water competition simultaneously and/or are limited by the placement geometry that they consider. We present extensions to AlphaGardenSim to incorporate plant relationships and consider inter-plant cooperation.

12.3 Plant Phenotyping

We fabricated a 1.5×3m garden bed in the UC Berkeley greenhouse and mounted a commercial FarmBot gantry robot system [317] to tune and test AlphaGardenSim on real plants. We use a high-resolution overhead camera that has a full view of the garden, soil moisture sensors and an automated pruning tool. A uniform and nutrient rich soil was used to reduce stochastic effects in nutrient availability.
Figure 12.2: **Learned Plant Segmentation Model.** The figures above (from top to bottom) show an overhead image from October 6, 2020, and the classifier output from the network with augmented data. The overhead image is split in half as shown by the blue line. The top half is for training while the bottom half is for testing. Below, the table shows how much of the garden is covered by each plant and its respective IoU score based on the bottom half only. By adding augmented data, the model was able to more accurately classify unseen leaves when compared to the baseline with no augmented data. Low IoU for radicchio and red lettuce is consistent with a low percent of coverage.
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**Camera** The digital camera, mounted 2m above the garden bed, is a Sony SNC-VB770 and takes images every 24 hours. Its 35 mm sensor has a maximum $4240 \times 2832$ resolution (1.4x higher than 4K) image mode, and a $3840 \times 2160$ (4k) video mode. We also selected a 20 mm focal length Sony lens designed for SLR-type mirror-less cameras of comparable quality. Its optical design minimizes aberrations and distortion, providing a clear detailed image with no fish-eye effect.

**Leaf Segmentation** See Fig. 2. We implemented semantic segmentation to study plant canopy coverage. To estimate the canopy distribution from overhead images, we predict a plant type, or “unknown,” for each pixel in the overhead image, using the UNet [268] architecture with a ResNet34 [318] backbone pre-trained with weights from ImageNet [319] data. We then use two $2,000 \times 3,780$ and one $1,630 \times 3,478$ overhead images taken of the garden on September 26, September 30, and October 6, 2020, with hand-labeled ground truth masks of plant phenotypes, and divide each image into a top half and bottom half as shown in Fig. 12.2. We extract 48 $512 \times 512$ patches from the top half for training. We then modify these patches through actions such as shearing, shifting, and scaling.

A key challenge is generalizing across all garden days and plant life stages. To address this, we extract individual leaves from October 1 to 22, 2020 to get samples of various sizes, plant health, lighting, and texture. We augment the dataset by overlaying individual leaves on top of each patch. By varying the position and pose of each augmented leaf, we create 100 patches of training images from a single overhead image. This additional augmented data improves network robustness as shown in Fig. 12.2.

We train using 3,180 patches, 1,500 of them from augmented data, and 1680 from the original data. Training uses categorical cross-entropy loss over 100 epochs and utilizes a 75-25 train-validation split. The output is a $512 \times 512 \times 11$ array, with 11 softmax likelihoods, representing ten plant phenotypes (or "unknown"). We classify a pixel by choosing the largest likelihood, and create a predicted mask for an overhead image by combining the classified $512 \times 512$ patches. Fig. 12.2 shows the network’s prediction on the bottom half of the image from October 6, 2020, which is unseen to the network. When evaluated, the model has a mean IoU of 0.80. The model performs well in identifying plant types with high coverage, but has lower accuracy in plants that are not common in the overhead image.

**Converting Segmentation Masks to Circles** See Fig. 12.1. To convert the pixel-wise segmentation masks into the circular model used in AlphaGardenSim [306] we track plant centers and radii. We define the plant center as the average over all pixel locations in the plant’s segmentation mask. We define the radius as the distance from the new center to the farthest point on its contour and note that although the seed locations are known, plant centers change over time due to phototrophy [320] and irrigation [321]. Given the centers and radii of all plants on day $t - 1$ as a prior, we use three heuristics to guide the circles update on day $t$: the previous center, a minimum-, and a maximum-radius estimate. The radius estimates are computed by finding the maximal and minimal observed radius per day for
each plant type using real world measurements as described in Section V. We use a breadth-
first-search (BFS) algorithm, traversing radially outward to update each of the circles. The
BFS terminates when either the max radius estimate is achieved or the percentage of new
pixels discovered during the previous two iterations is lower than a threshold (1%). After
termination, the new center is the center of mass of the pixels within the circle and the new
radius is the distance from the termination point to the center, as shown in Fig. 12.1.

12.4 Irrigation Model

We utilized six TEROS-10 [322] volumetric water content (VWC) soil sensors connected to
a ZL6 Data Logger [322] to measure soil moisture. The first set of experiments refined the
irrigation application parameter, \( a(x, y, t) \), the amount of irrigation applied at point \((x, y)\). We identified the flow rate from the FarmBot nozzle to be 0.083 L/s. The area of influence
from the nozzle is a circle of 0.04m radius.

We then used the soil moisture sensors to determine radial flow. By watering at vary-
ing distances spanning from 0.04m to 0.10m from the center of a soil moisture sensor, we
determined a model as follows: beginning outside of the 0.04m radius, the water gain is
roughly half that when compared to water gain within the radius. This trend continues each
additional 0.01m away from the center watering point up until 0.09m. Let \( w(x, y) \) be the
VWC centered at at point \((x, y)\) in the garden. Thus, \( \Delta w(x_d, y_d) = (1/2)^d \cdot \text{gain} \) where \( d \) is
distance measured in 0.01m outside of the 0.04m radius, \((x_d, y_d)\) is a point \( d + 0.04 \)m away
from \((x, y)\), and \( \text{gain} \) is the moisture gain for soil directly under the nozzle.

We studied changes in soil moisture content from irrigation procedures to tune the local
water loss parameter, \( d \). Using soil moisture over time curves produced from irrigation
experiments in which we watered at different frequencies, we identified a water gain and water
loss period post watering event. In the water loss period, the change in soil moisture over
time \( t \) in hours fits nicely to a weighted, negative logarithmic decay: \( \Delta w = -0.01675 \cdot \ln t \).

Furthermore, we used the soil moisture sensors to tune the prior soil moisture content
parameter, \( w(x, y, t - 1) \). Here, the quantity that is important for identifying real world
irrigation policies is the soil’s specific maximal VWC which describes how much moisture
the soil can store [323]. By saturating several different samples of soil that we used in the
physical testbed, we discovered the max VWC of our soil to be around 0.3, and capped the
\( w(x, y, t - 1) \) accordingly.

Through the execution of irrigation and soil moisture experiments in the physical testbed,
we made adaptations to parameters based on Richards equation for soil moisture dynamics
used in [306]:

\[
w(x, y, t) = \max(w(x, y, t - 1) - d + a(x, y, t) - U(x, y, t), 0)
\]
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12.5 Growth Analysis

The standard agriculture parameters that dictate growth are germination time, maturation time, and maximum radius. Individual plants also depend on the light, water, the plant starting radius and height, and the number of days the plant remains in its growth phase versus its wilting phase. The starting radius and height in the simulation and the number of days in which a plant grows before wilting are sampled from a normal distribution centered around the values defined above.

Through the use of overhead photos of the physical testbed, we can measure each plant’s radial growth. Similar to how growth is modeled in our simulator, we annotated every plant with a point at its center and a point at its outermost radius in an image from every day since seeding. We then made a rough conversion of pixel coordinates to real world coordinates in cm. These coordinates were then used to find plant radius in cm for that day.

By analyzing the growth of the one-hundred-twenty plants in the garden over 46 days, and averaging the growth of a plant with others of its same species we created a new growth function in AlphaGardenSim:

\[ r(t) = \frac{r_1}{1 + r_1 \cdot e^{-c_1 t}} \]

where \( r_1 \) is the plant’s radial growth potential, which controls how large the plant will grow, and \( c_1 \) is the plant’s radial growth rate, which controls how fast the plant will grow. Both values were fitted using measurements from the garden, as shown in Fig. 12.3. The growth

Figure 12.3: Plots of growth curves, radius (cm) over time (days), for both simulated and real world plants. Borage was occluded by other plants after day 40. Arugula was occluded starting on day 35. The blue curve is real world radius. The red logistic curve is simulated radius from AlphaGardenSim.
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<table>
<thead>
<tr>
<th>Plant Type</th>
<th>$g_0$</th>
<th>$g_1$</th>
<th>$m_0$</th>
<th>$m_1$</th>
<th>$r_1$</th>
<th>$c_1$</th>
<th>$c(35)$</th>
<th>$e(35)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borage</td>
<td>7</td>
<td>7</td>
<td>49</td>
<td>55</td>
<td>60</td>
<td>0.09</td>
<td>3107</td>
<td>6.61</td>
</tr>
<tr>
<td>Kale</td>
<td>3</td>
<td>7</td>
<td>62</td>
<td>55</td>
<td>65</td>
<td>0.10</td>
<td>7450</td>
<td>5.41</td>
</tr>
<tr>
<td>Swiss Chard</td>
<td>7</td>
<td>7</td>
<td>53</td>
<td>50</td>
<td>47</td>
<td>0.11</td>
<td>5536</td>
<td>9.93</td>
</tr>
<tr>
<td>Turnip</td>
<td>3</td>
<td>7</td>
<td>42</td>
<td>47</td>
<td>53</td>
<td>0.11</td>
<td>3961</td>
<td>10.04</td>
</tr>
<tr>
<td>Green Lettuce</td>
<td>7</td>
<td>9</td>
<td>43</td>
<td>52</td>
<td>27</td>
<td>0.08</td>
<td>232</td>
<td>7.46</td>
</tr>
<tr>
<td>Arugula</td>
<td>5</td>
<td>8</td>
<td>45</td>
<td>52</td>
<td>40</td>
<td>0.10</td>
<td>1133</td>
<td>5.50</td>
</tr>
<tr>
<td>Sorrel</td>
<td>7</td>
<td>15</td>
<td>53</td>
<td>70</td>
<td>8</td>
<td>0.08</td>
<td>59</td>
<td>9.58</td>
</tr>
<tr>
<td>Cilantro</td>
<td>7</td>
<td>10</td>
<td>53</td>
<td>65</td>
<td>20</td>
<td>0.09</td>
<td>23</td>
<td>10.76</td>
</tr>
<tr>
<td>Red Lettuce</td>
<td>5</td>
<td>12</td>
<td>45</td>
<td>50</td>
<td>28</td>
<td>0.09</td>
<td>10</td>
<td>11.61</td>
</tr>
<tr>
<td>Radicchio</td>
<td>5</td>
<td>9</td>
<td>83</td>
<td>55</td>
<td>53</td>
<td>0.09</td>
<td>53</td>
<td>9.28</td>
</tr>
</tbody>
</table>

Table 12.1: Growth Analysis: Where $g_0$ (days) is original germination time, $g_1$ (days) is tuned germination time, $m_0$ (days) is original maturation time, $m_1$ (days) is tuned maturation time, $r_1$ is radial growth potential, $c_1$ is radial growth rate, $c(35)$ (cm²) is the simulated canopy coverage on day 35, and $e(35)$ (cm) is the mean absolute error on day 35 between simulated and average real world radius. Original values were taken from published plant tables [324]. Growth time is found by subtracting $g_1$ from $m_1$. Sorrel not only germinated later than other plants, but also had a growth potential and growth rate that was minuscule compared to other plants in the physical testbed.

parameters of all ten plant species were tuned in the simulator to match real measured values, as shown in Fig [12.1]. The mean absolute error (MAE) between the simulated plants and physical testbed plants is displayed in Table [12.1], along with growth parameters. It should be noted that we observe substantial plant overlap by day 35, and after this day it was difficult to identify a plant’s outermost radius. Thus, the MAE is taken on day 35 rather than day 46.

12.6 Companion Planting

Companion planting is an ancient technique of polyculture where mutually beneficial plant types are placed in proximity to each other. A positive or negative relationship between companion plants can exist due to above and below ground interactions [325], [326], [327]. Above ground includes physical environment changes such as providing shade, protecting
against weather damage, and supplying structural support. Below ground interactions include providing nitrogen which fertilizes the soil, root-root activity and allelopathy, which occurs when a plant releases toxic chemicals that inhibit growth of other plants. While some crops such as grain and fruit trees require uniform spacing for optimal growth or harvesting, some such as leafy greens do not and can take advantage of large seed beds such as the one in the physical testbed. This motivates a method to find a garden seed placement that exploits plant relationships, which can lead to different yields and more or less efficient use of resources [328], [329].

Modeling Companionship  Consider a garden with \(N\) seeds: \(\{s(1), \cdots, s(N)\}\). Denote \(\mathcal{K}\) as the set of plant types in the garden, \(p(i) \in \mathcal{K}\) as the plant type of seed \(i\), and \(l(i) = (x_{i}, y_{i})\) as the location of seed \(i\). Let \(r_{i}^{\text{max}}\) denote the expected maximal radius of plants of type \(k\). To model plant interrelationships we use the plant relationship matrix \(C \in \mathbb{R}^{||\mathcal{K}|| \times ||\mathcal{K}||}\). \(C_{i,j}\) stores a number that describes the level of companionship between plants of type \(i\) and \(j\), which are not necessarily symmetric. In simulation, \(C\) is used to calculate a local plant specific companionship factor \(c\). For a given plant \(i\),

\[
c_{i} = \sum_{j \in [1, \cdots, N], j \neq i} \frac{C_{p(i), p(j)}}{\|l(i) - l(j)\|_{2}^{2}}
\]

The strength of the companionship decays as the distance between them grows.

In AlphaGardenSim 2.0, each plant’s daily radius grows according to a factor \(G\), determined by the local water and light resources and competition. The effects of companionship are modelled by a change to the growth value in the simulator. The growth value is updated to be \(G = \tilde{G} \cdot c\).

The \(C\) matrix was determined using the one-hundred and twenty annotations provided by analyzing growth rates in the physical testbed. Plants in the same relative location on each side of the garden were compared to one another as well as the average growth; if the same plant on both sides exhibited either exaggerated growth or stunted growth, the neighbors were noted and assigned positive or negative scalar values, respectively, to indicate companionship between plants. These scalar values were then tuned to minimize the MAE between simulated and real world individual plants.

Seed Placement  Given two plants, the larger their relationship score the closer they would prefer to be. Then for a garden of width \(W\) and height \(H\) with \(N\) seeds, the following problem is solved to compute seed coordinates \((x_{i}, y_{i})\) for every plant \(i\):
The objective is to seed plants with a positive symbiotic relationship close to each other and vice versa when the relationship is negative. The first and second constraints ensure that seed locations are within the garden boundaries. Finally the last constraint ensures that plant radii do not overlap more than $100(1 - \alpha)$ percent. $\alpha$ is a parameter in $[0, 1]$ that specifies the maximal level of overlap between plants. A larger $\alpha$ results in more plants overlapping and thus interacting with each other. However if $\alpha$ is too large, plants tend to create very tight clusters of companion species, resulting in a difficulty for these plants to grow and a limited coverage. In this case, the negative effects of competition between neighbouring plants outweigh the benefit brought by the proximity of companion plants.

To set $\alpha$ for a $150\text{cm} \times 150\text{cm}$ garden with 10 species and 6 seeds of each type, gardens were generated with $\alpha \in [0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1.0]$. Each garden was simulated 5 times and $\alpha = 0.8$ producing the highest average coverage and diversity was selected. The resulting seed placement is shown in Fig. 12.4.

### 12.7 Pruning and Irrigation Policies

**Analytic Automation Policy** In prior work \[306\], we presented an analytic automation policy, Fixed Pruning, with hand tuned parameters. For $D(k)$, a set of $k$ plant types available in the garden, the policy observes the local canopy coverage, plant health, and soil moisture levels defined by a $\frac{H}{10} \times \frac{W}{5}$ sector of the garden. In addition, the policy observes $p(k, t)$, the global population in the garden as a distribution over point types $D$. It applies one of four actions in each sector: irrigate, prune, irrigate and prune, or null. When pruning, the policy creates $5\times5\text{cm}$ pruning window centered around a target plant, simulating the inaccuracy of a pruner, and reduces the radii of all plants visible in the window by a fixed ratio $U$. To decide to prune, the policy checks if the proportion of any plant type in the pruning window is higher than a uniform threshold. To evaluate the policy’s performance, we compute the average of canopy coverage, plant diversity and water usage across days 20 to 70. We focus on these 50 days since during these days both the fast and the slow growing plants are in a growing stage.

However, as described in Section VIII(b), experiments suggest that Fixed Pruning struggles to manage plants with significant differences in germination times, maturation times and max radii.
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(a) Greedy
(b) Random
(c) Optimized

Figure 12.4: Left: Seed placement achieved by greedy neighbourhood swap algorithm which ignores plant maximal radii, only taking into account companionship scores. This produces an artificial looking garden with limited interactions between plants of different species. Middle: Random seed placement, producing a sparse garden with seeds too close together, limiting the achievable coverage and diversity due to competition. Right: Seed placement obtained by using the optimization described in Section V. Small clusters of plants in irregular shapes are spread across the garden, allowing for a variety of interactions between different plant species.

(a) Fixed Pruning
(b) Variable Pruning

Figure 12.5: Left: Simulation results for Fixed Pruning with fixed prune levels of 15% and 2%. 15% prune level achieves good diversity but low coverage. 2% prune level is the opposite. Right: Variable Pruning on gardens over 100 days with the fast and slow plant types from Table 12.2. Favoring coverage initially, the policy uses variable pruning levels to achieve an average coverage of 0.51. As Variable Pruning begins to value diversity more, it uses higher prune rates beyond day 50 to achieve good coverage and diversity.
Table 12.2: Average germination time, maturation time, and max radii of 5 fast and 5 slow growing plant types. We vary germination times, maturation times and max radii of plants to identify combinations, such as the one in the table, on which the analytic policy achieves significantly lower coverage, as shown in Fig. 12.5(a).

1-Step Lookahead Policy  To address this limitation, we introduce Variable Pruning, a policy which dynamically selects a pruning level $U(t) \in \mathcal{U}$ for each day $t$ from a discrete set of six pruning levels $\mathcal{U}$, by taking a 1-step lookahead, simulating the potential coverage $c_{u_i}$ and diversity values $d_{u_i}$ that would result from choosing pruning level $u_i \in \mathcal{U}$ on the current state of the garden. With the simulated results, the policy uses tunable weights $w_c$ and $w_d$ to favor either coverage or diversity at different times of the growing period. To favor coverage during early growing periods and diversity later on, we set $w_c = 1 - \frac{\tilde{t}}{50}$ and $w_d = \frac{\tilde{t}}{50}$ where $\tilde{t} = t - 20$, starting to affect after the prune delay ends and lasting for 50 days until day 70. To favor diversity early and coverage later, the weights are swapped. The policy uses a weighted sum to determine which pruning level is preferable for day $t$:

$$U(t) = \max_{u_i \in \mathcal{U}} (w_c \cdot c_{u_i} + w_d \cdot d_{u_i})$$

Once Variable Pruning chooses $U(t)$, it uses Fixed Pruning to determine actions for the sectors observed each day to maximize both diversity and coverage.

Learned Policy  The computation time of Variable Pruning however, increases with $|\mathcal{U}|$. Each day, Variable Pruning must run the simulator $|\mathcal{U}|$ more times than Fixed Pruning.

To reduce the computational cost of Variable Pruning, we train a deep supervised learned policy, Learned Pruning, mapping prune level $U(t)$ demonstrations to full garden observations as depicted in Fig. 12.6.

12.8 Simulation Experiments

Seed Placement  We compare the coverage and diversity achieved on two types of gardens shown in Fig. 12.4: (i) random seed placement and (ii) optimized seed placement using six seeds for each of the ten plant types in Table 12.1. Averaging over 10 simulations each, the optimized garden achieves over 60% more coverage and 10% more diversity than the randomly seeded gardens.
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Figure 12.6: Learned Pruning Policy. A deep CNN with 18,244 parameters. The network takes three inputs: an RGB image of the full garden, the distribution of plant types, plant health and water levels, and the global population distribution with soil. A prune level is predicted for the input observation.

Fixed Pruning Performance To illustrate the shortcomings of Fixed Pruning on plants with different germination times, maturation times and max radii, we simulated 2 fixed pruning policies, with 15% and 2% pruning levels respectively, on a garden with 100 plants, 10 plants from each of the 10 plant types in Table 12.2 where faster growing plants grow 2X-20X faster than slower ones. Illustrated in Fig. 12.5(a), since 5 species grow significantly faster than the other 5, garden diversity rapidly drops during days 10 to 20. To achieve uniform plant diversity, 15% heavily prunes the faster plants to match the size of the slower growing plants resulting low coverage. In contrast, 2%’s pruning fails to keep up with the fast growing plants, resulting in lower plant diversity compared to 15%.

Variable Pruning Performance To compare Fixed Pruning and Variable Pruning, we evaluate their performances on two sets of 10 plant types. We initialize 150 × 150cm sized gardens with 100 plants each sampled with replacement from the plant types. For Variable Pruning, we set \( w_c = 1 - \frac{i}{50} \) and \( w_d = \frac{i}{50} \) to favor coverage early and diversity later. After experimenting with different pruning levels, we provided Variable Pruning these pruning levels: \( U \in (5\%, 10\%, 16\%, 20\%, 30\%, 40\%) \). The first set of plants are from Table 12.1 and
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<table>
<thead>
<tr>
<th>Metric</th>
<th>Fixed</th>
<th>Variable</th>
<th>Learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg coverage</td>
<td>0.38</td>
<td>0.44</td>
<td>-</td>
</tr>
<tr>
<td>Avg diversity</td>
<td>0.92</td>
<td>0.91</td>
<td>-</td>
</tr>
<tr>
<td>Avg water use</td>
<td>0.06</td>
<td>0.06</td>
<td>-</td>
</tr>
<tr>
<td>Avg coverage</td>
<td>0.24</td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>Avg diversity</td>
<td>0.77</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>Avg water use</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Computation time (seconds)</td>
<td>-</td>
<td>987.56</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 12.3: Policy evaluations of Fixed Pruning, Variable Pruning and Learned Pruning averaged across 20 test gardens. Top 3 rows: use the 10 plant types from Table 12.1. Bottom 4 rows: use the plant types from Table 12.2.

have similar growth parameters. From experiments, we found that a fixed prune level of 15% for Fixed Pruning leads to the highest coverage and diversity values on the plant set. Results averaged across 20 test gardens with random seed placements are summarized in Table 12.3. While Variable Pruning achieves higher coverage due to its ability to favor coverage over diversity during early growing periods, both policies achieve similar diversity and water use. This is expected as a fixed prune level is able to handle plant types with similar growth patterns.

Using the same parameters for both policies, we evaluate their performances on the fast and slow growing species from Table 12.2. Results are presented in Table 12.3 and Fig. 12.5. Fixed Pruning achieves low coverage on these gardens, killing the plants at the beginning of the growing period. The high diversity achieved afterwards represents a uniform but empty garden. Variable Pruning, by favoring coverage early on, initially uses a small prune level of 5%. As \( w_d \) increases and \( w_c \) decreases over time, the policy shifts to favoring diversity and uses higher prune levels between 10% and 40%. As a result, Variable Pruning achieves high coverage and diversity.

**Learned Pruning Performance** To achieve a computationally efficient policy, we train Learned Pruning to map full garden observations from gardens with the plant types in Table 12.2 to prune levels. We simulate Variable Pruning on 10,000 gardens with randomized seed locations to collect prune level demonstrations. The network is trained with 800K demonstrations for 30 epochs with the Adadelta \([47]\) optimizer and mean squared error loss. Table 12.3 summarizes results averaged across 20 test gardens withheld from the training dataset. Learned Pruning achieves comparable performance to Variable Pruning but is over 1000X faster in predicting \( U(t) \) for days 20 to 70.
12.9 Discussion and Future Work

This chapter presents a physical polyculture farming testbed for estimating plant growth parameters and inter-plant companion effects. We use the estimated parameters to tune AlphaGardenSim 2.0 parameters, and developed an optimization algorithm that uses companion plant relations to generate a seed placement which yields high coverage and plant diversity. We trained a supervised-learned policy that is able to achieve high leaf coverage and plant diversity 1000X faster than a lookahead policy. In future work we will estimate stochastic models of growth parameters observed in the physical testbed and use these to optimize seed placements for subsequent growth cycles. This seed placement algorithm, learned plant phenotyping model, and learned irrigation and pruning models will be combined into a fully automated controller that will operate irrigation and pruning tools over multiple plant growth cycles.
Part V

Efficient and Reliable Autonomous Suturing
Chapter 13

Automating 2D Suture Placement

In this chapter, we develop an optimization to improve the reliability of autonomous suture placement for non-linear wounds. The goal is to find the number and locations of entry and exit suture points, and the quality depends on various factors, including the forces that are applied to the wound in the process.

13.1 Introduction

Suturing is the process of sewing a wound or laceration closed to allow it to heal naturally. It is extremely common in surgery and trauma care and involves long sequences of precise, repetitive movements – something that is often burdensome to humans.

This work focuses on one aspect of automating suturing: the sub-task of suture planning, which is to find an appropriate sequence of needle insertion and extraction points. Having a high quality placement of suture is crucial for healing, as having sutures that are too close or tight may lead to ischemia (under-supply of oxygen to the tissue), while having sutures too far apart may lead to insufficient closing force on the wound to ensure the edges stay together [330]. Furthermore, sutures may exert shear forces along the wound, which cause more pronounced scarring and lead to cosmetically unappealing results [331] [332].

Thus, it is ideal to plan sutures by directly optimizing the forces they are expected to generate. Humans cannot directly estimate closure and shear forces as they suture, and typically rely on rules of thumb, intuition, and experience to guide suture placement.

This chapter makes five contributions: (1) A novel objective, optimizing Elliptical Force on the wound, based on an extension of the well-known "diamond force model" [333, 334] to nonlinear 2D wound shapes; (2) A novel formulation of planar, non-linear suture planning as a constrained optimization problem; (3) An analysis of the SP2DEEF algorithm’s output on wounds of varying degrees and curvature; (4) Experiments comparing the suture placements from SP2DEEF to those chosen by a human surgeon; and (5) An interactive interface that allows surgeons to upload an image, trace the wound curve, view proposed sutures and edit suture placement.
## 13.2 Related Work

Automated and robot-assisted suturing has seen considerable study over the last decade, with particular focus on two sub-tasks: 2D suture planning, which considers where to place sutures (the focus of this work), and 3D needle path planning, which considers how to guide the needle to best accomplish a desired suture. Automating either of these sub-tasks can provide valuable assistance to a human surgeon, while having both may potentially lead to a fully automated suturing system.

### 13.2.1 Needle Path Planning

Much of the work on autonomous suturing focuses on needle path planning in the vertical plane (orthogonal to the wound line), as pushing a needle through deformable tissue represents a major challenge for sensing and control. In general, needle path planning focuses on a single suture at a time.

Nageotte et al. [335] proposed a kinematic analysis and geometric modeling of the problem of the stitching task in laparoscopic surgery. The work particularly uncovers the degree
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<table>
<thead>
<tr>
<th>C: Surgeon</th>
<th>C: SP2DEEF</th>
<th>Z: Surgeon</th>
<th>Z: SP2DEEF</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="C: Surgeon" /></td>
<td><img src="image2" alt="C: SP2DEEF" /></td>
<td><img src="image3" alt="Z: Surgeon" /></td>
<td><img src="image4" alt="Z: SP2DEEF" /></td>
</tr>
</tbody>
</table>

Figure 13.1: Physical Experiments with chicken skin. Top row: SP2DEEF’s outputted placements; Middle row: Surgeon’s initial state and physical ink markings of SP2DEEF’s placements; Bottom row: after suturing. Left half: C-shaped wound; Right half: Z-shaped wound. First and third columns: Surgeon’s placement; second and fourth columns: SP2DEEF’s placement. SP2DEEF’s placements were evaluated as equal or better than the surgeon’s placement by the surgeon.
of uncertainty which the surgeon has with regard to where the tip of the needle is; that is, the exit point may not be exactly where desired.

Schulman et al. [336] applied the transfer trajectory algorithm to take trajectories from human demonstrations and adapt them to new environment geometry for suture needle path planning. Another approach developed by Sen et al. [337], was one of sequential convex optimization. As with the other papers, the optimization was over the execution of a single suture. Their approach considers multiple sutures, but the suture locations are chosen by linear interpolation of the start and end points, and each suture is treated independently thereafter. This method does not capture the constraints that the curvature of a wound might place on suture placement. Later, Shademan et al. [338] studied suturing on intestinal tissue. Various constraints for good suturing are discussed in this work: for instance, that sutures should be perpendicular to the wound, and the gaps between the sutures must be small enough to avoid leakage, but not too small as to prevent bloodflow. However, they are primarily used as assumptions that hold for a set of planned sutures that have been decided beforehand.

Other papers consider additional aspects of needle path planning: for example, Pedram et al. [339] presented an algorithm that takes in the desired suture entry and exit points on a wound as input and computes the needle shape, diameter and path so that the execution of the suture satisfies recommended suturing guidelines. These guidelines included: a minimization of tissue trauma, orthogonal sutures, positioning the needle to allow for successful grasps, suture symmetry and being able to enter and exit at the points defined by the surgeon. The optimization weights were selected based on the recommendation of surgeons and fine-tuned during simulations. Jackson et al. [340] proposed a Kalman filter to model the internal deformation force generated by a needle as it is driven through tissue. Similarly, Pedram et al. [341] described a needle stitch path planning algorithm which deals with optimal motion of the needle inside the tissue, with the goal of entering the tissue perpendicularly; reaching specific suture depth; and minimizing tissue trauma.

13.2.2 The Suture Planning Problem

There is prior work in planning the location of suture entry and exit points in the horizontal plane, for specific wounds, and in certain controlled settings. In particular, robotic minimally-invasive surgery (RMIS) must conform to the robot’s kinematic constraints and the potentially very tight space in which the operation takes place.

Saeidi et al. [23] describe a planning algorithm for autonomous suturing using a segmented point cloud and demonstrated its application with the Smart Tissue Autonomous Robot (STAR) system. However, their technique assumed a straight-line wound (as can be expected in surgery, where the wound is the result of a surgical incision). Similarly, Thananjeyan et al. [342] studied suture planning for a circular wound.

The primary constraints in both works were limitations to the robot’s movement ability, either from kinematics or from a sharply bounded workspace, with the objective being to
ensure evenly-spaced sutures with the gaps between them being as close as possible to an ideal distance.

However, when dealing with more complex wound shapes, sutures may interact with each other in more complex ways, and thus planning and evaluating an effective set of sutures may require a more detailed model of how the sutures hold the wound together.

Figure 13.2: Wound centerline shown in red, with two entry points (red) and two exit points (blue). Consider the distance between extraction points \( e_0, e_1 \). If the distance is between \( \beta_{\text{min}} \) and \( \beta_{\text{max}} \), i.e. the green zone, it meets the constraints. Hence \( e_0 \) and \( e_1 \) violate constraints.

### 13.3 Problem Statement

Given an image with points along the wound selected by the surgeon, the suture planning problem consists of choosing the number and placement of sutures to best close the wound. We denote the number of sutures as \( n \), and, for most of what follows, we treat it as fixed and consider the optimization problem which represents the task of finding the best placement of \( n \) sutures; we discuss how \( n \) is selected in Section 13.4.2. The parameters of this problem come in two types: the first type denote physical constraints or objectives. For example, the minimum allowable distance between any two skin puncture points or the ideal distance between the insertion and extraction points of a single suture (which we refer to as the suture width, \( \alpha \)). We represent such constraints with Greek letters. The second kind of parameter are scalar weights which set the relative importance of different components of the objective function, and are represented by \( c^\star \) where the superscript \( \star \) denotes the corresponding component.

Let \( \alpha \) be the suture widths, that is, the distance between the insertion and extraction points of a single suture. These two points are placed at equal distance apart from the wound such that their midpoint lies on the wound curve. Additionally, no two insertion
and/or extraction points should be closer than a certain minimum distance, denoted $\beta_{\text{min}}$, and no two consecutive insertion and/or extraction points should be further than a certain maximum distance, denoted $\beta_{\text{max}}$. We also define the suture distance which is the straight line distance between the midpoints of two stitches. Guidance for surgeons suggests that an ideal suturing distance is 5mm [343]. Let $\gamma$ be this target distance between sutures, and let $\ell$ be the length of the wound.

Let $L^d$ be the Mean Squared Error (MSE) defined as average difference between computed suture distance and the target suture distance $\gamma$. Let $L_{\text{var,center}}$ be the variance of computed suture distances. Let $L_{\text{var,ins,ext}}$ be the variance of the distances between consecutive suture insertion and extraction points. In this term, we sum up the variance of the distance between insertion points and the variance of the distance between extraction points. Let $L^f$ be the MSE between the closure force at each point along the wound curve and an ideal value. Similarly, Let $L^{\text{shr}}$ be the MSE between the shear force at each point of the wound and an ideal value. Note that these target values are defined directly from the surgeon’s input to the system.

Assume the suture planning is constrained to a given suture width $\alpha$. Further assume that sutures are constrained to be orthogonal to the wound curve; therefore it is sufficient to specify the number $n$ of sutures and at which points $0 \leq s_1 \leq \ldots \leq s_n \leq t_{\text{max}}$ along the wound they are placed, to describe a complete suture plan of needle insertion and extraction points. Here, $s_i$ serve as our decision variables (the center of suture $i$ being $w(s_i)$). Additional we impose hard constraints that concern minimum and maximum distances allowed between consecutive insertion and extraction points. We denote these as constraints $A_{\text{min}}, A_{\text{max}}$. Finally, we enforce that sutures should not ‘cross.’ That is, if we draw a line from corresponding insertion point to extraction point for each suture, it should be the case that none of these lines are crossing. This constraint is denoted as $A^c$.

Each of the optimization terms $L^d$ is weighted with a factor $c$. The objective is then to find the sequence of $s_i$ for all $i \in \{1, \ldots, n\}$ satisfying:

$$
\min \quad c^d L^d + c_{\text{var,center}} L_{\text{var,center}} + c_{\text{var,ins,ext}} L_{\text{var,ins,ext}} + c^f L^f + c^{\text{shr}} L^{\text{shr}}
$$

s.t.

$$
A_{\text{min}}, A_{\text{max}}, A^c
$$

$$
0 \leq s_1 \leq \ldots \leq s_n \leq t_{\text{max}}
$$

Note that the number of sutures $n$ is fixed in this problem; to minimize the loss over all possible suture plans, the problem needs to be solved with various different values of $n$, which we choose heuristically; see Section 13.4.2 for details.

The objective function consists of three geometric cost terms ($L^d$, $L_{\text{var,center}}$ and $L_{\text{var,ins,ext}}$) and two force model-based cost terms, both measuring the mean squared error. Its solution represents a sequence of suture midpoints which should be close to evenly spaced while also
explicitly ensuring good closure forces over the wound. We will set the weights to emphasize $L^f$ (closure forces), with the other components there to provide numerical stability and refinement.

See sections 13.4.3, 13.4.4 and 13.4.5 for a complete mathematical description of the objective function and constraints.

13.4 Method

The SP2DEEF algorithm is divided into three distinct phases:

1. Input, in which the system queries the surgeon for points along the wound curve, desired suture width, and scaling information;

2. Optimization with elliptical force model, in which the system plans a set of sutures to minimize an objective function under constraints, utilizing an explicit model to estimate forces applied by the sutures to the wound;

3. Adjustment, in which the surgeon can optionally adjust the suture plan computed by the system.

13.4.1 Input

The interface first collects surgeon input, via a clicking interface, as depicted in Fig. 13.6. The surgeon selects two points on the image and inputs the measured distance between those points as well as the desired suture width.

The program scales the image based on the calibration points provided. The surgeon then clicks a sequence of points on the image tracing the shape of the wound. We then use the scipy interpolation function `scipy.interpolate.splprep` to generate a smooth B-spline that approximates a curve that goes through all points specified. We then generate an initial placement of sutures to 'warm start' the optimization. To that end, the algorithm computes the initial number of sutures by dividing the length of the wound curve by the ideal suture distance $\gamma$. It then places the corresponding number of equally spaced suture midpoints along the wound curve. The insertion and extraction points are determined by the perpendicularity constraint between the sutures and the curve as well as by the surgeon-specified suture width.

13.4.2 Optimization

SP2DEEF solves the placement of sutures on a wound as a constrained optimization problem. In order for the healing process to occur, the two sides of the wound must be brought together. Ideally, we would use a detailed model to predict skin deformation after suture placement. However, the mechanical behavior of skin is complex and influenced by the location on the
body of the wound and the patient’s height, weight, and age, amongst other factors, making full modeling impractical. Instead of this, surgeons usually employ heuristics to plan where to place sutures. These heuristics state that sutures should be orthogonal to the wound, or that they should be spaced evenly and as close as possible to some ideal distance apart. However, relying exclusively on such rules can lead to solutions which leave parts of the wound insufficiently closed, because of insufficient closure force from sutures in the region. Thus, it is desirable to combine surgical heuristics with a model of the forces imparted by the sutures to ensure that the entire wound is held sufficiently closed by the sutures. This ‘hybrid’ optimization problem leverages surgeons’ experience while also ensuring that each point along the wound receives acceptable closure forces.

We assume that the wound lies on a 2D plane and place the sutures using only a 2D image of the wound as seen by an overhead camera; we assume that the wound has been positioned and rotated to minimize the distortion incurred by perspective effects. The wound is thus represented by a parametric spline computed by interpolating over points clicked by the surgeon on the image, which we denote as a function $w(t) = (x(t), y(t))$ where $w : [0, t_{\text{max}}] \rightarrow \mathbb{R}^2$.

Since this optimization problem is in general nonconvex, we solve it with the SLSQP algorithm [344], which performs constrained optimization using linear approximation.

To find the best number $n$ of sutures, we execute a bi-linear search from an initial naive estimation $\hat{n}$, as for a typical wound there is only a small range of ‘reasonable’ values of $n$. We use $\hat{n} = \lfloor \ell/\gamma \rfloor$, as this is the number of sutures resulting from naively spacing the sutures at distance $\gamma$ along the length-$\ell$ wound, and is therefore likely to be close to the best number of sutures. We estimate $\ell$ via linear approximation and compute $\hat{n}$; then we solve the optimization problem (13.3.1) for all integers $n$ such that $0.5 \times \hat{n} \leq n \leq 1.4 \times \hat{n}$ and return the suture plan with the lowest loss.

For evaluating the hyperparameter settings we use the same loss as our training loss.

### 13.4.3 Suture regularity constraints and objectives

The suture width $\alpha$ is given by the surgeon in the input phase of the process and the number of sutures $n$ is selected by the algorithm. The other parameters $\beta_{\text{min}}, \beta_{\text{max}}, \gamma$, are assumed to be constant. For our experiments, we set these values based on consulting an expert in the field of surgery[1]. These parameters are depicted in Fig. 13.2 We also include several key conditions for suture placement:

1. All sutures should cross the wound at their midpoint and be orthogonal to the wound at that point.

2. Sutures should have width (distance between insertion and extraction points) of $\alpha$.

---

[1]we consulted our co-author Danyal Fer, MD, Department of Surgery, University of California San Francisco East Bay.
The hyperparameters $\alpha, \beta_{\text{min}}, \beta_{\text{max}}, \gamma, \epsilon$ are set via... Since in general these conditions cannot be perfectly satisfied, some conditions are hard-coded as constraints and others are encoded via penalty terms in the objective function. Conditions (i) (orthogonality of sutures to the wound) and (ii) (suture width) mean that if the suture crosses the wound at some $w(s)$, the insertion and extraction points are uniquely determined (up to swapping); therefore, as discussed above, our decision variables are the points $0 \leq s_1 \leq \ldots \leq s_n \leq t_{\text{max}}$ along the wound at which we want the sutures to cross, with suture $i$ crossing at $w(s_i)$. Since the wound $w$ is represented as a B-spline, it has a well-defined derivative $w'(t) = (x'(t), y'(t))$ at each $t$. Then, interpreting $w(t), w'(t)$ as vectors in $\mathbb{R}^2$, the insertion and extraction points are

$$a^0(s_i), a^1(s_i) = w(s_i) \pm \frac{\alpha}{2} \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \frac{w'(s_i)}{\|w'(s_i)\|}$$

(13.4.1)

Here $a^0$ corresponds to the insertion point and $a^1$ corresponds to the extraction point and both are vectors in $\mathbb{R}^2$. The side that corresponds to insertion and the side which corresponds to extraction was chosen arbitrarily and can be swapped if desired.

Conditions (iii) and (iv) are coded as the constraints labeled $A^{\text{crs}}$ and $A^{\text{min}}, A^{\text{max}}$ respectively. $A^{\text{crs}}$ states that for any $i \neq j$, the line segments $(a^0(s_i), a^1(s_i))$ and $(a^0(s_j), a^1(s_j))$ cannot cross; $A^{\text{min}}$ states that no two different insertion and/or extraction points can be within $\beta_{\text{min}}$ of each other; and $A^{\text{max}}$ states that for any $i \in [0, n]$ and $z(\cdot) \in \{a^0(\cdot), a^1(\cdot), w(\cdot)\}$

$$\|z(s_{i+1}) - z(s_i)\| \leq \beta_{\text{max}}$$

(13.4.2)

(no consecutive suture insertion points, extraction points, or midpoints can be more than $\beta_{\text{max}}$ apart).

Condition (v) states that the distance between the sutures should be as close as possible to the ideal suture distance $\gamma$ while condition (vi) ensures that the sum of variances of the insertion, center and extraction points is low. To measure how well a set of sutures satisfies conditions (v) and (vi), we use mean squared error and variance. To encode the constraint concerning the endpoints of the wound, we add ‘phantom’ sutures at $s_0 = 0$ and $s_{n+1} = t_{\text{max}}$, giving:

$$L^{\text{id}}(s_1, \ldots, s_n) = \sum_{z(\cdot)} \frac{1}{n+1} \sum_{i=0}^n (\|z(s_{i+1}) - z(s_i)\| - \gamma)^2$$

(13.4.3)

$$L^{\text{var}}(s_1, \ldots, s_n) = \sum_{z(\cdot)} \text{Var}\{\|z(s_{i+1}) - z(s_i)\|_{i=0}^n\}$$

(13.4.4)

where $\sum_{z(\cdot)}$ indicates summing the function inside three times, with the points $z(s_i)$ being $a^0(s_i), a^1(s_i)$ and $w(s_i)$, i.e. we take the average difference squared from ideal and the variance using the insertion points, the extraction points, and the midpoints and add them up. Conditions (i), (ii), (iii) and (iv) are treated as constraints while (v) and (vi) are encoded as penalty terms and in the objective function and optimized over.
13.4.4 Generalizing the Diamond Force Model

We supplement the suture regularity constraints and objectives with a model that aims to quickly estimate the forces applied by the sutures to the wound, inspired by the diamond force model \[333,334\] on a linear wound, in which the force imparted on the wound by a suture has a particular intensity at the crossing point and drops off linearly (to a minimum of 0) according to distance from the crossing point. An interesting feature of this model is that placing each suture at the point where the force from the previous suture drops to 0 yields a constant force across the wound. However, this model only considers linear wounds and does not generalize well when applied to curved wounds, as depicted in Fig. 13.3. We extend this to curved wounds by modifying it so that the forces imparted from an insertion or extraction point on the skin are parallel to the suture and decrease linearly (to a minimum of 0) based on an elliptical norm aligned with the suture. We choose an elliptical norm to represent the fact that the force of pushing on an elastic medium is transferred more strongly to points in line with the force than those to the side. We normalize the magnitude of the forces in our model by letting 1 unit of force be the ideal amount applied to close any given point on the wound, which is the amount applied by a suture to its midpoint. Since by symmetry the insertion and extraction points of a wound exert the same amount of force on the center, in opposite directions (since the suture center is the midpoint of the insertion and extraction points), this means that each insertion or extraction point exerts 0.5 units of force on its respective center. Thus, given a parameter \(0 < \varepsilon \leq 1\) denoting the ratio of the shorter axis to the longer axis of the ellipse which defines the norm (to be discussed later), in our model...
the insertion point $a^0(s_i)$ has a suture-aligned distance from a point $z \in \mathbb{R}^2$ of
\[
d^0(z, s_i) = \sqrt{d^0_\parallel(z, s_i)^2 + (d^0_\perp(z, s_i)/\varepsilon)^2}
\]  
(13.4.5)
where $d^0_\parallel(z, s_i)$ is the distance between $a^0(s_i)$ and $z$ on the axis parallel to $a^1(s_i) - a^0(s_i)$ and $d^0_\perp(z, s_i)$ is the distance between $a^0(s_i)$ and $z$ on the axis perpendicular to $a^1(s_i) - a^0(s_i)$; we define the distance $d^1(z, s_i)$ from the extraction point $a^1(s_i)$ analogously. Then, the force exerted on $z$ from $a^0(s_i)$ is the vector
\[
v^0(z, s_i) = \frac{1}{2} \max(\eta - d^0(z, s_i), 0) \frac{a^1(s_i) - a^0(s_i)}{\eta - \alpha/2} \frac{\alpha}{\eta - \alpha/2}
\]  
(13.4.6)
where $\eta = \sqrt{\alpha^2/2 + \gamma^2/\varepsilon^2}$. The force $v^1(z, s_i)$ imparted by an extraction point $a^1(s_i)$ on $z$ is defined analogously. The suture force model is shown in Fig. [13.4]. Note that the force vector is parallel to $a^1(s_i) - a^0(s_i)$ and (since $\alpha = \|a^1(s_i) - a^0(s_i)\|$ by definition) has the following properties: (a) $\|v^0(w(s_i), s_i)\| = 1/2$ for any $i$ (insertion points, and by symmetry extraction points, exert a force of magnitude 1/2 on the suture center); and (b) on a linear wound with sutures placed an ideal $\gamma$ distance apart, each suture center lies on the boundary of the regions in which the previous and next suture exert forces of positive magnitude. We then set $\varepsilon = 0.77$ so that ideally-spaced sutures on a linear wound exert forces which are as constant as possible along the length of the wound. These properties extend the diamond force model to non-linear wounds.

Figure 13.4: Elliptical Force Model. Sutures (width $\alpha$) with force model around insertion point $a^0(s_i)$ depicted as an ellipse showing the region of nonzero force imparted from $a^0(s_i)$, with forces decreasing linearly from the center, with isocontours of force being ellipses. Purple and orange arrows show shear and closure forces generated at the wound point $w(t)$ by $a^0(s_i)$. 
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13.4.5 Closure and shear force objectives

Given the model described in Section 13.4.4 and Fig. 13.4 of how sutures exert force on skin, what does this imply about the quality of the sutures? While the insertion and extraction points are placed so that the suture (and thus the forces it exerts) are orthogonal to the wound at the crossing point, if the wound is not linear then at other points on the wound the exerted force may have both a closure force component orthogonal to the wound and a shear force component parallel to the wound. The total force exerted by insertion points (which push on one side of the wound) and the extraction points (which push on the other side of the wound) on $w(t)$, are denoted respectively as

$$F^0(t) = \sum_{i=1}^{n} v^0(w(t), s_i) \text{ and } F^1(t) = \sum_{i=1}^{n} v^1(w(t), s_i)$$ (13.4.7)

The total closure force at point $w(t)$ on the wound is:

$$f^c(t) = (F^0(t) - F^1(t))^\top \frac{a^1(s_i) - a^0(s_i)}{\alpha}$$ (13.4.8)

(note the $1/\alpha$ term to normalize the suture width). This value is normalized so that the ideal value is 1 at every $w(t)$.

To get the total shear force at a given point $t$ on the wound, we take the components of the forces parallel to the wound:

$$f^s(t) = (F^0(t) - F^1(t))^\top \frac{a^1(s_i) - a^0(s_i)}{\alpha}$$ (13.4.9)

Since shear forces do not hold the wound together but may cause misalignment, the ‘ideal’ magnitude of the shear force is 0 at every $w(t)$.

13.4.6 Force closure objective

We take $m$ points $w(t_1), \ldots, w(t_m)$ and use the model above to estimate the closure and shear forces at these points. The average closure force penalty is then

$$L_c = \frac{1}{m} \sum_{j=1}^{m} (1 - f^c(t_j))^2$$ (13.4.10)

(penalizing deviation from the ideal value of 1) and the average shear force penalty is

$$L_s = \frac{1}{m} \sum_{j=1}^{m} f^s(t_j)^2$$ (13.4.11)

(penalizing deviation from the ideal value of 0). As with the regularity objective function, these components of the objective function are given weights $c_c$ and $c_s$, respectively.
13.4.7 Parameter settings

We take $\alpha$ (suture width) as input from the user while we chose the values of $\beta_{\text{min}}$, $\beta_{\text{max}}$ (min and max distances between sutures) and $\gamma$ (ideal distance between sutures) by consulting an expert in the field of surgery.

We developed the constraints using surgical suturing guidelines, setting $\beta_{\text{min}} = 2.5\text{mm}$ between two sutures as consulted by an expert surgeon and $\beta_{\text{max}} = 10\text{mm}$ between consecutive sutures so as to not leave parts of the wound unclosed.

13.4.8 Adjustment

Finally, we provide a GUI for the surgeon to interact with. They are presented with the suture points, superimposed over the wound. The surgeon is able to drag the points to the desired place.

13.5 Experiments

13.5.1 Synthetic Splines

Our loss function contains weights on all 5 loss terms, which we manually tuned to the values: $c^d = 1$; $c^{\text{var,enter}} = 12$; $c^{\text{var,ext}} = 6$; $c^f = 15$; $c^s = 5$. 

Table 13.1: Suture Placement Results

<table>
<thead>
<tr>
<th>Loss Type</th>
<th>Algorithm</th>
<th>Spline 1</th>
<th>Spline 2</th>
<th>Spline 3</th>
<th>Spline 4</th>
<th>Spline 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance - center points</td>
<td>Baseline</td>
<td>0.00</td>
<td>0.02</td>
<td>2.06</td>
<td>2.79</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Optimized Placement</td>
<td>0.00</td>
<td>0.62</td>
<td>1.51</td>
<td>1.24</td>
<td>24.92</td>
</tr>
<tr>
<td>Variance - insertion / extraction points</td>
<td>Baseline</td>
<td>0.00</td>
<td>0.05</td>
<td>28.12</td>
<td>18.50</td>
<td>47.66</td>
</tr>
<tr>
<td></td>
<td>Optimized Placement</td>
<td>0.00</td>
<td>1.25</td>
<td>28.40</td>
<td>13.65</td>
<td>87.12</td>
</tr>
<tr>
<td>Ideal distance loss</td>
<td>Baseline</td>
<td>8.48</td>
<td>5.34</td>
<td>106.50</td>
<td>86.68</td>
<td>185.58</td>
</tr>
<tr>
<td></td>
<td>Optimized Placement</td>
<td>4.50</td>
<td>9.01</td>
<td>64.88</td>
<td>25.95</td>
<td>527.79</td>
</tr>
<tr>
<td>Closure Force loss</td>
<td>Baseline</td>
<td>3431.70</td>
<td>9410.64</td>
<td>9828.90</td>
<td>7776.41</td>
<td>8283.97</td>
</tr>
<tr>
<td></td>
<td>Optimized Placement</td>
<td>0.61</td>
<td>5.68</td>
<td>0.01</td>
<td>0.00</td>
<td>9.54</td>
</tr>
<tr>
<td>Shear Force loss</td>
<td>Baseline</td>
<td>0.00</td>
<td>54.86</td>
<td>29.00</td>
<td>104.66</td>
<td>17.52</td>
</tr>
<tr>
<td></td>
<td>Optimized Placement</td>
<td>0.00</td>
<td>0.55</td>
<td>39.13</td>
<td>32.00</td>
<td>113.43</td>
</tr>
<tr>
<td>Total loss (weighted)</td>
<td>Baseline</td>
<td>51483.98</td>
<td>141439.78</td>
<td>147878.44</td>
<td>117400.61</td>
<td>124827.93</td>
</tr>
<tr>
<td></td>
<td>Optimized Placement</td>
<td>13.65</td>
<td>111.9</td>
<td>449.2</td>
<td>282.73</td>
<td>2059.8</td>
</tr>
<tr>
<td>Number of Sutures</td>
<td>Baseline</td>
<td>6</td>
<td>13</td>
<td>40</td>
<td>15</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>Optimized Placement</td>
<td>7</td>
<td>14</td>
<td>39</td>
<td>15</td>
<td>53</td>
</tr>
</tbody>
</table>
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Baseline Algorithm: We evaluate a baseline algorithm, which evenly places sutures along the curve spaced at the ideal distance, on the splines. This can be implemented by starting at one end of the wound, travelling the ideal distance along the wound, placing sutures at increments of the ideal distance until the end of the wound.

We tested both SP2DEEF and the baseline on 5 splines generated manually. To evaluate the robustness of the algorithms we created simple splines and splines with a higher degree and curvature. The suture placement points generated by the algorithms are depicted in Fig. 13.5. Our results show that the suture placements generated by SP2DEEF are relatively consistent, robust and well spaced, especially for the simpler splines. SP2DEEF also deals well with sharp curves (depicted in Spline 3) as it places a higher number of sutures close to the point of curvature.

SP2DEEF tended to choose a different number of sutures, when compared with the baseline. An optimal placement over an optimal number of sutures results in a lower closure force, while other terms tend to remain the same: the closure force that each suture exerts on the wound decreases sharply as the curve turns away from being perpendicular to the wound. To maintain sufficient closure force, it is necessary to increase the number of sutures. The baseline algorithm was not able to provide consistent closure force, as it is able to vary.
neither the number of sutures nor the placement to account for curvature. While it reported high closure force losses, the baseline did well according to the variance and ideal distance metric, since it was initialized to be evenly spaced. The variances for the baseline aren’t always 0, because we used a greedy algorithm which approximately placed sutures evenly. Furthermore, the insert and extract points may have additional variance on curved segments of the wound even if the centers are approximately evenly spaced.

One major improvement SP2DEEF saw was that it always avoided sutures crossing over and heavily penalized cases in which the sutures were placed too close to each other, in contrast to the baseline algorithm, which did both of these.

Overall, SP2DEEF outperforms the baseline; we believe that closure force is the most important metric as the main purpose of sutures is to provide closure forces to close a wound. Our algorithm finds a placement almost as well spaced as the baseline, with similar shear forces, while making sure that all the normalized closure forces are very close to the ideal. Although it does not outperform the baseline in the variance (and the shear sometimes), it makes up for this by returning a placement that optimizes the closure force.

13.5.2 Physical Experiments on Chicken Skin

We tested SP2DEEF in a physical experiment using chicken (thigh) skin. To find the most realistic wounds possible, we had a surgeon cut two wounds into the tissue with a scalpel. These two wounds, as can be seen in Fig. 13.1, were chosen by the surgeon for their relevance to clinical wounds seen in practice, as well as their difficulty. As a baseline, we had a surgeon suture the wound as they saw fit. We then fed an image of the wound without sutures into our pipeline, clicked points to trace the wound shape, and recorded the optimized placement of the sutures, the output of our optimizer. We manually marked this placement on the phantom with ink, and had the surgeon implement the autonomous placement by suturing on top of the ink markings with USP Size 2-0 thread and a suture needle type GS-22 as depicted in Fig. 13.1.

Our placement was able to achieve wound closure on the phantom: we consulted an expert surgeon who evaluated the sutures as equal or better than a human surgeon. In the test case, having SP2DEEF’s placement marked on the skin helped the surgeon place sutures with consistent spacing throughout the whole wound. In contrast, in the baseline case, with no visual guides, the Surgeon stitches developed uneven spacing between suture locations as the wound was deformed during the suturing process.

13.6 Discussion and Future Work

13.6.1 Limitations

This chapter has the following limitations:
Figure 13.6: The full autonomous pipeline for optimizing surgical suture placement.
Input: Surgeon selects two points on the image (finger length) and inputs the measured distance between those points as well as the desired suture width. The surgeon is further asked to click points along the wound. Output: The wound fitted as a Bézier curve (green) with the result of the suture optimization (red and blue points). The suture plan is overlaid on the original wound image.
• The wound is represented as a spline, and therefore the representation cannot have sharp corners (or branches).

• No information about the wound depth or width is incorporated.

• SP2DEEF assumes a fixed suture width as opposed to being able to modify it for particular sutures. Some better solutions may therefore be missed, particularly when tight wound curves are involved.

• The explicit model of suture forces is only a rough approximation of how skin behaves under tension.

• No objective, external measure of suture placement quality was used to evaluate the algorithm.

• The sutures may be re-planned during the operation due to the wound changing shape when partially sutured.

13.6.2 Future work

Prior work on the suture planning problem focused primarily on achieving evenly placed sutures on known wound shapes under kinematic or workspace constraints. This suggests the possibility of combining such constraints with the wound-focused constraints and objective developed in this work, for instance by modifying the objective function to include a consistency measure and also account for the difficulty of executing the planned sutures.
Chapter 14

Autonomous Suture Tail-Shortening

In the previous chapter, we proposed a method for reliable suture planning. In this chapter, we tackle the problem of autonomous robot suture tail-shortening. Similar to SGTM 2.0 for long cable untangling in chapter 9 where perception is limited and the dynamics are hard to model, we use interactive perception to increase the reliability of the system.

14.1 Introduction

Many steps in suturing, such as tail-shortening (where a thread is pulled through a suture to a desired length) and knot tying, require accurate thread tracking, which is particularly challenging due to the thin and flexible nature of suturing thread, as well as its propensity for self-intersections and partial occlusions.

In this chapter, we propose a novel interactive perception system for tracking suture thread in 3D, which we apply to track thread in the autonomous tail-shortening task described in Figure 14.1 requiring precise tracking to avoid pulling the thread too far out of the suture.

The learned 2D suturing thread detection model is trained using the Labels from UltraViolet (LUV) method [345] for self-supervised data collection, which has previously been shown to be effective for detecting cables and surgical needles. We extend it to surgical threads and combine the detection network with a 3D tracking method for temporal stability. Modeling the thread in 3D is a non-trivial task due to its complex shape and unclear endpoints. To address this issue, we model the thread as a 3D Non-Uniform Rational B-Spline (NURBS) [346] based on stereo images of the scene. We adapt the thread model across frames by optimizing spline control points to minimize the error between the current detections and the reprojection of the 3D spline into the images.

Using NURBS optimization alone can break down in complex thread configurations because of false-positive detections or self-intersections. To address this, we develop an analytic 2D tracing approach based on prior work for cable untangling [347], which is used as a prior
Figure 14.1: Surgical Suture Tail-shortening with 3D Thread Tracking. We present a thread tracking method which we use for automating surgical suture “tail-shortening”, i.e. pulling thread through tissue until a desired length of thread remains exposed. Initially, the robot grasps the needle close to the wound. It uses interactive perception to determine which portions of the reconstructed thread are on the needle side (head) vs slack side (tail). The system accomplishes tail-shortening by visually servoing the needle driver until a desired tail length remains.

to prevent the NURBS optimization from collapsing in the presence of distracting false detections or challenging thread configurations.

Experiments conducted on a physical Intuitive Surgical da Vinci Research Kit (dVRK) RSA demonstrate that the system utilizing our thread tracker achieves 18/20 successful trials on the tail-shortening task (shown in Figure 14.1).

This chapter makes three contributions: (1) A 3D surgical thread tracking algorithm, described in Figure 14.2 that combines a learned thread detection module trained on data collected in a self-supervised fashion with a NURBS spline optimization; (2) An interactive perception approach to suture thread tail-shortening which utilizes the thread tracker with visibility-maximizing manipulation to estimate the length of remaining thread tail; and (3) Data from experiments evaluating the perception components individually and applied to suture tail-shortening, achieving a 90% success rate.
Figure 14.2: **Overview of the first 4 modules: 2D Surgical Thread Detection, 2D Tracing, 3D Tracing, and 3D Tracking.** Left: For every stereo pair of images, we predict thread segmentation masks, then run a 2D tracer to compute the sequence of pixels along the thread. Top right: To initialize the 3D spline of the thread, we match points meeting both stereo image and tracer topology constraints and triangulate their positions in 3D. We initialize the 3D trace by fitting a 3D spline to these points. Bottom right: To update the 3D spline with new frames, we compute correction vectors in 2D as an average of vectors which push the projected 3D spline onto the new detection and push each projected 3D point to its corresponding point on the 2D trace. We then triangulate the correction vectors across both images and apply them to the 3D spline to perform an update.

## 14.2 Related Work

Detecting surgical thread from an RGB image has been previously explored in a number of different settings. Early approaches relying on analytic curvilinear detectors \cite{346, 348} work well when the thread is isolated and clearly visible, but fail in realistic scenes with shadows and occlusions. Similarly, Joglekar et al. \cite{349} assume that thread detections can be obtained from color segmentation; however, this may fail due to light glare, sensor noise, materials covering the thread (e.g., blood), and varying lighting conditions. Learning-based approaches generalize better to different backgrounds and lighting conditions, but require manual collection of large datasets. Lu et al. \cite{350} train a U-Net \cite{268} using semi-supervised learning leveraging hand-labeled images for supervision which are time consuming to obtain. We use a self-supervised data collection method that extracts labels autonomously using UV light \cite{345}, allowing the system to collect 10 labeled images per minute.

Lu et al. \cite{350} propose using a 3D graph to represent the triangulated 3D candidate thread points. The method then computes a minimum energy path through the graph and uses it as the 3D model of the thread. Joglekar et al. \cite{349} propose using a minimum variation spline to represent the suture. This results in a smooth reconstruction with less tight curvature and yields a confidence value along the spline model which is useful to chose a grasp point along the thread. Both methods mentioned above fully reconstruct the model on each frame, ignoring prior frames, making them more susceptible to one-off missing or
false detections. Padoy et al. [348] assume the 3D spline has been initialized in advance, and focus on tracking the spline across frames. However, this work assumes that the length of the thread is constant, which limits its applicability to certain applications like tail shortening or knot tying. Jackson et al. [346] propose an approach to jointly trace and reconstruct a 3D spline from stereo images as well as a tracking method using pixel-space error minimization. However, their approach assumes a known initial tracing point, manually defined using a space mouse. In contrast, we leverage tracing of 2D splines to address missing or occluded parts of the thread and use an approach which does not rely on a user-defined seed point. Furthermore, our method tracks the spline across frames, increasing its robustness to noisy detections.

Goldberg et al. [243] investigate how a robot can use active perception to recognize the shape of an object by moving a touch sensor to trace its contours. Bajcsy [118] defines active perception as the search for models and control strategies for perception which can vary depending on the sensor and the task goal, such as adjusting camera parameters [119] or moving a tactile sensor in response to haptic input [243]. Similarly, interactive perception, as explored by Bohg et al. [220], utilizes robot interactions to enhance perception. Interactive perception has been used in robotic manipulation to extract kinematic and dynamic models from physical interactions with the environment [351] and to improve the understanding of a scene in the presence of occlusions and perception uncertainty [220, 244, 246]. Murali et al. [352] leverage feedback from visual and tactile sensors to estimate the pose of partially occluded objects in cluttered environments. Danielczuk et al. [246] propose the mechanical search problem, where a robot retrieves an occluded target object from a cluttered bin through a series of targeted parallel jaw grasps, suction grasps, and pushes. Novkovic et al. [244] use a robot to move a camera and interact with the environment in order to find a hidden target cube in a pile of cubes, while Shivakumar et al. [347] use interactive perception to reduce perception uncertainty when untangling long cables.

In this chapter we propose an interactive perception-based approach to surgical suture tail-shortening. The robot tensions the thread to create a sharp angle between the taut thread on the extraction side of the suture and the slack thread on the insertion side. This forces the thread into a linear configuration to facilitate perception. The robot then pulls the thread through the suture until the desired length of slack thread is detected at the tail.

14.3 Problem Statement

Using stereo RGB images, we want to accurately track the state of a surgical thread and use these state estimates to automate the task of surgical tail-shortening.

We define the workspace using a cartesian \((x, y, z)\) coordinate system. The workspace consists of a bimanual dVRK robot [353]; a Simulab TSP-10 human organ phantom; and a fixed ZEDm RGB stereo camera, which outputs images at 1280x720 pixel resolution. The camera is angled at the robot and phantom such that the whole reachable workspace of the
robot is captured in the field of view. We work with undyed (beige) Polysorb\textsuperscript{TM} surgical suture thread from Covidien. The sutures are of variable length between 10 and 40 cm, with 2-0 USP Size (0.35-0.399 mm in diameter) and are attached to a GS-21 needle or similar. The length, diameter and needle size of the suture are unknown to the algorithm.

We make the following assumptions:

1. The robot-to-camera transform is known.

2. During test time, the thread and phantom configurations lie within the training data distribution. However, their pose does not necessarily correspond exactly to any pose seen in training.

14.4 Method

We decompose the problem of thread modeling and autonomous robot suture tail-shortening into five modules:

1. \textit{Learned 2D Surgical Thread Detection}: uses a convolutional neural network to segment the surgical thread in a physical mockup of a surgical environment. This module takes as input an RGB image of dimension 1280 \times 720 and returns a pixel-wise probability mask of the thread’s location.

2. \textit{2D Surgical Thread Tracing}: given the detection probability masks with potential gaps in the detections and false positives, identifies the sequence of image points along the thread.

3. \textit{3D Surgical Thread Tracing}: computes a 3D representation of the suture thread based on the traced thread. This algorithm takes the traces from 2 rectified stereo images as input and returns a 3D NURBS spline.

4. \textit{3D Surgical Thread Tracking}: adapts the 3D spline model to the current view of the scene. This module takes the traces from the current pair of rectified stereo images as well as the previous 3D spline as input and outputs an updated 3D spline.

5. \textit{Surgical Suture Tail-Shortening}: This module performs the surgical tail-shortening task using an interactive perception approach which leverages the 3D spline model computed by the previous modules.

An overview of how these modules are combined is shown in Figure 14.2.

14.4.1 Module 1: Learned 2D Surgical Thread Detection

We train a neural network to segment surgical thread from scenes using the self-supervised training approach proposed in Thananjeyan et al. \cite{345}. To collect labels automatically, we
paint the surgical thread with a UV-florescent paint. This paint is invisible under visible light but shines when illuminated with UV light. For each scene, the robot arms are moved to a new random position in the workspace, changing the thread configuration and RGB stereo images are recorded under both visible and UV light.

The label masks are extracted from the UV images using color segmentation. Train, validation, and test sets are split from disjoint subsets of scenes to ensure no cross-contamination of the sets from the same state. Using this self-supervised data collection technique, we are able to acquire 10 labeled images per minute (visible light stereo images with corresponding labels extracted under UV light). The image size of 1280 x 720 pixels is chosen to maximize the tradeoff between resolution (which aids in segmenting the thin thread) and inference speed (2.5 FPS on our test computer using an NVIDIA 2080 GPU).

We train a U-Net \cite{268} to detect surgical thread from a single RGB image. We train our model on 1320 images of size 1280 x 720 for 400 epochs. We specifically choose not to upweight false negatives, as would be expected from the ratio of background pixels to thread pixels, as this yields predictions that are biased towards precision over recall. This is desirable because the 2D tracer is able to bridge missing thread detections but can get confused by false positives.

14.4.2 Module 2: 2D Surgical Thread Tracing

We adapt the analytic cable tracing method from Shivakumar et al. \cite{347} to trace the path segments from the 2D thread detection masks. However, instead of generating all possible global paths, this work leverages heuristic scoring rules similar to those proposed by Viswanath et al. \cite{354} and Keipour et al. \cite{355} to generate a single global trace. In contrast to the learning-based method proposed in \cite{354}, which detects and traces cables simultaneously, we propose an analytical method. The method proposed in \cite{355} is similar in the sense that it uses scoring functions that prioritize traces which cover more of the cable and have lesser changes in angle. However, they model the thread as a chain of cylinders whereas we
fit a 2D spline onto the traced detections to bridge gaps. The analytic thread tracer locally traces contiguous segments and greedily stitches them together, as described in Algorithm 5.

**Algorithm 5 2D Surgical Thread Tracing Algorithm**

**Require:** $D \leftarrow$ pixelwise thread detection

- mask $\leftarrow D > \text{thresh}_d$
- mask $\leftarrow$ mask $-$ (conn components with area $< \text{thresh}_a$)

```
path_segs $\leftarrow []$
while sum(mask) $> \text{thresh}_s$ do
    start_point $\leftarrow \text{argmax}(D)$
    paths $\leftarrow$ sgtn2tracer(mask, start_point).
    best_path $\leftarrow \text{argmax}_{path \in \text{paths}} \text{score}(path)$
    On mask, set points along best_path to 0.
    Append best_path to path_segs.
    while length of path_segs $> 1$ do
        find $i, j$ within path_segs with lowest matching cost
        new_seg $\leftarrow$ merge of path_segs[i] and path_segs[j]
        add new_seg to path_segs
    return path_segs[0]
```

14.4.3 Module 3: 3D Surgical Thread Tracing

As in prior work [346], we model the suturing thread as a 3D NURBS parametric curve. Instead of jointly tracing and reconstructing the thread, we use a dedicated 2D tracer to compute the sequence of thread pixels in both images before reconstructing the 3D thread model. The spline parameter $t \in [0, 1]$ describes the normalized distance along the spline.

To start the 3D tracing method, a 2D NURBS spline defined by 32 control points is fitted to the traces in both images using a least squares approximation. The number of control points is chosen to allow a sufficient amount of flexibility to the spline so that it can approximate tight curves common in suturing thread.

Next, we triangulate these 2D splines into 3D to estimate the thread state. We therefore propose the following stereo-matching approach: The left trace spline point $p^L_i$ is located at spline parameter $t^L_i$ along the spline and has pixel coordinates $[u^L_i, v^L_i]$ for width and height respectively, starting from the top left corner. For each point along the left spline $p^L_i$, a corresponding point on the right spline $p^R_{j(i)}$ is found which minimizes the difference between spline parameters $t^L_i$ and $t^R_{j(i)}$ and satisfies rectified stereo image properties. Specifically, the right image point should have the same vertical coordinate than the left image point except for a tolerance of up to $\alpha = 5$ pixels (condition a). $p^R_{j(i)}$ must be further left within the image than $p^L_i$ (condition b). The right spline candidates must be further along the spline than the
last matched right spline point (condition c). \( t^L_i \) and \( t^R_{j(i)} \) must be within a distance \( \beta = 0.05 \) (condition d). For a given value of \( i \), we seek to solve

\[
j(i) = \arg\min_j |t^R_j - t^L_i|
\]

such that a) \( |v^L_i - v^R_j| \leq \alpha \), b) \( u^R_j \leq u^L_i \), c) \( t^R_j > t^R_{j(i-1)} \forall i \), d) \( |t^R_j - t^L_i| \leq \beta \).

The matched points are then triangulated using the camera intrinsics to obtain their 3D position. A 3D NURBS spline model is then fitted to the triangulated points using least-squares optimization. The values for \( \alpha \), \( \beta \) and a rejection threshold for bad reconstructions were set empirically as a trade-off between reconstruction quality and number of discarded frames.

14.4.4 Module 4: 3D Surgical Thread Tracking

Inspired by Jackson et al. [346], we compute 200 correction vectors to update the coordinates of the 3D spline control points between frames. The number of correction vectors was set as a trade-off between tracking accuracy and computation speed. The thread tracking computation time is under 2.5 FPS which is the frame rate of the 2D learned surgical thread detection module as described in Section 14.4.1. Instead of an energy minimization approach to compute correction vectors, we compute correction vectors using the 2D splines fitted on the current stereo traces. The 2D correction vectors are obtained as a sum of two vectors, \( c_{\text{mask}} \) and \( c_{\text{trace}} \). \( c_{\text{mask}} \) is a vector in image space pointing towards the closest point on the prediction mask. \( c_{\text{trace}} \) matches the point of the 2D spline fitted on the 2D trace at parameter \( t \) with the point at parameter \( t \) of the projected 3D spline. The 2D correction vectors from both stereo images are triangulated to find 3D correction vectors. Both 3D correction vector terms are averaged to obtain the final set of correction vectors.

Using only the distance correction \( c_{\text{mask}} \), the 3D spline tends to collapse as the segmentation mask of the thread does not constrain the 3D spline along the length of the thread. This is mitigated by the second correction vector, \( c_{\text{trace}} \), which assigns a fully constrained pixel location to each point along the projected 3D spline.

Given the correction vectors, an updated set of control points is computed using the least square control point update described by Jackson et al. [346].

14.4.5 Module 5: Surgical Suture Tail-Shortening

Initially, the thread passes through the phantom at one suture, with the needle held by one dVRK gripper. Excess thread of between 12-16 cm exists on the needle insertion side of the suture and needs to be pulled through while an unknown amount of thread has already been pulled through the suture. First, the robot uses interactive perception to estimate the needle extraction point by pulling the needle side of the thread taut. This is achieved by moving the needle upwards in positive z direction. The algorithm detects the needle end of the spline to be the one that has the highest z-coordinate. The system detects the taut segment of string by computing the tangent along the 3D spline and identifying a constant tangent
direction segment. The angle between the taut segment tangent and the following thread tangent is computed. Pulling the thread upwards leads to a sharp angle in the thread which is identified as the needle extraction point. The 3D thread spline is split into a slack-side and a needle-side at the extraction point and the length of the slack-side thread is computed.

The robot conducts the actual tail-shortening by performing a horizontal motion away from the computed wound location (i.e. the extraction point). We continuously run the 3D thread tracking module during this motion, terminating when the thread tail is less than 3cm.

Figure 14.4: Example 2D Thread Detections and 3D Traces. 2 example executions of the 3D thread tracing method. Left shows the left camera’s input RGB image, Middle shows the 2D thread detection prediction from the neural network, and Right shows the resulting reconstructed 3D spline reprojected into the camera image. The color indicates the path from red to orange.
Table 14.1: 2D Surgical Thread Detection Results

<table>
<thead>
<tr>
<th></th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
<th>Tier 4</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recall (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color thresholding</td>
<td>32</td>
<td>32</td>
<td>14</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td><em>Learned segment. (ours)</em></td>
<td>85</td>
<td>79</td>
<td>80</td>
<td>86</td>
<td>83</td>
</tr>
<tr>
<td><strong>Precision (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color thresholding</td>
<td>24</td>
<td>27</td>
<td>5</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td><em>Learned segment. (ours)</em></td>
<td>93</td>
<td>93</td>
<td>87</td>
<td>90</td>
<td>91</td>
</tr>
<tr>
<td><strong>IoU (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color thresholding</td>
<td>16</td>
<td>17</td>
<td>4</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td><em>Learned segment. (ours)</em></td>
<td>80</td>
<td>75</td>
<td>72</td>
<td>79</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 14.2: 3D Surgical Thread Tracing Results

<table>
<thead>
<tr>
<th></th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
<th>Tier 4</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean Reproj. Err. (pix)</strong></td>
<td>0.58</td>
<td>1.14</td>
<td>2.50</td>
<td>1.10</td>
<td>1.33</td>
</tr>
<tr>
<td><strong>Max Reproj. Err. (pix)</strong></td>
<td>13.34</td>
<td>20.61</td>
<td>62.16</td>
<td>43.17</td>
<td>62.16</td>
</tr>
</tbody>
</table>

14.5 Experiments

14.5.1 Modules 1-3: 2D Thread Detection and 2D & 3D Tracing

Setup

We test the first 3 modules by using the workspace described in Sec 14.3. The experiments begin with the needle in the right end-effector and the tip of the thread going through the phantom. We collect test examples from 4 difficulty tiers:

**Tier 1**: No self-intersection in thread, reversed phantom. **Tier 2**: ≥ 1 self-intersection in thread, reversed phantom. **Tier 3**: No self-intersection in thread, phantom facing up. **Tier 4**: ≥ 1 self-intersection in thread, phantom facing up. We collect and label stereo images for 5 scenes per tier for a total of 10 images per tier.
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Metrics

In this experiment, we evaluate the IoU, precision, and recall metrics of the segmentation mask with respect to human-labeled ground truth segmentation masks. To evaluate the 3D model of the thread, we report the reprojection error between the human-labeled ground truth thread segmentations and the projection of the 3D model of the thread into both stereo images.

Results and Failure Modes

Results for 2D thread detection and 3D thread tracing are presented in Table 14.1 and Table 14.2 respectively. Example detection masks and reconstructions are shown in Figure 14.4. Comparison with the color thresholding baseline clearly shows that the learned method is able to detect thread in low contrast scenes and in the presence of light reflections on the phantom. Note that while detections can miss segments of highly difficult thread (recall of 83%), the precision of predictions is 90%. Our detection model shows slightly better recall and IoU performance in the more difficult Tier 4 with respect to Tier 2. This difference is due to a scene in Tier 2 in which the thread has a particularly low contrast with the background and is thus not detected. The discrepancy lies in the error bars of this experiment. Lu et al. [350] report an average IoU of 85% with a recall of 93%. While these are impressive results, all their scenes have suturing threads lying on the ground plane without any tools that can cast shadows or reflective configurations that make segmentation more challenging.

The 3D surgical thread traces have an overall mean error of 1.33 pixels, showing that the reconstruction approximates the spline well in general. The 3D tracing fails on parts of the thread in 3 scenes, resulting in the high maximum reprojection error. These errors are mainly due to reflective bright edges on the phantom which lead to erroneous detections and 3D traces. Joglekar et al. [349], report reprojection errors between mean 0.4 and 1.1 pixels on 10 real scenes with printed surgical backgrounds. These results seem comparable to ours even though performance remains highly dependant on the particular scenes, making results hard to compare objectively.

14.5.2 Module 4: 3D Surgical Thread Tracking

Setup

Using the workspace setup described in Section 14.3, we thread the needle through the phantom and place it in the right gripper of the dVRK. We evaluate the thread tracking system on two trajectories: the “no loop” trajectory, a line in the image plane, and the “one loop”, an elliptical track above the phantom. The first trajectory avoids any occlusion or self-intersection of the thread, while the second incurs a challenging, self-crossing configuration.
Table 14.3: 3D Surgical Thread Tracking Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No loop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No tracking</td>
<td>0.30 pix</td>
<td>9.22 pix</td>
</tr>
<tr>
<td>With tracking</td>
<td>0.39 pix</td>
<td>5.39 pix</td>
</tr>
<tr>
<td>One loop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No tracking</td>
<td>5.37 pix</td>
<td>94.92 pix</td>
</tr>
<tr>
<td>With tracking</td>
<td>1.28 pix</td>
<td>16.26 pix</td>
</tr>
</tbody>
</table>

No tracking refers to computing a new 3D trace for every frame.
With tracking refers to using Module 4 and leads to a significantly better mean reprojection error in the more difficult “One loop” case.

Metrics

We report the same metrics as in the single-frame 3D tracing (Section 14.5.1) experiments. We manually label ground-truth segmentation masks in stereo images taken every 1 cm along the trajectory and evaluate the 3D thread model against them. This leads to 10 evaluation frames for the “No loop” trajectory and 9 for the “One loop.”

Results and Failure Modes

The results in Table 14.3 suggest that the method is able to track the thread reliably in both configurations. The “One loop” trajectory sees higher reprojection errors, as it presents a more challenging thread configuration for the tracer. The full tracking pipeline achieves a mean reprojection error of 0.39 pixels on the intersection-free trajectory and a 1.28 pixels on the loop-forming trajectory. Padoy et al. [348], report a mean reprojection error of 1.21 pixels. However, they use only short threads in configurations which present no self-intersections.

14.5.3 Module 5: Surgical Suture Tail-Shortening

Setup

We additionally test automated suture tail shortening using the workspace setup described in Section 14.3, with the needle threaded fully through the reversed phantom and held by the right end-effector. The tail of the thread is then placed arbitrarily in the workspace such that the entire suture thread is within the view of both the right and left stereo cameras.
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Metrics

We define a successful tail-shortening maneuver as a termination in which the final tail length lies within 1 cm of the desired value of 3 cm. We report the success rate of our pipeline on the tail-shortening task, as well as the mean absolute error between the achieved and desired length and the average time to completion for this task.

Results and Failure Modes

The proposed method achieves 18 successes out of 20 trials with a mean absolute tail error of 0.53 cm. The mean time to completion is 106.8 seconds. The method achieves a success rate of 90%, indicating that our pipeline provides high-confidence 3D traces using interactive perception. The main failure case occurs during the 3D tracing of the spline due to false detections on the human organ phantom.

14.6 Discussion and Future Work

The primary limitation is the uncertainty about the ability of the learned 2D surgical thread detection to generalize to new thread or phantoms, which will be addressed in future work. Also, the learned thread segmentation method remains vulnerable to false positive detections of light reflections from the edges of the human organ phantom. This could be mitigated in future work by adapting the lighting setup of the workspace.
Part VI

Conclusion
Chapter 15

Concluding Remarks

Efficiency and reliability are key objectives in practical applications of robot manipulation. Yet, increasing one can result in decreasing the other, as seen in Chapter 2 where increasing the efficiency and speed of an optimizing motion planner compromised system reliability and in Chapter 8 where increasing perception reliability for grasping slowed down the system, reducing efficiency. It is a common practice to develop a proof of concept showcasing that robots are able to perform a task, leaving it to users to optimize for efficiency and reliability. However, this is rarely straightforward, and as a result, many developments never get adopted. To facilitate the adoption of robot manipulation research in real-world applications, this thesis explores various tasks from different industries, with the goal of developing methods that are both efficient and reliable.

Across domains, applications and even robots, we observe that constrained optimization is effective for enhancing the efficiency and reliability of the system when we have a reliable model, as described in parts I, II, IV and V. However, in scenarios with high uncertainty in the dynamics of the system, or when we do not have a reliable model, methods involving active and interactive perception, along with self-supervised learning, prove to be more effective, as described in parts II, III, and V.

The primary contributions of this thesis are:

- We frame the objectives of increasing the efficiency and reliability of manipulation systems as constrained optimization problems, as shown in Chapters 2 to 5, 7, 12 and 13.
- We propose a procedure for warm starting an optimizing motion planner with an approximation from a deep neural network to reduce the planning time and improve the efficiency as described in Chapter 2.
- We formalize, tune, and learn acceleration constraints and 3D reconstruction objectives to improve the success rate and the reliability of motion planning and grasping as described in Chapters 3, 4, and 8.
• We develop active and interactive perception primitives to increase the system’s reliability when it is difficult to estimate its state, as presented in Chapters 6, 9 and 14.

• We use self-supervised learning to develop an efficient and reliable system when it is difficult to model its dynamics, as described in Chapters 4, 10, and 14.

• We introduce an efficient polyculture farming simulator that integrates parameterized models of plant growth, as well as plant interactions, and train a policy to optimize plant coverage and diversity over a short horizon, as presented in Chapters 11 and 12.

Looking forward, the aim is to bridge the gap further between robotic manipulation research and its practical, commercial applications. The concluding section of this thesis will discuss lessons learned and propose future research directions.

15.1 Lessons Learned

Throughout my PhD, I’ve had the privilege of working on many research projects with a broad range of topics and collaborating with a large number of collaborators. In the following subsection, I’ll discuss some of the important principles that have shaped my approach, hoping they will be of value to future readers.

15.1.1 Physical Experiments

Having a simulation of the robot and its environment is invaluable for quickly testing various hypotheses. However, in robotics, it is essential to also test the methods on a physical robot. This real-world testing reveals unique behaviors that highlight the limitations of the methods being developed. For instance, it was only through physical testing that we discovered the end-effector acceleration constraint, discussed in Chapter 3, was ineffective for suction grasping. This finding motivated the further research detailed in Chapter 4.

From conducting thousands of physical experiments, I’ve learned a key lesson: begin testing as early as possible. Physical experiments not only provide the most significant insights but also expose the majority of challenges, which can stem from unsuitable hardware, discrepancies between simulations and the physical environment, or incorrect assumptions. Starting early is important for the success of any robotics project.

15.1.2 Rejected Papers

Receiving a rejection from a journal or conference can be quite demotivating, especially after the extensive effort of working on a paper, incorporating feedback from collaborators, and making last-minute updates—only to receive a rejection notice months later. This experience can certainly be disappointing.
However, such rejections are part of the research process and can be beneficial. Detailed and high-quality feedback from reviewers can be invaluable, allowing us to improve our work significantly. This process of refinement and repeated exploration is the essence of research—continually searching and reevaluating until a breakthrough is achieved.

For instance, one of my papers was initially rejected from a conference, but the comprehensive feedback we received was instrumental in improving it. We applied the suggestions, and several months later, when the revised paper was accepted by a top-tier journal, we were not disappointed anymore.

15.2 Opportunities for Future Work

There are a number of exciting areas to explore in future work related to several chapters of this dissertation.

15.2.1 Reactive Motion Planning Around Moving Obstacles

GOMP-based methods, which we discuss in Chapters 2 to 5, are designed to plan open-loop, collision-free trajectories in environments where obstacles are fixed. These methods can plan trajectories in milliseconds, and we could potentially extend them to manage dynamic scenarios involving moving obstacles. One possible approach is to extend methods like DJ-GOMP, which we introduced in Chapter 2, using deep learning to accelerate re-planning trajectories as obstacles move.

However, several challenges arise when adapting these methods for moving obstacles. These include predicting future positions of the obstacles rather than merely reacting to their current locations, ensuring the system can safely stop if it cannot find a collision-free path, and effectively executing these trajectories on physical robots. Each of these aspects presents significant hurdles that need to be addressed.

15.2.2 Grasping Transparent Objects in Real-Time

The methods described in Chapter 8 have significantly reduced the cycle time for grasping transparent objects using NeRF, bringing it down from hours to several seconds. However, to make these methods suitable for industrial applications, we need to further accelerate the process by an order of magnitude. One strategy could involve incorporating grasp prediction directly into the NeRF model as an additional learned feature. Alternatively, exploring different models, such as Gaussian Splatting [356], might also achieve the desired speed-up.

15.2.3 Suture Planning in Real-Time

One challenge with open-loop planning is that it can be inaccurate due to dynamic changes in the environment. A potential solution is real-time replanning to adjust as changes occur,
such as a wound changing shape due to the forces applied during suturing. However, existing methods for this are often slow to converge. Similar to the optimization approach discussed in Chapters 2–5, which deals with a nonconvex optimization objective, we address this issue using Sequential Quadratic Programming (SQP). In this approach, the SQP is initiated with points that are evenly spaced along the wound.

A promising strategy for improving real-time performance could be training a neural network to provide a ”warm start” for the optimization process. This technique is similar to the one used in DJ-GOMP, described in Chapter 2 where the neural network accelerates the optimization by predicting a near-optimal solution, thereby enhancing efficiency and computation time.
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