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Abstract

Magnetic Resonance Imaging and Modeling of Brain Magnetic Susceptibility

by

Jingjia Chen

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Chunlei Liu, Chair

In magnetic resonance imaging (MRI), the human body’s magnetic susceptibility causes a
slight resonance frequency shift of the nuclear spins. This frequency shift is reflected in the
phase of MRI signals. By solving a magnetic dipole model using the frequency shift map,
we can recover the tissue’s local magnetic susceptibilities using a method called quantitative
susceptibility mapping (QSM). However, QSM is inaccurate if non-homogeneous magnetic
susceptibility sources exist within one imaging voxel. To address this issue, we developed a
compartmentalized tissue signal model named DECOMPOSE-QSM.

The DECOMPOSE-QSM considers three susceptibility components within one imaging
voxel: paramagnetic component, diamagnetic component, and neutral component which
is serving as the susceptibility reference. The multi-echo gradient echo signal of a voxel with
a susceptibility mixture can be expressed as the summation of the complex single exponen-
tial signal coming from each component. By solving for the parameters that characterize
this summation of three complex exponentials, paramagnetic and diamagnetic component
susceptibility maps can be resolved. An optimization-based solver is proposed to solve this
highly non-linear model. The solver alternates between solving three sub-problems: 1) a
constraint linear least square problem, 2) a log-modified constraint linear least square prob-
lem, and 3) a log-modified nonlinear constraint least square problem. Additionally, in an
attempt to accelerate the calculation, a deep learning-based solver is developed, which uses
a multi-layer perceptron framework to explore the signal model’s behavior in higher dimen-
sions. The DECOMPOSE-QSM is validated by imaging susceptibility mixture gel phantoms
made in-house and verifying the Curie’s Law relation for the paramagnetic components with
a series of temperature-varying imaging experiments.

Using the DECOMPOSE-QSM technique, the anisotropic paramagnetic susceptibility in the
brain was discovered with a multi-orientation dataset on a postmortem chimpanzee brain.
The paramagnetic susceptibility anisotropy is believed to be reflecting a microstructural
order of oligodendrocytes wrapping around axons. The anisotropy due to the arrangements
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of oligodendrocytes has been observed in previous studies using polarized light imaging. Our
finding is the first observation of such anisotropy using an MRI-based technique.
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time of each echo) is applied to dephase the spin. Gradients with bidirectional
polarities are applied to refocus the spin 16 times. The magnitude images of each
echo are shown in the first row; as it gets to the later echoes, the magnitude
image gets darker. The corresponding phase of each echo is shown in the second
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2.4 Susceptibility weighted imaging (SWI) reconstruction pipeline. Raw
phase from the GRE acquisition is first unwrapped and then high-pass filtered to
remove the slow varying background phase. Threshold the filtered phase by 0 to
create a vein mask. The mask is re-scaled such that the value < 1 for vein, and 1
otherwise. The scaled phase mask is then multiplied with the magnitude for four
times to create the SWI. The minimum intensity projection (mIP) of SWI along
the axial dimension shows the vesicular tree structure of the human brain. . . . 8

2.5 A standard pipeline of the single orientation QSM calculation. Mag-
nitude GRE image of the brain is used to create a brain tissue mask that is
later used to define the volume of interest during background field removal. The
raw phase is unwrapped and filtered to reveal the local tissue field map. Dipole
inversion is performed according to Eq. 2.8 to calculate the QSM. . . . . . . . . 10
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3.1 A cartoon illustration of the signal model and the scheme of the solver.
(A)Signal of a voxel with a mixture of paramagnetic and diamagnetic sources can
be decomposed into three pools of signal contributions. The signal outside the
susceptibility sources has zero phases. (B) A flowchart of the proposed algorithm.
The algorithm takes inputs of echo-time-dependent QSM and Magnitude to com-
pose the local signal. The proposed alternating-direction solver processes the
local signal and outputs the estimated unknowns. With the estimated param-
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3.2 Landscapes of di↵erent cost functions for the sub-problem of solving
for �+/�. Signal and ground truth of one region of interest (ROI) from the phan-
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feasible set, as �+ can only be positive and �� can only be negative. The orange
circle indicates the region of the ground truth susceptibilities of the ROI with
susceptibility mixture. Simple least square and does not give a good minimum
cost for the ground truth. The log-modified cost function gives the minimum
energy at the desired ground truth. With higher signal weighting of later TE, the
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3.4 DECOMPOSE-QSM of a healthy adult study participant. (A) Individual
parameter maps of DECOMPOSE results. First row: signal fraction maps show
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diamagnetic susceptibility in white matter, and a high fraction of neutral compo-
nent in the ventricles. The C0 map particularly reveals a clear delineation of the
thalamic subnuclei (arrow). Third and fourth row: The paramagnetic component
susceptibility (PCS) and diamagnetic component susceptibility (DCS) show the
existence of a sub-voxel mixture of paramagnetic and diamagnetic components
in both gray and white matter (arrows), which is not revealed in threshold QSM.
The composite susceptibility is comparable to the input STAR-QSM. The sub-
plots relate to the �� and DCS are displayed with inverted dynamic range to
have better visual contrast. (B) zoom-in view of four regions . . . . . . . . . . . 19
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3.5 An additional illustration of DECOMPOSE-QSM being applied to a
healthy adult study participant. Similar to Figure 3.4, the first row: signal
fraction maps show a high fraction of paramagnetic susceptibility in gray matter,
a high fraction of diamagnetic susceptibility in white matter, and a high frac-
tion of neutral component in the ventricles. The C0 map particularly reveals a
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paramagnetic component susceptibility (PCS) and diamagnetic component sus-
ceptibility (DCS) show the existence of a sub-voxel mixture of paramagnetic and
diamagnetic components in both gray and white matter (arrows), which is not
revealed in threshold QSM. The composite susceptibility is comparable to the
input STAR-QSM. The subplots relate to the �� and DCS are displayed with
inverted dynamic range to have better visual contrast. . . . . . . . . . . . . . . 21

3.6 Model fitting performance for an in vivo case. (A) Squared residual errors
of a representative in vivo brain slice resulting from DECOMPOSE model fitting.
(B) Magnitude and phase of four representative voxels in the illustrative brain
slices. Solid curves are the input signal, dotted curves are the fitted curves. . . . 22

3.7 Visual comparison of previously reported histology and DECOMPOSE
results. Photos A and B are histological staining of iron and myelin from Stüber
et al.[114] respectively. The middle plot is the zoomed-in view of a cortical region
of PCS and DCS (top) vs. threshold QSM (bottom). PCS matches the pattern
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4.1 Numerical simulation. (A) Spheres assigned either positive or negative suscep-
tibility with various radii are drawn randomly in a voxel space. (B) Illustration
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combinations of assigned parameters.(C E) Estimated parameters versus the
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composite paramagnetic component susceptibility (PCS) and diamagnetic com-
ponent susceptibility (DCS) show good agreement with the ground truth. (G)
The magnetic field perturbation outside the spheres has a negligible contribution
to the total phase of the voxel as shown over 100 random simulations, which
confirms the validity of the voxel field approximation. . . . . . . . . . . . . . . . 26

4.2 Phantom experiments. (A,B,D,E) Linear regression of R⇤
2 and QSM versus
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regression of R⇤
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4.3 Temperature variant experiment setup. Temperature profile estimated from
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temperature from calculating the chemical shift. The orange circles indicate the
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4.4 DECOMPOSE-QSM parameter maps of a brain stem specimen as a
function of temperature. The increasing trend of PCS is visible, while the
temperature-related change in DCS is minimal. The subplots relate to �� and
DCS are displayed with an inverted dynamic range to have better visual contrast. 30

4.5 DECOMPOSE-QSM results of another brain stem specimen as a func-
tion of temperature. GRE data were acquired with twelve echoes. Tempera-
tures range from 36 �C to 21 �C . The mean value is calculated from the non-zero
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4.6 DECOMPOSE-QSM results of a susceptibility-mixture phantom show-
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diamagnetic component are displayed with an inverted dynamic range to have
better visual contrast. The composition of each tube is shown in Figure 4.2K.
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⇤
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6.3 Tensor element maps for PCS, DCS, and QSM based STI tensor. A)
The 3 diagonal elements of the susceptibility tensors from di↵erent methods.
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bility. The conventional QSM based STI tensors have both positive and negative
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overall seems to be the composite of PCS and DCS based anisotropy with less
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highlighted by color-coded arrows. B) SA distribution for a di↵erent threshold
level of FA values. With a higher FA threshold, the mask picks out region with
more coherent white matter bundles. The DCS based SA distribution shift to-
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6.6 RGB Color-coded FA weighted primary eigenvector map of DTI, PCS-
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6.7 Angle di↵erence of primary eigenvectors between di↵usion tensors and
susceptibility tensors. Amask of FA> 0.3 is used to highlight the white matter
area. Angle 0� means the susceptibility tensor based primary eigenvectors align
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Chapter 1

Introduction

1.1 Magnetic Resonance Imaging

A compass can indicate north because the magnetized needle has the tendency to be aligned
with the Earth’s magnetic field. It turns out that the proton (1H, the hydrogen nucleus in
water molecules) behaves just like a little magnet.

Under a static magnetic field, the proton (hydrogen nucleus) tends to align with the
field and its intrinsic angular momentum (or ’spin’) precesses about the field at the ”Larmor
frequency” ! = �B0, where � is the gyromagnetic ratio. For a proton, � evaluates to 42.58
MHz/T. If only a static B0 field exists, a parallel alignment of the proton will reach an
equilibrium. When a transient radiofrequency (RF) magnetic field at the Larmor frequency
is introduced to the system of aligned spins, the spins will absorb the RF energy, and through
a resonating mechanism will feel a torque. The torque will push the spin slightly away from
being parallel with the B0 direction and the spin will start precessing. Despite the proton
spin itself and the resonating and precessing of a spin being quantum phenomena, a classical
description can be used to understand the mechanism of MRI. The motion of precession
can be imagined as a spinning gyroscope being pushed a little bit. The gyroscope will
continue spinning but now about a rotating axis. Eventually, since there is a static B0

field, the spins will re-align and reach equilibrium again. This process of returning to the
parallel alignment state is often called ”relaxation”. We can use a three dimensional vector
M(t) = Mx(t)x̂+My(t)ŷ +Mz(t)ẑ to describe the spin dynamics where ẑ is defined as the
B0 direction which the spins are rotating about. As the spins go through relaxation, Mz(t)
in the longitudinal axis recovers while Mx and My in the transverse plane decay.

Di↵erent parts of the human brain contain di↵erent tissue compositions, creating a vary-
ing micro-environment where the water protons will have relaxation at various rates. The
precession of spins (little magnets) will induce current flowing in the receiver coils (Lenz’s
Law). When the precession of spins disperses due to variations in the local tissue composi-
tion, the signal received from the coil will reflect such relaxation di↵erences. Specifically, if
the pulsed RF field is applied every TR period, and the sampling is always taken at a certain
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time TE after each RF pulse, the received signal is proportional to the magnitude of the
transverse magnetization Mxy. The MR signal is usually represented as a complex quantity
and written as Mxy = Mx+ iMy, where i is the complex unit. The Mx and My are measured
with orthogonal channels and

p
M2

x +M2
y gives the magnitude in MRI; \(Mxy, x̂) gives the

phase in MRI.

1.2 Organization

This dissertation is concerned with complex (both magnitude and phase) MRI signal mod-
eling to reveal magnetic susceptibility in the brain. Chapter 2 reviews the contribution
of magnetic susceptibility to the formation of MRI signals and common MRI contrasts for
revealing biological tissue’s magnetic susceptibility. Chapter 3 introduces DECOMPOSE-
QSM, a voxel signal model, and an optimization-based solver for resolving paramagnetic
and diamagnetic susceptibility mixtures. Chapter 4 provides two validation experiments
for the DECOMPOSE-QSM. Chapter 5 discusses the potential clinical applications for
DECOMPOSE-QSM in degenerative diseases. Chapter 6 extends the DECOMPOSE-QSM
to the susceptibility tensor model and describes the recovery of the paramagnetic suscep-
tibility anisotropy using MRI-based techniques. Chapter 7 considers the practical impact
of pre-processing methods on the results of DECOMPOSE-QSM and susceptibility tensor
imaging. Chapter 8 describes a multi-layer perceptron framework for accelerating the param-
eter fitting process of the DECOMPOSE-QSM. Chapter 9 provides potential applications
and future directions. Chapter 10 is an appendix for details of derivations and calculations
for the DECOMPOSE-QSM model.
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Chapter 2

Magnetic Susceptibility in MRI

2.1 Magnetic Susceptibility of Biological Tissue

The human body consists of many di↵erent types of molecules, and each one of them contains
a di↵erent atomic configuration. The electron cloud of each molecule can be polarized under
the strong static B0 field. A physical quantity called volume magnetic susceptibility describes
how much a certain type of tissue can be polarized by the main static field. A piece of tissue
with susceptibility � under static field B0 generates a magnetization field m ⇡ �B0/µ0. This
induced magnetization perturbs the main B0 field, causing field inhomogeneity and further
a↵ecting the MRI signal. For a region with high magnetic susceptibility, the magnitude of
the MRI signal will decay faster due to the field inhomogeneity, and the magnetization field
will manifest as spatial variation in the phase of the MRI signal.

In biological tissue, there are mainly two types of magnetic susceptibilities, paramag-
netism and diamagnetism. Though the electron’s magnetic susceptibility is a quantum e↵ect
fundamentally, the classical macroscopic form of Maxwell’s equations and the classical elec-
tron orbital description is enough to understand this phenomenon and predict a material’s
behavior under a magnetic field (Figure 2.1).

The electron’s spin is like a tiny magnet. Note that the spin we are concern with here
is an electron spin, not a proton spin described in Chapter 1.1. Proton spins generate MR
signals, while electron spins perturb the magnetic field (B0 field) causing changes in proton
spins’ relaxation. Based on Pauli’s Exclusion Principle, two electrons with di↵erent spin
quantum numbers (ms = +1/2 or � 1/2) can reside at one atomic orbital (i.e. for one set
of principal, azimuthal, and magnetic quantum numbers) together, and we define these two
electrons as paired. On the other hand, electrons with the same magnetic quantum number
can not be at one atomic orbital together. An electron that occupies an orbital singly is
called an unpaired electron. When the electrons are fully paired in an atom, the total net
magnetic moment is zero. The B0 field will induce the movement of the electrons generating
a magnetic moment that is in the opposite direction of B0 (Lenz’s Law). The generated
magnetic moment locally weakens the main B0 field, and this is the origin of diamagnetism
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Figure 2.1: Examples of magnetic susceptibility. A) The atomic orbital configuration
suggests that Na atom is paramagnetic (due to the unpaired 3s single electron) while the
Na+ ion is diamagnetic (all the electrons are paired). B) Using molecular orbital theory,
the oxygen molecule O2 has unpaired electrons at the p molecular orbital, therefore O2 is
paramagnetic. C) The shape of the magnetic dipole moment z component field under B0.

(� < 0). When there are unpaired electrons, the classical description says that the net
magnetic moment is non-zero. Therefore, the unpaired electron spin will experience a torque
induced by the B0 field and align the electron’s magnetic moments (dipoles) with the B0 field.
This will locally strengthen the B0 field, and this is the origin of paramagnetism (� > 0).
The torque turning dipole moments to align with the B0 field takes thermal energy from the
environment, therefore, the paramagnetism is temperature dependent (Curie’s Law).

Most biological molecules are diamagnetic and the di↵erences in susceptibility among
those are on the order of 10�6 ⇠ 10�5. Therefore the field inhomogeneities due to the
susceptibility distribution of the tissue are on the order of ppm. The human brain consists
of 80% water [90]. Although water is slightly diamagnetic (� < 0), in MRI, we usually use
water as the susceptibility reference (�water := 0). In this way, oxygenated hemoglobin and
other iron-rich tissue are paramagnetic (� > 0). Myelin lipid, most proteins, and calcification
are then diamagnetic (� < 0).
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2.2 Gradient Recalled Echo MRI Signal

An MRI scanner acquires tissue signals from echoes. Either RF or gradient pulses can be
used to form such echoes. After the quick excitation RF pulse with a certain flip angle choice
(e.g. 90�), the spins have the tendency to recover while going through a dephasing process.
After a certain period of time T , if a 180 � pulse is applied, the spins will then dephase in
the opposite direction and refocus after another period of time T , and an echo of the signal
is then formed. Since this refocusing is caused by the RF pulse, all the dephasing e↵ects
during the initial time period T will be reversed and eventually cancel out after another time
period T .

Gradient recalled echo (GRE) imaging uses gradients to create such an echo of the signal.
After the excitation pulse with a certain flip angle choice ↵, a gentle gradient is applied to
intentionally dephase the spin for a certain period of time T followed by another same gentle
gradient but with di↵erent polarity for another time period T . In this way, the dephasing
caused by the first gradient with T duration is then reversed by the second opposite gradient,
and an echo is formed. This process can be repeated to create multiple echoes so long as
there is still enough signal intensity to be recorded (Figure 2.2). Compared to the spin-echo
formation, in the gradient echo case, only the dephasing e↵ect due to the first gradient is
recalled by the second gradient, therefore, any other dephasing e↵ects for example due to
susceptibility (or B0 field nonuniformity in general) are preserved in the signal envelope.

At voxel r with field nonuniformity �B(r) under B0 field, the GRE signal received by a
receiving coil tuned at Larmor frequency !0 = �B0 can be described as

S(t) =

Z
m0(r)e

�R2(r)te
�i!�B(r)t

dr (2.1)

where R2(r) is the transverse relaxation rate (R2 = 1/T2), !�B(r) = ��B(r) is the frequency
distribution due to field inhomogeneity and further causes the spins at location r to presses
out of phase and lose coherence.

A common in vivo case of strong susceptibility GRE signal e↵ect is the chemical shift
between water and fat. However, in the human brain MRI, this is usually ignored due to the
high concentration of water and a negligible amount of fat. In the case of a strong fat signal
(e.g. body MRI), water-fat separation needs to be performed (using the 3.5 ppm water-fat
resonant frequency di↵erence) before performing other susceptibility-related calculations.

2.3 Apparent Transverse Relaxation Rate (R⇤
2)

If the field is perfectly uniform within the imaging voxel, after the excitation pulse, every
spin will experience the same relaxation process and the spectrum line will be a very thin
peak. Now that there is field imperfection (non-uniformity), the spectral will be widened.
This spectral line broadening reflecting the inhomogeneity is called R

⇤
2 e↵ects. Integrating

Eq. 2.1 over an imaging voxel, due to the field variation across this voxel, the collective total
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Figure 2.2: 16-echo bipolar GRE sequence scan of a human brain. After the exci-
tation RF with flip angle ↵, a small gradient (with the duration to be half of the readout
time of each echo) is applied to dephase the spin. Gradients with bidirectional polarities are
applied to refocus the spin 16 times. The magnitude images of each echo are shown in the
first row; as it gets to the later echoes, the magnitude image gets darker. The corresponding
phase of each echo is shown in the second row; as it gets to the later echoes, the phase has
more wraps.

Figure 2.3: R⇤
2 reconstruction using multi-echo GRE magnitude images. Magnitude

signal of each imaging voxel of the multi-echo GRE follows exponential decay. R
⇤
2 can be

obtained by fitting the magnitude images with corresponding echo times to Eq. 2.2.
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signal magnitude will decay faster than the intrinsic R2 = 1/T2 indicates. This e↵ective
signal decay rate is referred to as the apparent transverse relaxation rate R

⇤
2 = 1/T ⇤

2 . By
choosing a proper flip angle, TE, and TR combination, this susceptibility-induced signal
magnitude e↵ect can be observed using GRE imaging sequences. The flip angle is chosen to
be the Ernst angle (↵ = cos�1(eTR/T1)) for the best magnitude signal intensity based on the
lowest possible TR. According to Eq. 2.1, the R⇤

2 is best observed when the echo time TE is
on the order of the T

⇤
2 = 1/R⇤

2 of the tissue.
To recover the R

⇤
2 mapping (Figure 2.3), at least two echoes of GRE images are needed

to fit the signal equation of voxel at r

|S(r, t)| = m0(r)e
�R⇤

2(r)t (2.2)

2.4 Susceptibility Weighted Imaging (SWI)

The slight variation of susceptibility can create a phase e↵ect in the GRE signal as well.
Consider a spin sitting very close to a magnetic susceptibility source, due to the perturbation
from the induced magnetization field, the spin will feel a slight change in the magnetic field.
Therefore the resonance frequency will change slightly accordingly, i.e. this spin might be
processing slightly faster or slower than the 1H’s Larmor frequency at the B0. In this case,
the phase of GRE signal can be expressed as

�(r, t) = ���B(r)t (2.3)

Susceptibility weighted imaging (SWI) [50] is a technique to enhance vessel and iron content
in the magnitude gradient echo images by the susceptibility’s phase e↵ect.

In most of the cases of in vivo imaging, the phase e↵ect is not only caused by local tissue
susceptibility, far away susceptibility source. This part of the non-local field is called the
background field. In SWI, a simple high pass filter is enough to remove the slowly varying
background field.

After filtering out the background phase, the local phase is threshold filtered and rescaled
to 0-1 range so that only the paramagnetic vein will be preserved. The magnitude T

⇤
2

weighted GRE image is then enhanced by multiplying this phase multiple times (the number
can be empirically chosen, and typically 4 times of this multiplication is performed) to
produce the SWI images (Figure 2.4). Further, by minimum intensity projection (mIP), a
venogram can be created.

The thresholding-scaling filter can be suboptimal for enhancing vein structures, especially
for the reason that the phase accrual of a cylindrical vein may be > 0 depending on the
angle between the vein and B0. A previous study by in silico simulation has shown that an
asymmetric triangular phase mask is more appropriate to visualize venograms using SWI
[22].
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Figure 2.4: Susceptibility weighted imaging (SWI) reconstruction pipeline. Raw
phase from the GRE acquisition is first unwrapped and then high-pass filtered to remove the
slow varying background phase. Threshold the filtered phase by 0 to create a vein mask. The
mask is re-scaled such that the value < 1 for vein, and 1 otherwise. The scaled phase mask is
then multiplied with the magnitude for four times to create the SWI. The minimum intensity
projection (mIP) of SWI along the axial dimension shows the vesicular tree structure of the
human brain.

2.5 Quantitative Susceptibility Mapping (QSM)

Quantitative Susceptibility Mapping (QSM) [78, 95] takes a step further from the SWI. It
models the underlying relation between local susceptibility, the local tissue field, and the
local phase.

As described before, the phase of the GRE signal is caused by both the background
field and the local tissue field. While visually the background field is mostly slow varying
(spatially), a simple high pass filter used in SWI will suppress some of the local tissue field
caused phase as well. A proper physical model needs to bridge the measured GRE phase
and the local tissue field. Luckily, within the volume of interests (VOI), the background field
originated from outside the VOI and can be characterized as a harmonic field [7] therefore
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it follows the Laplacian equation.

�total = �local + �background

r2
�background = 0 (background phase is harmonic)

r2
�total = r2

�local

(2.4)

Solving the last partial di↵erential equation with appropriate boundary conditions, the local
tissue field can be recovered.

Alternatively, we can explore the properties of the harmonic function, and one of them
is the mean value property. The average value of a harmonic function over a ball or sphere
is equal to the value at the center of that sphere. In order to directly recover the local
tissue phase many methods are proposed to filter out the background based on the harmonic
function description of the background field or the mean value property of the harmonic
function. Z

@Ballr(x)

�background dS = �background(x) (mean value property) (2.5)

The process of moving the sphere across the whole VOI can be described as a convolution
of a ball (Ball~)

�total = �local + �background

�total � Ball ~ �total = �local � Ball ~ �local

(� � Ball)~ �total = (� � Ball)~ �local

�local = (� � Ball)~�1 {(� � Ball)~ �total}

(2.6)

Therefore, by convolving and deconvolving this {� � Ball} kernel with the total field, only
the local phase will survive in the end.

With the local tissue field, QSM can non-invasively quantify the tissue magnetic suscep-
tibility [14, 32, 67, 78, 77, 121]. A common used quantitative model to link the underlying
susceptibility and the local tissue field is the magnetic dipole modelEq. 2.7.

�B(r) = �(r)~ d(r) (2.7)

The total tissue field is written as a summation of all the B0 induced magnetization dipole
field of each voxel: a convolution between the underlying susceptibility distribution and
the magnetic dipole kernel. To recover the underlying susceptibility distribution �(r) using
single orientation GRE measurements, an optimization problem of the following needs to be
solved

�(r) = argmin
�

kFT�1{D(k)X(k)}� �localk+ �R(�) (2.8)

where D(k) is the Fourier transform of the dipole kernel, X(k) is the Fourier transform of the
susceptibility distribution and FT�1{·} is the operation of inverse Fourier transform. The
kernel itself is heavily ill-posed, and the term of R(�) is the regularization term to control
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Figure 2.5: A standard pipeline of the single orientation QSM calculation. Mag-
nitude GRE image of the brain is used to create a brain tissue mask that is later used to
define the volume of interest during background field removal. The raw phase is unwrapped
and filtered to reveal the local tissue field map. Dipole inversion is performed according to
Eq. 2.8 to calculate the QSM.

the artifacts rising from inverting the ill-conditioned dipole kernel (e.g. STAR-QSM[123],
iLSQR-QSM[68], MEDI-QSM[81], etc. and deep learning based approaches [40, 135, 58]).
However, any regularization involves some level of parameter tuning and might cause a
smoothing e↵ect. If feasible, multi-orientation GRE measurements can be used to recover
QSM without regularization strategy (COSMOS-QSM[80]).

Tissue susceptibility change is involved in normal aging and many disease developments
in the brain. QSM has shown superior contrast and potential utilities in revealing iron level
alternation in brain aging processes [13, 14, 140], imaging myelination during brain develop-
ment [5, 140], imaging protein accumulations in Alzheimer’s disease (AD) [44], uncovering
dysmyelination [76] and demyelination in multiple sclerosis (MS) [26, 120, 128, 139], enhanc-
ing contrast of calcifications [33, 112, 119] as well as developing biomarkers for Parkinson’s
Disease (PD) diagnosis [9, 48, 49, 47, 55, 86, 106].

2.6 Susceptibility Tensor Imaging (STI)

Biological tissue’s bulk magnetic susceptibility can be measured non-invasively through QSM.
The tissue microstructure of an imaging voxel is very complex. In many brain regions, the
measured susceptibility depends on the angle between the underlying structure and the B0

field direction[71, 125, 126]. Similar to the description of di↵usivity anisotropy, susceptibility
anisotropy can be described by a second-order tensor. Using susceptibility measurements
at multiple B0 orientations, the second-order susceptibility information can be characterized
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using the susceptibility tensor model, namely the method of susceptibility tensor imaging
(STI) [74]. It has been shown that the major contribution to susceptibility anisotropy is from
the radially arranged myelin lipids concentrically wrapping around the axon. Therefore, STI
is able to reflect the orientations of white matter (WM) fiber tracts [71, 75, 124].

For tissue with anisotropic magnetic susceptibility, the susceptibility is no longer de-
scribed by a scaler but by a second-order tensor. The MR field perturbation caused by

anisotropic magnetic susceptibility tensor
$
� can be written as follows,

✓(t) = FT�1
n1

3
ĤTFT{

$
�}Ĥ� Ĥ · kk

TFT{
$
�}Ĥ

k2

o
�B0t (2.9)

where ✓ is the phase of gradient echo MR signal at certain sampling echo time t, Ĥ is the
vector representing B0 field with the magnitude being H, k is the frequency space coordinate,
� is the macroscopic susceptibility tensor described as a real-valued 3 ⇥ 3 matrix, � is the
gyromagnetic ratio, and FT{·} means the Fourier transform operation. The relation in Eq.
2.9 is defined in the subject reference frame It can also be written in the lab frame (the
scanner frame) as

✓(t) = FT�1
n1

3
FT{�33}�

1

3

k2
3

k2
FT{�33}

o
�B0t (2.10)

According to Eq. 2.10, the rotation of the sample with respect to the B0 di-
rection (z-axis) corresponds to the rotation of the susceptibility tensor. Specifically,

Measured Susceptibility = �33 = R
$
� R

T . R is the rotation component of the transfor-
mation matrix from each direction to the reference direction.

The inverse problem of the STI model is intrinsically ill-posed when the range of angles is
limited. Various approaches have been proposed to improve the robustness of reconstructing
STI while mitigating the artifacts. Generally, three types of regularizations are used: 1)
using DTI or susceptibility to provide morphological prior in order to improve the STI
reconstruction [8, 73, 127]; 2) updating the STI model by allowing the antisymmetric artifact
component[24, 104]; 3) data-driven STI reconstruction using deep neural network[39].
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Chapter 3

DECOMPOSE-QSM: Separate
Diamagnetic and Paramagnetic
Components based on Gradient-echo
MRI Data

3.1 Introduction

Previously in Chapter 2, we introduced a non-invasive magnetic susceptibility measurement
using MRI phase contrast, namely quantitative susceptibility mapping(QSM). QSM, how-
ever, does not characterize the sub-voxel susceptibility distribution. With the limited reso-
lution (⇠ 1 mm) of MRI, a mixture of paramagnetic and diamagnetic susceptibility sources
(at molecular scales) may exist in one voxel. The frequency contribution from the opposing
susceptibility components may cancel each other in part or in whole, resulting in the total
QSM decreasing or appearing near zero. For instance, deep brain nuclei contain both para-
magnetic iron and diamagnetic myelin [29, 52, 114]; fibrotic livers commonly contain both
paramagnetic iron and diamagnetic collagens [4, 92, 122]; kidney inflammation and fibrosis
contain both paramagnetic iron and diamagnetic collagens [131]; �-amyloid may colocalize
with iron in AD brains [20, 36, 64]. Therefore, the ability to separate the opposing sus-
ceptibility sources at the sub-voxel level will provide a more specific quantification of the
magnetic properties of tissue.

There have been a few attempts to separate the opposing susceptibility sources [62, 100].
Lee et al. used both R2 and R

⇤
2 measurements to obtain the estimation of R0

2. R
0
2 is con-

sidered to be linearly a↵ected by absolute susceptibilities, while frequency shift is modeled
as a linear composition of susceptibilities convolving with the magnetic dipole kernel. Ad-
ditionally, MEDI regularization [81] was used to reduce artifacts. In Schweser et al.’s work,
both R

⇤
2 and bulk susceptibility � are assumed to depend linearly on the concentration of

iron, the concentration of myelin, and a constant term. The coe�cients are pre-calculated
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from postmortem study and magnetization transfer saturation (MTS) images. These models
assume that voxel-average magnetic susceptibility is the linear summation of paramagnetic
and diamagnetic susceptibility. However, the fundamental signal progression of a multi-echo
gradient echo sequence (GRE) involves complex exponentials. While the linear approxima-
tion holds when the phase accumulation is small, in general, this is not the case as it has
been shown that the phase evolves nonlinearly as a function of echo time in many brain
regions [28, 110].

Hereby, we model the problem with three-pool complex exponentials and develop an
algorithm to estimate the opposing susceptibility sources within a voxel using solely multi-
echo GRE data. We refer to the method as DiamagnEtic COMponent and Paramagnetic
cOmponent SEparation or DECOMPOSE-QSM.

3.2 Three-pool DECOMPOSE-QSM Signal Model

DECOMPOSE-QSM is based on a 3-pool signal model. Each voxel is considered to be
composed of three distributed pools of magnetic sources: paramagnetic, diamagnetic, and
magnetically “neutral” (with respect to the reference susceptibility of the imaging volume)
components (Figure 3.1A). Paramagnetic and diamagnetic sources are modeled as spheres
that produce dipole fields outside the spheres but contain uniform magnetization within.
The GRE signal of each pool is characterized by a complex exponential with its magnitude
following an exponential R⇤

2-decay and its frequency shift proportional to its magnetic sus-
ceptibility after the magnetic field contribution from outside the voxel is deconvolved. For
the neutral pool, the frequency shift is zero. The total GRE signal of the voxel is a weighted
summation of these three pools.

The sub-voxel structure in Figure 3.1A illustrates the complex signals originating from
multiple compartments. There are 3 components in such a voxel: the paramagnetic com-
ponent with volume susceptibility �+ and transverse relaxation rate R

⇤
2,+, the diamagnetic

component with volume susceptibility �� and transverse relaxation rate R
⇤
2,�, and the ref-

erence susceptibility medium with volume susceptibility �0 = 0 and transverse relaxation
rate R⇤

2,0. The reference susceptibility is generally the mean susceptibility within the field of
view dominated by water. As derived in Chapter 9.1, transverse relaxation rate is a linear
function of corresponding susceptibility at the static dephasing regime [23, 133].

R
⇤
2,+,� = a |�+,�|+R

⇤
2,0 (3.1)

where a = 2⇡
9
p
3
�B0 (details are in Chapter 9.1) that evaluated at 3T is 323.5 Hz/ppm.

The intercept of the linear approximation of R⇤
2 (�) corresponds to the transverse relaxation

rate of the reference susceptibility medium R
⇤
2,0.

The susceptibility sources are initially modeled to be spherical. Later, we show that the
specific geometry has little influence on the components’ susceptibility we define. For the
phase of each susceptibility source, as long as the majority of the dipole field is within the
voxel, the total field perturbation of the voxel will predominantly come from the interiors of
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Figure 3.1: A cartoon illustration of the signal model and the scheme of the solver.
(A)Signal of a voxel with a mixture of paramagnetic and diamagnetic sources can be decom-
posed into three pools of signal contributions. The signal outside the susceptibility sources
has zero phases. (B) A flowchart of the proposed algorithm. The algorithm takes inputs
of echo-time-dependent QSM and Magnitude to compose the local signal. The proposed
alternating-direction solver processes the local signal and outputs the estimated unknowns.
With the estimated parameters, maps of paramagnetic component susceptibility (PCS) and
diamagnetic component susceptibility (DCS) are constructed respectively.

the spheres as the exterior fields cancel out due to the symmetrical dipole field distribution
(Chapter 9.2). Thus, the field perturbation contributing from the inside of the sphere is
then Bz,in = 2

3�B0, where � is the volume susceptibility of the source and B0 is the external
static field strength.

Therefore, the total GRE signal S (t) of the voxel with the three components can be
written as

S
�
t;C+, C�, C0,�+,��, R

⇤
2,0

�
=C+e

�(a�+ + R⇤
2,0 + i 23�+�B0)t

+ C�e
�(�a�� + R⇤

2,0 + i 23���B0)t

+ C0e
�R⇤

2,0t

(3.2)

with C+, C�, C0 indicating the concentrations of the corresponding components.
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3.3 Solving for parameters of DECOMPOSE-QSM

3.3.1 Algorithm Design

To estimate the unknowns (C+, C�, C0,�+,��, R
⇤
2,0), we solve the following optimization

problem,

min
C+,C�,C0,�+,��,R⇤

2,0

f
�
S
�
C+, C�, C0,�+,��, R

⇤
2,0; t

�
, y (t)

�
(3.3)

where y (t) is the measured multi-echo complex signal and f (·) is the objective function.
We define y (t) and f (·) as follows. The raw signal of a voxel contains phase contribution
from sources outside the voxel while our signal model in Eq. 3.2 contains only sub-voxel
contributions. To ensure that y (t) is consistent with our model, rather than using the raw
signal, we synthesize a local signal with magnitude M (t) as follows

y (t) = Mte
�i�in = M(t) e�i 23�(t)�B0t (3.4)

where M (t) is the magnitude of the raw signal. Note that the QSM of each echo, � (t), is
used instead of the average QSM across all echoes. The reason is that with the susceptibility
sources being a mixture, the phase evolution is bound to be echo-time dependent [28, 109].
By using the QSM to synthesize the signal, we eliminate background phase contribution
from outside the voxel.

The parameters to be estimated can be categorized into two classes: nonlinear parameters
(��,�+, R

⇤
2,0) and linear parameters (C+, C�, C0). If only the linear parameters were to be

estimated, the problem would have been perfectly convex, and a least square objective func-
tion would have su�ced. However, if the least square option is used as the objective function,
the optimization will be largely dominated by the magnitude e↵ect as tissue susceptibility
induces a relatively small phase shift. On the other hand, if only nonlinear parameters were
to be estimated, taking a logarithm of the modeled signal will linearize the model and ensure
phase information weighs significantly in the objective function. The landscape in 3.2 shows
the necessity of the logarithm modification and TE weighting for solving for �+/�.

With these considerations, we divide the optimization problem of Eq. 3.3 into three
sub-problems as follows,

min
C+,C�,C0

kS
�
C+, C�, C0; t,�+,��, R

⇤
2,0

�
� y (t)k2

s.t. : C+ + C� + C0 = 1

0 < C+,�,0 < 1

(3.5)

min
R⇤

2,0

klog
�
S
�
R

⇤
2,0; t, C+, C�, C0, �+,��

��
� log (yt)k2

s.t. : R
⇤
2,0 > 0

(3.6)
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Figure 3.2: Landscapes of di↵erent cost functions for the sub-problem of solving
for �+/�. Signal and ground truth of one region of interest (ROI) from the phantom exper-
iments(4) are used here for illustration. The white box indicates the feasible set, as �+ can
only be positive and �� can only be negative. The orange circle indicates the region of the
ground truth susceptibilities of the ROI with susceptibility mixture. Simple least square and
does not give a good minimum cost for the ground truth. The log-modified cost function
gives the minimum energy at the desired ground truth. With higher signal weighting of later
TE, the desired ground truth shows a more significant local minimum within the feasible
set.

min
�+,��

klog
�
S
�
�+,��, ; t, C+, C�, C0, R

⇤
2,0

��
� log (yt)k2

s.t. : 0.5 > |�+|, |��| > 0
(3.7)

The upper bound constraint of |�+

��, |��
�� is roughly calculated using TE=25 ms and B0=3T

to ensure the phase does not exceed 2⇡. The estimation for R⇤
2,0 has been singled out because

this parameter is a linear parameter after taking the logarithm Eq. 3.6. The modification of
taking the logarithm in Eq. 3.6 and Eq. 3.7 will not change the optimality since the logarithm
is monotonically increasing for variables > 0. The logarithmic operation is not performed
while solving for linear parameters (Eq. 3.5) to preserve the simplicity of the constrained
linear program. We solve these three sub-problems in an alternating and iterative fashion
(Figure 3.1B). With the computational cost in mind, we find that alternating 10 iterations
among 3 steps is su�cient to achieve the optimality (Figure 3.3).

3.3.2 MATLAB Implementation

The algorithm and all the computing procedures are implemented in MATLAB 9.7 (The
Math Works, Inc. MATLAB. Version 2019b) with Parallel Computing Toolbox and Opti-
mization Toolbox. Particularly, Eq. 3.5 and Eq. 3.6 are solved by “interior-point” methods
with “@lsqlin” function and Eq. 3.7 is solved through the “trust-region-reflective” method
with “@lsqnonlin” using a manually calculated Jacobian sparse pattern to accelerate. The
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Figure 3.3: Examination of the solver’s convergence. (A) Objective function value of
a randomly chosen voxel normalized by signal intensity is dropping quickly within the first
10 iterations of alternating minimization. (B) Parameter maps and relative di↵erence maps
of in vivo experiments with 5, 10, 20, 30 iterations of alternating optimization procedure.

algorithm will be released under STI Suite (https://people.eecs.berkeley.edu/~chunl
ei.liu/software.html).

3.3.3 Paramagnetic Susceptibility Component (PCS) and
Diamagnetic susceptibility Component (DCS)

The model yields six estimated parameters. While we can simply use C+�+ and C��� to
quantify the sub-voxel paramagnetic susceptibility and diamagnetic susceptibility respec-
tively, such an approach does not fully account for the complex tissue environment. Instead,
we define a Paramagnetic Component Susceptibility (PCS) and a Diamagnetic Component
Susceptibility (DCS) computed based on the signal model as follows,

PCS =

P
t \

⇣
C+e

�(a�++R⇤
2,0+i 23�+�B0)t + (C0 + C�) e

�R⇤
2,0t

⌘

2
3�B0

P
t

(3.8)

DCS =

P
t \

⇣
C�e

�(�a��+R⇤
2,0+i 23���B0)t + (C0 + C+) e

�R⇤
2,0t

⌘

2
3�B0

P
t

(3.9)

The PCS or DCS represents the situation of a voxel where only a paramagnetic or diamag-
netic component exists along with a neutral medium. The quantity of each is nonlinear with
respect to the bulk susceptibility.

https://people.eecs.berkeley.edu/~chunlei.liu/software.html
https://people.eecs.berkeley.edu/~chunlei.liu/software.html
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Likewise, the composite susceptibility map is then defined as

Composite susceptibility =

P
t\

⇣⇣
C+e

�(a�++i 23�+�B0)t + C�e
�(�a��+i 23���B0)t + C0

⌘
e�R⇤

2,0t
⌘

2
3�B0

P
t

(3.10)
Since �± is defined as the volume susceptibilities of the sources, rather than bulk suscep-

tibility, the herein-defined PCS or DCS can be viewed as the bulk susceptibility with only
one susceptibility source and the reference susceptibility medium. PCS, DCS, and compos-
ite susceptibility are e↵ective QSM and are comparable measures with conventional QSM.
Later, we show that PCS and DCS can be reliably estimated and are less sensitive to the
choice of “a” in Eq. 3.1.

3.4 Testing on in vivo brain MRI data

3.4.1 MRI Processing

Raw complex images of one healthy subject from a previous study [55] were used in this
study. Imaging parameters for the multi-echo GRE sequence prescribed on the axial plane
were as follows: TE1/spacing/TE16 = 2.7/2.9/46.2ms, TR = 59.3ms, B0 = 3T, bandwidth
= 62.5 kHz, and a spatial resolution of 0.86⇥ 0.86⇥ 1.0mm3.

QSM reconstruction was performed with functions in STI Suite. The GRE magnitude
images of the first echo were used to mask and extract the brain tissue using the brain
extraction tool (BET) in FSL[108]. The raw phase was unwrapped using a Laplacian-based
phase unwrapping method [67, 98]. The background phase was removed with the V-SHARP
method[70, 130]. Lastly, STAR-QSM [123] was performed to compute the susceptibility
maps for each echo. For the in vivo scans, susceptibility values were referenced to the mean
susceptibility of the whole brain as it has previously been shown that no obvious systematic
bias is observed between analysis with and without reference to CSF [69]. For the ex vivo
scans, due to the lack of a common reference for QSM across the temperatures, the resulting
ex vivo temperature-dependent QSM maps are re-referenced to the region where R

⇤
2 value

has lower than 2 Hz standard deviation over time.

3.4.2 Results

Figure 3.4 shows a representative case of the DECOMPOSE being applied to a healthy
subject’s brain. Additional illustrations of another healthy subject are shown in Figure 3.5.
The calculation time of one axial slice is ⇠250 seconds on a MacBook Pro with 2.8 GHz
Intel core i7 processor and with 16 GB memory. For 16 echoes of the signal, parameter
estimation converges at the majority region of brain tissue with a squared residual of less
than 0.1. The fitted complex signals for four representative voxels illustrate the general
goodness of fitting (Figure 3.6). The PCS and DCS show a good agreement with the known
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Figure 3.4: DECOMPOSE-QSM of a healthy adult study participant. (A) Indi-
vidual parameter maps of DECOMPOSE results. First row: signal fraction maps show a
high fraction of paramagnetic susceptibility in gray matter, a high fraction of diamagnetic
susceptibility in white matter, and a high fraction of neutral component in the ventricles.
The C0 map particularly reveals a clear delineation of the thalamic subnuclei (arrow). Third
and fourth row: The paramagnetic component susceptibility (PCS) and diamagnetic com-
ponent susceptibility (DCS) show the existence of a sub-voxel mixture of paramagnetic and
diamagnetic components in both gray and white matter (arrows), which is not revealed in
threshold QSM. The composite susceptibility is comparable to the input STAR-QSM. The
subplots relate to the �� and DCS are displayed with inverted dynamic range to have better
visual contrast. (B) zoom-in view of four regions
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distribution of paramagnetic and diamagnetic species in the human cerebral region (Figure
3.4 and 3.5). The DCS shows more complete white matter regions than simply taking
a threshold of QSM. The C0 map showed the highest values at the atrium of the lateral
ventricles and the anterior horns of the ventricles. These high values of C0 correspond to
the high concentration of cerebrospinal fluid (CSF) which has high free water fraction and
low susceptibility in those regions. Interestingly, the C+, C�, C0 map reveals distinctive
structural boundaries between subfields of the thalamus, reflecting a variation of free water
concentration among the various brain structures. The composite susceptibility shows a
minimal di↵erence from the input QSM. This confirms that DECOMPOSE-QSM preserves
the total volume susceptibility value.

Further, we compare DECOMPOSE results at frontal cortex regions with the histology
data reported in [114]. As shown in Figure 3.7, compared to the threshold QSM, PCS reveals
the iron content in cortical white matter and the DCS map matches the pattern of the myelin
content, visually more consistent with histology.

3.5 Conclusion

The proposed DECOMPOSE-QSM algorithm utilizes both the phase and magnitude infor-
mation to separate susceptibility components within a voxel. The model consists of three
pools of susceptibility sources that are spatially distributed: zero susceptibility (reference
susceptibility), diamagnetic and paramagnetic susceptibility. We engineered a novel cost
function and developed an e↵ective optimization routine to solve the challenging nonlinear
inverse problem. DECOMPOSE-QSM provides six parameters and composite susceptibility
maps (PCS and DCS) to characterize the susceptibility compartments. More experiments
are needed to further validate the method and individual maps with independent measures
and test its applications.
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Figure 3.5: An additional illustration of DECOMPOSE-QSM being applied to a
healthy adult study participant. Similar to Figure 3.4, the first row: signal fraction
maps show a high fraction of paramagnetic susceptibility in gray matter, a high fraction of
diamagnetic susceptibility in white matter, and a high fraction of neutral component in the
ventricles. The C0 map particularly reveals a clear delineation of the subthalamic nuclei
(arrow). Third and fourth row: The paramagnetic component susceptibility (PCS) and
diamagnetic component susceptibility (DCS) show the existence of a sub-voxel mixture of
paramagnetic and diamagnetic components in both gray and white matter (arrows), which
is not revealed in threshold QSM. The composite susceptibility is comparable to the input
STAR-QSM. The subplots relate to the �� and DCS are displayed with inverted dynamic
range to have better visual contrast.
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Figure 3.6: Model fitting performance for an in vivo case. (A) Squared residual
errors of a representative in vivo brain slice resulting from DECOMPOSE model fitting.
(B) Magnitude and phase of four representative voxels in the illustrative brain slices. Solid
curves are the input signal, dotted curves are the fitted curves.
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Figure 3.7: Visual comparison of previously reported histology and DECOMPOSE
results. Photos A and B are histological staining of iron and myelin from Stüber et al.[114]
respectively. The middle plot is the zoomed-in view of a cortical region of PCS and DCS
(top) vs. threshold QSM (bottom). PCS matches the pattern of iron staining while DCS
matches the myelin staining visually.



24

Chapter 4

Validating DECOMPOSE-QSM

4.1 Introduction

In the previous Chapter, the model of DECOMPOSE-QSM was introduced to resolve the
sub-voxel magnetic susceptibility mixture situation. A MATLAB implementation has shown
the model’s potential of separating paramagnetic and diamagnetic susceptibilities. In this
chapter, we validate the DECOMPOSE-QSM model and MATLAB solver using numerical
forward field simulations, phantom experiments, and ex vivo temperature-dependent MRI
scans.

4.2 Validation Experiments Methods

4.2.1 Numerical Simulation

The analytical forward field simulation was performed for 100 voxels independently with
each of them consisting of 1283 sub-voxels with TE1/spacing/TE16 = 2.5/2.5/40 ms, TR
= 42ms, B0 = 3T. Simulations are running with MATLAB 9.7 (The Math Works, Inc.
MATLAB. Version 2019b) on an Ubuntu 18.04.5 64-bit platform and 48 CPUs of Intel(R)
Xeon(R) Silver 4116 CPU with 2.10 GHz, 512 GB memory. For each simulation (i.e., each of
the 100 voxels), spheres with varying radius and pre-assigned susceptibility (� = 0.01 ⇠ 0.15
ppm) representing either diamagnetic or paramagnetic component are generated randomly
within this 1283 cubic (Figure 4.1A). The radius of these spheres was forced to be greater
than 6 sub-voxels to reduce the numerical error of digitizing a sphere. Histology study of
common pathological plaques with iron and protein aggregation are around the size of tens
to hundreds of microns [2, 83, 117](; the randomized choices of susceptibility source’s radius
are to imitate such sub-voxel situations. Then a B0 field aligning with the z direction of the
voxel is applied. Induced forward field perturbation was calculated in an analytical fashion
for each sub-voxel using the superposition rule of the fields produced by the spheres. The
GRE signal of each sub-voxel is generated by a single component exponential function with
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its magnitude being an exponential decay (R⇤
2 = 20 Hz) and its phase is proportional to

the corresponding field perturbation at that sub-voxel. The signals from each of the 1283

sub-voxels are summed together assuming equal proton density to form the total complex
signal of the simulated voxel.

4.2.2 Gel Phantom

Agarose (Fisher Scientific) was mixed with water at 1% w./w. (with T2 is approximately
60 ms according to [136]) to achieve a typical T2 of biological tissue. The agarose water
mixture was heated up with a microwave oven until it is forming a homogeneous clear liquid.
The agarose gel solution is poured into a 1L cylindrical Nalgene jar (112 mm diameter
and 151 mm height) made from Polypropylene with seven cylindric placeholders. After
the agarose solution solidified, 20 mL holes (17.5 mm diameter) were made with a smooth
surface so that signal gaps and air bubbles can be avoided. These holes are then filled with
agarose gel mixed with di↵erent concentrations of susceptibility sources to form direct contact
with the outer embedding agarose gel. We use CaCO3 (Sigma-Aldrich) as the diamagnetic
species and Fe2O3 (Sigma-Aldrich) as the paramagnetic species. Two calibration phantoms
were fabricated with gradient concentrations of Fe2O3 (or CaCO3) to achieve estimated
susceptibility ranging from 0 ⇠ 0.15 ppm (or -0.1⇠ 0 ppm for CaCO3) to mimic typical
biologic tissue volume susceptibilities. One susceptibility mixture phantom was made to
validate the proposed model and algorithm. The mixture ratio of each cylinder is indicated
in Figure 4.2K The detailed parameters are listed in the supporting table (Table 4.14.2)

The phantoms were scanned on a GE MR750w 3T scanner (GE Healthcare, Milwaukee,
WI, USA). Each phantom was placed in the scanner with its long cylindrical axis aligned
with the B0 field of the scanner and was scanned axially with a three-dimensional multi-
echo gradient echo (GRE) sequence of the following scan parameters: TE1/spacing/TE16 =
1.47/1.63/25.9 ms, TR = 30.1ms, bandwidth = 62.5kHz, matrix size = 192⇥192⇥128, and
a native spatial resolution of 1.0⇥ 1.0⇥ 1.0mm3. QSM is calculated using the same pipeline
as described in 3.4.1.

4.2.3 Temperature Dependency of Paramagnetism

Following Curie’s Law, over a certain range of temperature and field strength, paramagnetic
susceptibility is approximately inversely proportional to temperature,

� (T ! 1) =
C

T
, (4.1)

where C is the material’s specific Curie constant. We use this relationship to validate
the resulting PCS. Specifically, the PCS is expected to be temperature dependent as param-
agnetic susceptibility in brain tissue is predominately caused by iron while the DCS should
remain stable as temperature changes. Such an e↵ect is visible through QSM according to
a previous study [16].
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Figure 4.1: Numerical simulation. (A) Spheres assigned either positive or negative suscep-
tibility with various radii are drawn randomly in a voxel space. (B) Illustration of magnitude
and phase signal progression for 3 simulated voxels with di↵erent combinations of assigned
parameters.(C E) Estimated parameters versus the ground truth are shown respectively.
(E) The simulation results mostly are in good agreement with ground truths. Results of �
that deviate the most from the ground truth are the cases when the concentration is low
(C+or� < 0.1). (F) The composite paramagnetic component susceptibility (PCS) and dia-
magnetic component susceptibility (DCS) show good agreement with the ground truth. (G)
The magnetic field perturbation outside the spheres has a negligible contribution to the total
phase of the voxel as shown over 100 random simulations, which confirms the validity of the
voxel field approximation.
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Figure 4.2: Phantom experiments. (A,B,D,E) Linear regression of R⇤
2 and QSM versus

concentrations of each species from each calibration phantom. (C F) Linear regression of
R

⇤
2 versus QSM for each calibration phantom. The linear slopes match the derivation from

static regime theory.



CHAPTER 4. VALIDATING DECOMPOSE-QSM 28

Figure 4.3: Temperature variant experiment setup. Temperature profile estimated
from water proton spectrum before each QSM scan. The blue circle is the estimated tem-
perature from calculating the chemical shift. The orange circles indicate the times of each
QSM acquisition.

Two human brainstems were fixed in non-bu↵ered 4% formalin for over 12 months, indi-
vidually, washed out in distilled water, and placed into a proton-free fluid called Fomblin (a
chemically inert perfluoropolyether fluorocarbon) prior to MRI scanning. Fomblin produces
no MRI signal and has a similar magnetic susceptibility to tissue [103]. The sample tube
was heated up using a hot water bath for 3 hours at 40�C just before the MRI scans. MRI
acquisition was performed using a 7T Magnetom (SIEMENS, Erlangen, Germany) with a
gradient amplitude of 70mT/m and a slew rate of 200 T/m/s, using an in-house built solenoid
coil with 28 mm of inner diameter, 34 mm outer diameter, and 130 mm length. Just before
placing the sample into the scanner, the temperature was measured using a digital infrared
thermometer.

QSM acquisition was repeated within 11 hours, while the brainstem was allowed to cool
down naturally until reaching thermal equilibrium at room temperature (20�C). One sample
was scanned with five echoes of TE1/deltaTE/TE5 = 4/3/16 ms, TR = 32 ms, and the
other with 16 echoes of TE1/deltaTE/TE16 = 4/3/49 ms, TR = 64 ms. The acquisition
time for each QSM sequence was 17 min 20 sec and 11 min 33 sec, respectively. For the
16-echo acquisition, due to the low SNR of images at later echoes, only the first 12 echoes
were adopted for further analysis.

Just before every new GRE sequence, a single-shot water-unsuppressed spectrum was
acquired, using a semiLASER sequence [31, 96, 107], with TE/TM/TR=7/26/9000ms. The
size of the voxel was 30⇥20⇥20mm3 including most of the brainstem. The acquired spectrum
allowed for the measurement of water chemical shift as a function of time, which was used
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to calibrate sample temperature (Figure 4.3). For the 16-echo data, due to a sequence error,
the spectrum information was not properly saved. The initial temperature before placing
the brainstem into the scanner was recorded to be 36�C and the end temperature was 21�C.
Figure 4.4 and 4.5 were drawn assuming the temperature change during natural cool down
is similar to that in the 5-echo data. QSM is calculated using the same pipeline as described
in 3.4.1.

4.3 Validation Experiments Results

4.3.1 Numerical Simulation

The analytical forward simulation is performed to justify the assumed model as well as to
measure the ability of the proposed solver for the noiseless case. The forward field and signal
simulation requires ⇠4 hours per voxel. With 24 CPUs of parallel computing, simulating
100 voxels can be completed in two days. Simulation shows that the magnitude profile of the
mixture model remains largely exponential as a function of TE, while the phase develops a
nonlinear TE dependency (Figure 4.1B), consistent with previous reports of TE-dependent
QSM in the brain [28, 109]. These results demonstrate that 1) it is necessary to use TE-
dependent QSM as the input, and 2) phase information needs to play a significant role in the
objective function to alleviate the di�culty of separating the summation of exponentials.

Parameter estimation results versus ground truths are shown in Figure 4.1C-F. In gen-
eral, estimations for linear parameters (C+, C�, C0) show less deviation from ground truths
than those of the nonlinear parameters (�+,��). Nevertheless, the composite paramagnetic
component susceptibility (PCS) and diamagnetic component susceptibility (DCS) agree with
the ground truth. The forward field simulation also confirms that the assumption of “total
field perturbation contributed from the outside sphere is nearly zero” is valid (Figure 4.1G).

4.3.2 Gel Phantom

Figure 4.6 illustrates the maps of each estimated parameter and the composite maps. The
halo-looking artifact is the streaking artifact viewed in the axial slice from QSM inversion.
The inversion algorithm, STAR-QSM, is optimized for in vivo susceptibility calculation,
where the susceptibility map of bio-tissue should not have sharp edges. The existence of
such artifacts is due to the sharp transition of susceptibility at the boundary of ROIs. The
C0 map successfully captured the region where the material is purely agarose gel with-
out any susceptibility species (referenced to water). The PCS and DCS maps verify that
DECOMPOSE-QSM is able to reveal the mixing situation of each cylinder while threshold
QSM can not reveal such information. This is especially striking in cylinders where the para-
magnetic and diamagnetic components’ contributions cancel out leading to nearly zero value
in the original QSM. The two calibration phantoms showed high linearity of R⇤

2 vs QSM
(Figure 4.2A-F). The linear slope of R⇤

2,+,� ⇠ �+,� is estimated to be 334 Hz/ppm for the
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Figure 4.4: DECOMPOSE-QSM parameter maps of a brain stem specimen as a
function of temperature. The increasing trend of PCS is visible, while the temperature-
related change in DCS is minimal. The subplots relate to �� and DCS are displayed with
an inverted dynamic range to have better visual contrast.
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Figure 4.5: DECOMPOSE-QSM results of another brain stem specimen as a func-
tion of temperature. GRE data were acquired with twelve echoes. Temperatures range
from 36 �C to 21 �C . The mean value is calculated from the non-zero mean of one represen-
tative slice. Note the paramagnetic component susceptibility is increasing with decreasing
temperature as expected.
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Figure 4.6: DECOMPOSE-QSM results of a susceptibility-mixture phantom show-
ing the parameters and composite susceptibility maps in comparison with thresh-
olding original QSM. Note that the subplots that relate to the diamagnetic component
are displayed with an inverted dynamic range to have better visual contrast. The composi-
tion of each tube is shown in Figure 4.2K. Arrows point at the regions of interest that show
visually significant improvement in the contrast of the mixture.
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Calibration Phantom 1 Calibration Phantom 2
ROI Fe2O3

Concen-
tra-

tion(mM)

Volume
(mL) of
2 mM
Fe2O3

(per 20
mL)

Measured
susceptibility

(ppm)

CaCO3

Concen-
tra-

tion(M)

Mass (g)
of

CaCO3

(per 20
mL)

Measured
susceptibility

(ppm)

1 0 0 0.002±0.006 0 0 -0.004±0.002
2 0.5 5 0.059±0.017 0.5 1.002 -0.032±0.011
3 0.75 7.5 0.089±0.016 0.75 1.502 -0.040±0.006
4 1 10 0.140±0.016 1 2.002 -0.055±0.019
5 1.25 12.5 0.162±0.018 1.25 2.502 -0.069±0.017
6 1.5 15 0.186±0.028 1.5 3.003 -0.073±0.018
7 1.75 17.5 0.209±0.031 1.75 3.503 -0.094±0.011

Table 4.1: Composition of calibration phantoms. The volume of each cylindrical ROI
is 20 mL. Fe2O3 agarose solution for each ROI is prepared from diluting 2 mM concentrated
Fe2O3 agarose solution with 1% agarose solution. CaCO3 agarose solution for each ROI
is prepared directly by the weight of CaCO3 powder. The susceptibility is measured from
STAR-QSM reconstruction. Two calibration phantoms were made to calibrate for the mea-
surable ground truth volume susceptibility.

Fe2O3 phantom and 371 Hz/ppm for the CaCO3 phantom. These values agree with the the-
oretical calculation of 323.5 Hz/ppm. As shown in Figure 4.2G-L, the DECOMPOSE-QSM
calculation is able to separate the paramagnetic and diamagnetic components. Despite some
inaccuracy, the estimated C+, C�,�+,�� values largely lie close to the reference red solid
line that indicates where a perfect estimation would fall onto. On the other hand, the para-
magnetic component susceptibility (PCS) and diamagnetic component susceptibility (DCS)
estimations are highly accurate. The composite susceptibilities align with the input mean
QSM (Figure 4.2I,). Detailed numbers are included in Table 4.1 and 4.2.

A Previous study has investigated the potential phase temporal artifact caused by
Laplacian-based unwrapping and filtering [28]. To validate that the nonlinear phase evo-
lution we observed is not a confounding result from Laplacian-based phase unwrapping [70,
130]), temporal-based phase unwrapping [80] was performed for each echo (Figure 4.7). Tem-
poral unwrapping retained significant spatial phase wraps when the field inhomogeneity is
too large for the echo spacing of this acquisition (�TE = 1.63 ms) or when SNR is low (Fig-
ure 4.7). Despite that, it is shown that at the earlier echoes, at regions when temporal-based
phase unwrapping is successful, the nonlinearity of the phase progression was still observed
and was similar to that of Laplacian-based unwrapping.
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Figure 4.7: Comparison of unwrapped phase based on Laplacian (V-SHARP)
method and temporal unwrapping method. (A) unwrapped phases relative to the first
echo of each phantom over an ROI are plotted against the echo time from the first up to the
eleventh echo. Echoes after the eleventh echo are discarded due to unreliable temporal-based
phase unwrapping. (B) Unwrapped phase maps of one representative sagittal slice of the
mixture phantom at each echo. Temporal-based unwrapping fails when field inhomogeneity
is too large or when SNR is too low.
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Mixture Phantom

ROI Ratio
of

Fe2O3

Ratio
of

CaCO3

Volume
(mL) of 1.0
mM Fe2O3

Volume
(mL) of 1.5
M CaCO3

Measured
susceptibil-
ity (ppm)

Predicted
susceptibil-
ity (ppm)

1 0.5 0.5 10 mL 10 mL 0.044±0.013 0.034
2 0 1 0 mL 20 mL -0.074±0.014 -0.073
3 0.15 0.85 3 mL 17 mL -0.046±0.022 -0.041
4 0.35 0.65 7 mL 13 mL 0.008±0.012 -0.001
5 1 0 20 mL 0 mL 0.146±0.021 0.140
6 0.85 0.15 17 mL 3 mL 0.121±0.023 0.108
7 0.65 0.35 13 mL 7 mL 0.086±0.018 0.006

Table 4.2: Composition of susceptibility mixture phantoms. The volume of each
cylinder ROI is 20 mL. 1.0 mM Fe2O3 agarose solution and 1.5 M CaCO3 agarose solution
are prepared and then mixed with di↵erent ratio. The susceptibility is measured from STAR-
QSM reconstruction. The predicted susceptibilities are based on calibration phantom results.

4.3.3 Temperature Dependency of Paramagnetism

DECOMPOSE-QSM was also validated using the fact that paramagnetic susceptibility is
temperature dependent. The temperature of the brainstem was estimated using water proton
chemical shift (Figure 4.3). The DECOMPOSE results of each set of data are presented as
line graphs and corresponding parameter maps. Detailed parameter maps of one sagittal slice
of each specimen are shown in Figure 4.8 and Figure 4.4. The resulting PCS showed more
visible increases than threshold QSM maps as the temperature decreases before reaching the
thermal equilibrium of room temperature. The DCS showed minimal changes across the
scans. With both 5 and 12 echoes, the increases in the resulting PCS are visually noticeable
(the increase of red color from left to right in the row of PCS) in the maps as the temperature
decreases. This trend is also shown as line plots in Figure 4.9 and 4.5. It appears that the
12-echo data result in more stable DCS maps across the temperatures. We further estimated
the Curie constant for the brainstem tissue by linear fitting of PCS with the reciprocal
of temperature (Figure 4.10). The Curie constant is estimated to be 21.84 ppm K with
the 5-echo data. If the temperature change during natural cool down is similar for both
experiments, we estimated the Curie constant from data with 12 echoes to be 19.26 ppm K.
Curie constant of brain tissue was previously estimated at around 2 ppm emu K/g/Oe [16],
which is 25 ppm K if the density of brain tissue is approximate 1 g/cm3. Our estimation is
therefore comparable with the reported value of brain tissue.



CHAPTER 4. VALIDATING DECOMPOSE-QSM 36

Figure 4.8: DECOMPOSE-QSM parameter maps of a brain stem specimen as
a function of temperature. While DCS maps remain mostly stable, PCS maps show
an increasing trend, especially for the first five scans where the temperature was changing
the most drastically. The subplots relating to �� and DCS are displayed with an inverted
dynamic range to have better visual contrast.
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Figure 4.9: DECOMPOSE-QSM results of a brain stem specimen as a function of
temperature. GRE data were acquired with five echoes. Temperature ranges from 37 �C to
20 �C. The mean value of each parameter of a representative slice is displayed vs. temperature
changes. The paramagnetic component susceptibility (PCS) shows an increasing trend that’s
more prominent than the corresponding threshold QSM.
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Figure 4.10: Curie Constant. Linear correlations of paramagnetic component susceptibility
with the inverse of temperature from data with five-echo data (A) and twelve echoes (B).
Each error bar is the standard deviation of PCS of the same sagittal slice of each temperature
acquisition.

4.4 Discussion

4.4.1 The estimations of C+, C�, C0,�+,��, R
⇤
2,0

In general, the estimations of C+, C�, C0 show a high accuracy (in the numerical simulation,
Figure 2) and yield reasonable concentration maps (Figures 4.64.83.44.43.5). Particularly,
the C0 map in the phantom experiment (Figure 3) well captures the pure gel portion of the
susceptibility mixture phantom. The C0 map reveals a high reference medium concentration
in the ventricle CSF (nearly 1 in value); it also shows anatomical meaningful subfields of
the thalamus and putamen region (Figure 3.43.5 These results suggest that a high C0 map
may indicate a low level of cell density or high free water concentration. Further studies are
needed to compare these results from similar parameters estimated with other MRI methods,
such as di↵usion-based NODDI [45, 134, 138].

The estimations of �+ and �� are similarly highly accurate when C+ or � > 0.1, however,
the accuracy decreases when C+ or C� has relatively small values (C+ or � < 0.1) (Figure
4.1) For example, in the internal capsule (Figure 3.43.5), C+ has a relatively lower value,
and �+ is unexpectedly higher than that of the global pallidus region. Although one may
speculate that this di↵erence suggests a di↵erent paramagnetic molecular species in the
internal capsule that is more paramagnetic than that of the global pallidus, it is more likely
that this di↵erence is an estimation inaccuracy. Another example can be found in the
parameter maps of the phantom experiments (Figure 4.6). In the cylinders with high iron
concentration, �+ is estimated accurately; while in cylinders with low iron concentrations,
�+ is underestimated compared to the true value. Similar cases occur in the �� maps.
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This inaccuracy can be explained as follows. When the concentration level, C, is low, a
slight alternation in the value of � will not lead to a significant change in the objective
function evaluation due to the multiplicative relationship. The solver captures the nonlinear
signal progression to estimate parameters rather than the linear superposition of positive
and negative species. However, at low concentrations, the nonlinearity is less significant.
Therefore, the inaccuracy of nonlinear parameters appears.

The above reasoning also explains that despite the slight inaccuracy of nonlinear param-
eters’ estimations, the composite susceptibility maps, PCS and DCS are still highly accurate
to reveal the sub-voxel susceptibility mixing situation (Figure 4.1F). PCS and DCS are con-
sidered to be e↵ective QSM. For example, PCS is the estimated bulk susceptibility as if the
negative susceptibility sources within the voxel are replaced with the reference susceptibility
medium. While one can always use each of the estimated parameters for further analysis
(Figure 4.11), obtaining accurate values of � is fundamentally challenged due to the high
nonlinearity of Eq. 3.2. On the other hand, the e↵ective QSM, PCS, and DCS are not only
insensitive to the estimation error of � but also provide comparable values with QSM.

In our model, the R
⇤
2,0 parameter is the apparent transverse relaxation rate of the refer-

ence susceptibility component. R
⇤
2,0 includes contributions from R2 and R

0
2 as the protons

experience in the background medium (i.e., the “reference susceptibility” source). Both dia-
magnetic and paramagnetic susceptibility sources contribute to the R0

2 decay of the medium
even though their phase contributions average to be zero within the medium (Figure 4.1G).
Further, calcium and iron also a↵ect water R2 [42, 97, 118].

4.4.2 Choices of echo times

The DECOMPOSE method is based on multi-echo 3D GRE data. Generally, the more echoes
are available, the more beneficial it is to the algorithm as the model relies on the temporal
behavior of the signal progression. Here we show that, in practice, with as few as five
echoes, the algorithm is still able to separate paramagnetic and diamagnetic susceptibility.
In general, the echo times should be well-spaced for a good balance between SNR and
su�cient phase variation accumulation. While short TE o↵ers better SNR, it captures very
limited phase variation. On the other hand, at longer TE, the SNR is too poor to provide
a useful signal. The range of TE should generally cover the corresponding T2* of the tissue
[129](Wu et al., 2012).

4.4.3 Linear coe�cient a of R⇤
2 and single source susceptibility �

The parameter a in the proposed DECOMPOSE method is the linear coe�cient between R
⇤
2

and a single-source volume susceptibility �. The theoretically calculated linear coe�cient
a is 107.8 Hz/ppm/T in the static dephasing regime. The linear slope of R⇤

2,+,� ⇠ �+,�
is estimated to be 334 Hz/ppm for the Fe2O3 phantom and 371 Hz/ppm for the CaCO3

phantom (Figure 4.2 both are consistent with the theoretical value of 323.5 Hz/ppm at the
static dephasing regime. However, this parameter a shall not be confused with the regression
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Figure 4.11: DECOMPOSE-QSM result representations. Di↵erent DECOMPOSE-
QSM result representations are shown in row 2 and row 3 compared to threshold QSM re-
sults in row 1. Paramagnetic component susceptibility (PCS) is calculated using estimated
paramagnetic component-related parameters (C+,�+) and estimated parameters related to
neutral component (C0, R

⇤
2,0) according to equation Eq. 3.8. Diamagnetic component sus-

ceptibility (DCS) and composite susceptibility are calculated likewise according to equations
Eq. 3.9 and Eq. 3.10. Plots in the last row are direct multiplications of concentration C+(or
C�) and �+(or ��) and the superposition of both components’ direct multiplications. The
direct multiplication of each component reflects the true susceptibility without the neutral
component being considered hence the brighter appearance.
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coe�cient between R
⇤
2 and volume QSM where the voxel contains a mixture of various

susceptibility sources or when the static dephasing regime no longer holds. For example, even
though the static dephasing regime assumption still holds as in the calibration phantoms,
in the mixture phantom, the linear coe�cient between R

⇤
2 and QSM values is only 117.9

Hz/ppm (Figure 5.1, significantly smaller than the theoretic value of 334 Hz/ppm, because
the voxel contains a mixture of both Fe2O3 and CaCO3. Further, in brain tissues in vivo,
because the e↵ect of water di↵usion can longer be neglected, the static dephasing regime
no longer holds. Combining the motion narrowing e↵ect which reduces R

⇤
2 [18] and the

mixture of susceptibility sources in the brain, the coe�cient between R
⇤
2 vs QSM is expected

to deviate from the static dephasing theory. For example, a previous study has reported
the R

⇤
2 vs QSM fitting result of 366 Hz/ppm at 7T [34] and 126.7 Hz/pp at 3T [69] both

deviate from the static-dephasing-regime theoretic value of 754.8 Hz/pm and 323.5 Hz/ppm
respectively.

As to the susceptibility source’s geometry influence on the linear coe�cient of R⇤
2v.s.�, the

value of 323.5 Hz/ppm is obtained for spherical susceptibility sources. At another extreme
case, if parallel cylindrical susceptibility sources are considered, the coe�cient becomes ak =
1
2�B0sin

2
✓, where ✓ is the angle between parallel cylinders’ long axes and B0 field direction

[133]. The maximum value of the coe�cient is then 401.3 Hz/ppm at 3T. Being spherical
and cylindrical are two extreme geometries of susceptibility sources. The linear coe�cient of
other geometries should be in between these two extreme values. More generally, the e↵ective
parameter a can be written as aeff = aangle independent+aangle dependent (✓) with the orientation
correction term accounting for geometric e↵ect and susceptibility anisotropy. According to
orientation-dependent T2* studies [63, 89], the maximum variation of the R⇤

2 relaxation rate
between 0 ⇠ ⇡ rotating angles is 8Hz in the corpus callosum region at 7T. The susceptibility
magnitude of white matter lipid is larger than 0.1 ppm [71, 82, 125], therefore, the maximum
angle correction to the parameter a is less than 80 Hz/ppm, or 12 Hz/ppm/T. As shown in
Figure 4.12, within the range of a = 323.5 ⇠ 401.3 Hz/ppm, the resultant composite maps
(PCS and DCS) are insensitive to di↵erent combinations of the linear coe�cients a+, and a�.
Numerically, the di↵erent combinations of coe�cient result in a standard deviation of 0.7
ppb for PCS maps and 1.1 ppb for DCS maps which are negligibly small. Alternatively, one
may adjust the parameter a for each voxel to account for the underlying geometries, however,
this will either require prior knowledge or increase the number of unknowns. The current
model and solver use solely multi-echo gradient echo data as conventional QSM scans.

As discussed in Section 4.4.1, even with a perfect choice of a, the estimation of � can
be erroneous sometimes when the concentration is below 0.1. This e↵ect is due to the
di�culty of fitting for highly nonlinear parameters that lack unique solutions. It is therefore
more advantageous to use the e↵ective QSM, PCS, and DCS, as they are robust against the
estimation error of � and the parameter choices of a.
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Figure 4.12: DECOMPOSE-QSM performed with di↵erent combinations of
choices of coe�cient of linear relaxation relation with susceptibility. The lin-
ear coe�cient depends on the shape of the susceptibility source. If the susceptibility source
is considered to be spherical, the coe�cient is estimated to be 323.5 Hz/ppm, whereas if
the susceptibility source is considered to be parallel cylinders, the maximum value of the
coe�cient is 401.3 Hz/ppm. The true susceptibility source situation should be in between
these two extremes. The illustration shows that within the range, the standard deviation of
the resulting PCS and DCS is 0.7 ppb and 1.1 ppb respectively; both are negligibly small
compared to experimental precision.

4.5 Conclusion

QSM is an increasingly used MRI technique for quantifying tissue magnetic susceptibility.
However, biological tissues are generally complex and MRI resolution is limited. As a result,
QSM does not characterize the sub-voxel distribution of magnetic susceptibility. Here, we
propose and develop DECOMPOSE-QSM to separate the diamagnetic and paramagnetic
susceptibility components within a voxel. The method is theorized based on GRE signal
behaviors in compartmentalized tissue microstructures and validated with numerical simu-
lation, phantom experiments, ex vivo and in vivo brain imaging experiments.
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Chapter 5

Clinical Application of
DECOMPOSE-QSM

So far, a complete framework of DECOMPOSE-QSM has been introduced, validated, and
tested. In this chapter, we explore the benefit of DECOMPOSE-QSM being used in clinical
settings.

5.1 Parkinson’s Disease Biomarker

Parkinson’s disease (PD) is a neurodegenerative disorder that a↵ects the dopamine-producing
neurons in the brain. As these neurons degenerate, it can lead to a decrease in dopamine
levels, causing symptoms such as tremors, rigidity, and di�culty with movement. Studies
have shown that patients with Parkinson’s disease have higher levels of iron in the substantia
nigra compared to healthy individuals[46, 11]. This increased iron content has been suggested
to play a role in the neurodegeneration seen in Parkinson’s disease, as iron can cause oxidative
stress and damage to cells.

QSM has been shown to be a useful tool in the diagnosis and monitoring of Parkinson’s
disease[54, 48, 47, 61, 1]. Here we show that separating the magnetic susceptibility sources
can increase the sensitivity of detecting the iron overload and potentially detect demyelina-
tion in PD cases.

Raw complex images of ten PD patients and ten healthy subjects from a previous study
[55] were used here. Imaging parameters for the multi-echo GRE sequence prescribed on the
axial plane were as follows: TE1/spacing/TE16 = 2.7/2.9/46.2 ms, TR = 59.3ms, bandwidth
= 62.5 kHz and a spatial resolution of 0.86 ⇥ 0.86 ⇥ 1.0mm3. QSM is calculated using the
same pipeline as described in Chapter 3.4.1.

One-tailed two-sample t-test shows that DECOMPOSE-QSM can detect known suscepti-
bility di↵erences between PD patients and healthy controls in various brain regions. Nuclei in
basal ganglia and substantia nigra are known to be involved in PD progression [35, 88]. Iron
alternations in regions of caudate nucleus (CN), red nucleus (RN), substantia nigra (SN),
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Figure 5.1: Region-of-interest (ROI) analysis of PD patients vs. controls (n =
10) for QSM, paramagnetic component susceptibility (PCS), and diamagnetic component
susceptibility (DCS). Susceptibility values of each contrast and each ROI are shown as bars
with standard deviation presented as error bar. Data points of each ROI from each subject
are shown as black dots overlayed on the bar graph. Symbols of “*” indicate significant
di↵erence: *p < 0.05, **p < 0.01. CN: caudate nucleus; RN: red nucleus; SN: substantia
nigra; GP: global pallidus; PU: putamen; Thal: thalamus.

global pallidus (GP), putamen (PU), and Thalamus (Thal) are often being investigated to
improve the understanding of PD pathology [9, 48, 55, 61]. The regions with statistically
significant di↵erences between PD patients and controls in QSM also show a significant dif-
ference in PCS (or DCS for thalamus, Figure 5.1 In the thalamus region, the mean QSM
of the region has a negative value. After decomposing, the DCS showed significant a di↵er-
ence, but PCS did not. Interestingly, the DCS of RN, SN, and PU also showed significant
di↵erences. The detailed values are displayed in Table 5.1.
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Maps Regions Normal Controls PD patients p-value

QSM

CN 0.022(0.012) 0.023((0.014) 0.48
RN 0.056(0.023) 0.080(0.033) 0.033*
SN 0.060(0.012) 0.097(0.040) 0.005**
GP 0.089(0.014) 0.096(0.018) 0.18
PU 0.056(0.017) 0.051(0.022) 0.31
Thal -0.004(0.0004) 0.0005(0.002) 0.009**

PCS

CN 0.035(0.012) 0.031(0.016) 0.24
RN 0.071(0.020) 0.099(0.013) 0.001**
SN 0.075(0.013) 0.109(0.010) 0.000002**
GP 0.097(0.006) 0.105(0.008) 0.014*
PU 0.066(0.014) 0.058(0.022) 0.185
Thal 0.014(0.003) 0.015(0.002) 0.2

DCS

CN -0.004(0.002) -0.003(0.002) 0.082
RN -0.005(0.003) -0.002(0.001) 0.007**
SN -0.004(0.001) -0.002(0.001) 0.004**
GP -0.003(0.001) -0.002(0.001) 0.085
PU -0.003(0.001) -0.002(0.001) 0.033*
Thal -0.012(0.002) -0.010(0.001) 0.004**

Table 5.1: ROI analysis of PD vs controls for QSM, PCS, and DCS. Susceptibility
values are in ppm with standard deviation presented in the parentheses. P values from one-
tailed two-sample t-tests are displayed in the last column. Symbols of “*” indicate significant
di↵erence: *p < 0.05, **p < 0.01. CN: caudate nucleus; RN: red nucleus; SN: substantia
nigra; GP: global pallidus; PU: putamen; Thal: thalamus.

5.2 Other clinical applications

There has been quite a lot of attempts to identify biomarkers for degenerative diseases such
as Alzheimer’s Disease (AD) [59, 27], Multiple sclerosis (MS) [26, 120, 128, 139] using QSM.
However, in both cases, the pathology involves both paramagnetic iron (such as iron rim in
MS [3], and iron core of protein plaques in AD [116]) and diamagnetic protein aggregation
or myelination changes[10, 12, 44, 37]. The coexistence situation of susceptibility sources
makes QSM less sensitive to the underlying molecular composition alterations due to the
disease progression. DECOMPOSE-QSM could be a good candidate to provide additional
information on the contribution of paramagnetic and diamagnetic changes individually.
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Chapter 6

Application of DECOMPOSE-QSM
for Susceptibility Tensor Imaging
(STI)

6.1 Introduction

Biological tissue’s bulk magnetic susceptibility can be measured non-invasively through an
MRI technique called quantitative susceptibility mapping (QSM). The tissue microstructure
of an imaging voxel is very complex. In many brain regions, the measured susceptibility de-
pends on the angle between the underlying structure and the B0 field direction [71, 126, 125].
Similar to the description of di↵usivity anisotropy, susceptibility anisotropy can be described
by a second-order tensor. Using susceptibility measurements at multiple B0 orientations, the
second-order susceptibility information can be characterized using the susceptibility tensor
model, namely the method of susceptibility tensor imaging (STI) [74]. It has been shown that
the major contribution to susceptibility anisotropy is from the radially arranged myelin lipids
concentrically wrapping around the axon. Therefore, STI is able to reflect the orientations
of white matter (WM) fiber tracts [71, 75, 124].

The coexistence of paramagnetic and diamagnetic (with respect to the reference species)
susceptibility sources within a voxel a↵ects susceptibility tensor quantification. It is con-
ventionally believed that the susceptibility anisotropy is from the radially arranged myelin
lipids. Therefore, most of the STI studies are focused on revealing the white matter fibrous
structures, and the e↵ect of paramagnetic tissue on the susceptibility anisotropy is ignored.
The co-existing isotropic paramagnetic susceptibility could dilute the e↵ect of the diamag-
netic anisotropy. It is also possible that the paramagnetic species can construct susceptibility
anisotropy on its own.

There have been several e↵orts put into modeling and resolving the mixed susceptibility
sources with di↵erent data scheme [25, 37, 100, 101, 105]. Among those, the chi-separation
method used a linear model to di↵erentiate the contribution of paramagnetic and diamagnetic
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susceptibility sources to the R
0
2 relaxation rate and bulk susceptibility, which requires both

T2 and T
⇤
2 measurement sequences [105]. Another method that only uses gradient-recalled

echo (GRE) signal namely DECOMPOSE-QSM [25] was proposed to resolve the mixture
situation using a complex multi-exponential nonlinear signal model.

Here, we apply the DECOMPOSE-QSM methodology on a multi-orientation dataset of
postmortem chimpanzee brain [43] in order to investigate, for the first time, the anisotropic
properties of diamagnetic and paramagnetic components and identify a potential connection
between the microstructural spatial organization of myelin and glial cells. Further, we hy-
pothesize that STI can be benefited from the separation of these properties, in depicting the
primary axonal directions of WM.

6.2 Methods

6.2.1 Sample Preparation

The brain sample used in this experiment originates from an adult male chimpanzee, who
died from natural causes. The whole brain was extracted within an acceptable post-mortem
interval and preserved in 4% paraformaldehyde (PFA). After six months of fixation, prior to
imaging, the PFA was washed out in phosphate-bu↵ered saline (PBS) at pH 7.4 for 24 days.
During imaging, the brain is submerged in non-proton solution (Fomblin®; Solvay Solexis,
Bollate, Italy). Sample is enclosed in a custom designed 3D-printed container that supports
re-orientations within the scanner head coil. The dataset is previously used and reported,
along with all the relevant details of extraction, preservation and quality of the tissue and
the measurements [43]

6.2.2 MRI acquisition

The inverse problem of the STI model is intrinsically ill-posed when the range of angles is
limited. In this study, since a postmortem sample was used, images are acquired at a large
number of angles.

MRI datasets were acquired on a 3T MAGNETOM Skyra Connectome MRI scanner
(Siemens Healthineers, Erlangen, Germany) with a maximum gradient strength of 300
mT/m. To record the susceptibility anisotropy, 61 unique directions of 3D Multi-Echo
Gradient Echo (ME-GRE) volumetric images were acquired with the following parameters
TE1/TE2/dTE/TE12 = 3.54/6.98/3.75/44.48 ms, TR = 50 ms, and 1 mm isotropic native
resolution. Additionally, DTI dataset was acquired for the same specimen with the same
scanner. Sixty gradient directions and six b0 images of di↵usion-weighted (DW) 3D-Seg-
EPI [38] were acquired with 1mm isotropic resolutions, TR = 10.4 s, b = 5000 s/mm2. The
dataset is previously used and reported [43]



CHAPTER 6. APPLICATION OF DECOMPOSE-QSM FOR SUSCEPTIBILITY
TENSOR IMAGING (STI) 48

6.2.3 Data processing and susceptibility tensor calculation

The data processing pipeline is illustrated in Figure 6.1 The complex-valued ME-GRE images
from 32 individual coils were combined and processed using STISuite (https://people.e

ecs.berkeley.edu/~chunlei.liu/software.html)for each direction. Briefly, the phase
of each coil is firstly unwrapped using Laplacian based method [70]. Then the 3D image
volume is recovered by the weighted sum of the magnitude and phase respectively. The
unwrapped phase is filtered by V-SHARP [67] with spherical mean value filter radius of
12 mm. QSM of each echo was calculated using the STAR-QSM algorithm [123] with 12
mm padding. The echo-dependent QSM and magnitude volumetric images of each direction
were input into DECOMPOSE-QSM [25] to produce PCS and DCS maps (Figure 6.2). The
multi-direction volumes were registered to a reference volume (the first direction) using rigid-
body 6-parameter model transformation in FSL [57]. The e↵ective B0 field orientation of
each direction is calculated using the rotation component of the transformation matrix. The
transformation matrix was applied to QSM, PCS, and DCS respectively. QSM averaged
along the echo dimension is used for STI reconstruction in the lab frame [74]. Similarly, PCS
and DCS were used to calculate PCS and DCS tensors in the lab frame.

Eigen decomposition was performed on the calculated tensors. The three principal sus-
ceptibility �1,�2,�3 are numbered in descending order. Susceptibility anisotropy defined as
SA = �1 � (�2 + �3)/2 was calculated using the eigenvalues of the tensors (the first eigen-
value �1 is the biggest eigenvalue). The eigenvector corresponding to the largest eigenvalue
�1 indicates the primary susceptibility (or susceptibility component) direction. Similar to
the color-coding of di↵usion MRI, RGB colors are used to color code the direction of the
primary eigenvector as follows: left-right is coded as red, anterior-posterior is coded as green,
and superior-inferior is coded as blue.

Each volume of di↵usion-weighted images are registered to the ME-GRE space using
a�ne transformation with ITK-SNAP (Version 3.8.0) [137]. The di↵usion-encoding gradient
orientations are transformed using the rotation component of the transformation matrix. The
di↵usion tensor of the volume is calculated in the ME-GRE space. DTI fractional anisotropy
(FA) was used to weigh the RGB color-coded primary eigenvector map for di↵usion tensors
and susceptibility tensors. The mean magnetic susceptibility (MMS) defined as the trace of
the QSM-STI tensorMMS = (�1+�2+�3)/3 was calculated and used to provide anatomical
guidance for the color-coded primary eigenvectors of the QSM, PCS, and DCS susceptibility
tensors.
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Figure 6.1: Schematic processing pipeline of susceptibility tensor. Complex-value
Multi-echo GRE data of each direction is used to reconstruct QSM echo by echo. Then
the echo dependent QSM with the original multi-echo magnitude images are used for
DECOMPOSE-QSM producing PCS and DCS maps of each orientation. 61 directions of the
echo averaged QSM, PCS and DCS are then used to calculate susceptibility tensor, respec-
tively. The B0 field orientation is calculated through the rotation component of the rigid
body transformation from each volume to the reference (the first direction) volume.
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Figure 6.2: QSM, PCS and DCS of all 61 orientations. Middle axial slices are shown
for illustration.
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Figure 6.3: Tensor element maps for PCS, DCS, and QSM based STI tensor. A)
The 3 diagonal elements of the susceptibility tensors from di↵erent methods. The PCS-based
tensor has only positive values corresponding to paramagnetic susceptibility, while the DCS-
based tensor has only negative values (shown in inverse contrast for better visualization)
corresponding to diamagnetic susceptibility. The conventional QSM based STI tensors have
both positive and negative values, with the positive value reflecting paramagnetism and the
negative value reflecting diamagnetism. The DECOMPOSE-based method showed continu-
ous tissue susceptibility changes. B) The o↵-diagonal elements of susceptibility tensors. The
STI tensor’s o↵-diagonal elements contains more prominent streaking artifacts. The DCS
tensor elements are shown in inverse contrast for a better visualization.
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Figure 6.4: Eigenvalues and the mathematical mean susceptibility (MMS) of PCS,
DCS and QSM based susceptibility tensors.
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6.3 Results

6.3.1 DECOMPOSE-STI improves spatial coherence of tensor
element maps

Susceptibility tensors are calculated using multi-direction measurements of PCS, DCS and
QSM, referred to as PCS-STI, DCS-STI, and QSM-STI respectively. For a representative ax-
ial slice, Figure 6.3A shows the diagonal elements of each tensor, and Figure 6.3B shows the
o↵-diagonal tensor elements. The three principal eigenvalue maps of the corresponding slices
are shown in Figure 6.4. Overall, PCS-STI aligns with the paramagnetic (bright) region in
conventional QSM based susceptibility tensor, while DCS-STI aligns with the diamagnetic
(dark) region in conventional QSM-STI. QSM-STI contrast shows the dominant suscepti-
bility at each voxel, therefore, little diamagnetic anisotropy is revealed in deep gray matter
and limited paramagnetic anisotropy is revealed in white matter. Tensor element maps from
DECOMPOSE-STI, both PCS and DCS based, show spatially continuous and significant tis-
sue susceptibility variations. For example, in the Basal Ganglia region, paramagnetic value
is dominant in conventional QSM-STI, while DCS-STI shows non-zero diamagnetic suscep-
tibility contribution. In the o↵-diagonal element maps, QSM-STI contains more prominent
streaking artifacts compared to the o↵-diagonal elements of PCS-STI and DCS-STI.

6.3.2 DTI fractional anisotropy (FA) and susceptibility
anisotropy (SA)

Figure 6.5A shows the DTI FA map and SA map calculated using PCS-STI, DCS-STI and
QSM-STI. DCS-STI-based SA is the most similar to the FA map from DTI and both maps
delineate the major white matter structures (e.g. the corpus callosum, the internal capsule,
the anterior corona radiata). SA maps of the QSM-STI appear to be a composite of SA
maps from PCS-STI and DCS-STI. Due to the composition appearance, QSM-STI based
SA map does not delineate the structure as well as the separated SA maps from PCS-STI
or DCS-STI. Figure 6.5B shows the distribution of PCS-STI and DCS-STI SA values for
di↵erent regions of interest (ROI). The volumetric ROI mask is generated by thresholding
the FA at various levels. A representative slice of the mask is shown at the top row (Figure
6.5B). As the FA threshold level increases, the mask concentrates at the major white matter
tracts where the orientation of the tract is known to be more cohesive. The center of the
DCS-STI SA distribution shifts towards higher values as the FA threshold increases while
the center of the PCS-STI SA distribution remains at around 0.003 ppm.
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Figure 6.5: Di↵usion based fractional anisotropy (FA) and susceptibility
anisotropy (SA) comparison. A) DTI FA and PCS, DCS and QSM based suscepti-
bility anisotropy of 3 representative slices are compared. The DCS based SA map looks the
most similar to the DTI based FA map. The major white matter tracts are bright indi-
cating high structural and susceptibility anisotropy. The PCS highlights the susceptibility
anisotropy in deep gray matter indicating the existence of underlying anisotropic suscepti-
bility arrangements. QSM based anisotropy overall seems to be the composite of PCS and
DCS based anisotropy with less prominent delineation of structures. Regions that show
strong di↵erences are highlighted by color-coded arrows. B) SA distribution for a di↵erent
threshold level of FA values. With a higher FA threshold, the mask picks out region with
more coherent white matter bundles. The DCS based SA distribution shift towards higher
values while PCS based SA remains, as FA threshold gets higher. The vertical green dash
line indicates SA value at 0.003 ppm.
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Figure 6.6: RGB Color-coded FA weighted primary eigenvector map of DTI, PCS-
STI, DCS-STI, QSM-STI. Red: left-right. Green: anterior-posterior. Blue: superior-
inferior. Overall, vectors at major white matter tracts (e.g., corpus callosum, cerebrospinal
tract, etc.) are showing alignments for all four types of tensors. The external capsule in the
DCS based susceptibility eigenvector appears to be closest to the DTI-based eigenvector.
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Figure 6.7: Angle di↵erence of primary eigenvectors between di↵usion tensors and
susceptibility tensors. A mask of FA > 0.3 is used to highlight the white matter area.
Angle 0� means the susceptibility tensor based primary eigenvectors align exactly with the
di↵usion tensor based primary eigenvector. Angle 90� means the susceptibility tensor based
primary eigenvectors are perpendicular to the di↵usion tensor based primary eigenvector.
Green circle is at the body part of the corpus callosum. All types of susceptibility tensor
eigenvector align with di↵usion tensor eigenvector. The orange circle is at the external
capsule. Comparing to the other two types of susceptibility tensors, DCS based susceptibility
tensor recovers a more similar direction as the di↵usion tensor.
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6.3.3 FA-weighted primary eigenvector map of di↵usion tensors
and susceptibility tensors

RGB color-coding is used to visualize the primary eigenvector of di↵usion tensors and sus-
ceptibility tensors (Figure 6.6). Di↵usion-based FA map is used to weigh the RGB map
such that the major white matter tracts are focused. Overall, primary eigenvectors of all
tensors align well in major white matter fibers, for example, the dominant red color from the
body section of the corpus callosum, the purple/blue color of the cerebrospinal tracts, the
green color of the superior longitudinal fasciculus and inferior longitudinal fasciculus. The
angle di↵erences comparing STI to DTI eigenvectors are shown in Figure 6.7. Similar to the
observation of the SA map, the QSM-STI primary eigenvector seems to be the mixture of
the primary eigenvector of the PCS-STI and DCS-STI. At the external capsule, DCS-STI is
the only susceptibility-based tensor to recover a similar fiber direction as the DTI suggests.

6.3.4 Deep gray matter structures

The non-weighted and RGB color-coded primary eigenvector maps with zoom-in views of
deep gray matter regions are shown in Figure 6.8. The corresponding SA maps are shown
in Figure 6.9. Overall, susceptibility tensors reveal more details orientation information in
deep gray matter, while di↵usion tensor shows subtle contrast in terms of revealing structure
orientations. Figure 6.8A shows a zoom-in view of the substantial nigra (SN). While DTI
is unable to resolve the structure, susceptibility tensor primary eigenvectors show various
fibrous substructure orientations. The PCS-STI based primary eigenvector estimation shows
the most coherent directions within the SN region, comparing to DCS-STI and QSM-STI
based eigenvector estimations. A zoom-in over the basal ganglia region is shown in Figure
6.8B. PCS-STI based eigenvector shows distinct sub-regional orientations within the putamen
area and the globus pallidus. The eigenvector from DCS-STI shows a similar trend but the
contrast is not as prominent and continuous as it is in the PCS-STI eigenvector map. Figure
6.8C shows a zoom-in view of the thalamus region. STI based eigenvector and SA map
show groups of coherent structures that resemble the nuclei within the thalamus, while DTI
eigenvector maps exhibit uniform patches within the thalamus.

6.3.5 White matter structures

Figure 6.10 shows a few examples of zoom-in views of white matter structures. The corre-
sponding SA maps are shown in Figure 6.11. Figure 6.10A zooms in on the basal ganglia.
The red color structure (highlighted by the hand-drawn yellow curve) in between putamen
and globus pallidus stands out in PCS-STI, DCS-STI, and QSM-STI eigenvector maps, co-
inciding with the lateral medullary lamina. In comparison, DTI only shows a hint of red
in the according area. The corpus callosum in Figure 6.10B is revealed clearly through all
methods. Figure 6.10B zooms in on an area that contains fibers of various orientations.
Specifically, the external capsule (to the left of the yellow line), stands out in the DCS-STI
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Figure 6.8: Color-coded primary eigenvector map of DTI, QSM-STI, PCS-STI,
DCS-STI with zoomed-in view of three deep gray matter regions. A) Zoom in on
substantia nigra (SN) with highlighted SN boundary. Within the SN boundary, PCS-STI
shows the most coherent eigenvector direction. B) Zoom in on basal ganglia. PCS-STI shows
continuous eigenvector direction distribution in putamen and globus pallidum. C) Zoom in
on thalamus with the highlight at the internal medullary lamina.
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Figure 6.9: FA and SA map of corresponding slice for Figure 6.8. Bright region
means high fractional or susceptibility anisotropy.
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Figure 6.10: Color-coded primary eigenvector map of DTI, QSM-STI, PCS-STI,
DCS-STI with zoomed-in view of three white matter regions. A) Zoom in with the
highlight of lateral medullary lamina. B) Zoom in with highlight at external capsule. C)
Zoom in on cortical area. The white grid is for visual comparison guidance.
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Figure 6.11: FA and SA map of the corresponding slice for Figure 6.10. Bright
region means high fractional or susceptibility anisotropy.

eigenvector maps, matching the appearance in the DTI eigenvectors. However, the PCS-STI
and QSM-STI are not able to depict this thin structure of the external capsule with the
native 1mm isotropic resolution. The eigenvector map from STI shows a complex structure
in deep gray matter and the crossing of the cerebrospinal tract and corpus callosum. The
zoom-in view of Figure 6.10C looks at the cortical region. The DCS-STI shows curving
structures following the gyrus. However, STI and DTI in this region do not seem to have
high alignments in terms of the eigenvectors.
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6.4 Discussion

6.4.1 Paramagnetic susceptibility anisotropy is observed

Diamagnetic susceptibility anisotropy in the brain white matter is observed in many previous
studies [8, 63, 71, 72, 74, 75]. The radially aligned multi-sheath double-layered myelin lipid
molecules are the main sources of the macroscopic susceptibility anisotropy in the brain.
According to the radially arranged lipid shell model, considering the diamagnetic nature
of the myelin lipid, the observed susceptibility is the highest in signed value when the B0

is parallel with the axon long axis. Therefore, the primary eigenvector of the signed-value
susceptibility tensor reveals the axon fiber orientation. This model is largely correct when
the underlying microstructure is mostly well aligned fully myelinated major white matter
fiber bundles. However, in this study, we have observed that the paramagnetic component
susceptibility also exhibits anisotropy in both white matter and gray matter, but more
prominently in the gray matter.

Though the source of the magnetic susceptibility anisotropy is considered to be occurring
from the radial arrangement of the diamagnetic myelin lipid around axons [71], certain geo-
metric arrangements of structures will also introduce anisotropy of the magnetization. In the
previous study on the hollow cylinder model of myelin sheath [126, 125], both isotropic-only
and anisotropic-only susceptibility configurations will produce angle dependent frequency
map. However, in the white matter, considering the diamagnetic nature of the myelin lipid,
susceptibility configuration containing the anisotropic component will give a closer fit to the
in vivo measurements. While for the isotropic-only susceptibility configuration, B0 will be
parallel with the long axis only if the underlying molecules are paramagnetic. We hypothe-
size that the observed PCS anisotropy originates from anisotropically arranged paramagnetic
sources such as iron in oligodendrocytes, astrocytes and microglial.

A quick simulation (Figure 6.12A) shows that when paramagnetic particles distribute
around the axon in a cylindrical fashion, under various B0 orientations, the measured sus-
ceptibility will change, and shows the highest value when B0 is aligned with the long axis of
the cylinder. This suggests that susceptibility caused by radially arranged myelin lipids and
from anisotropically distributed iron both show the highest signed value when B0 is aligned
with the long axis of the axon. In other words, the primary eigenvector from PCS-STI and
DCS-STI should be parallel. In Figure 6.6, 6.8, and 6.10, major white matter fiber bun-
dles such as corpus callosum and cerebrospinal tracts show a high agreement of the primary
eigenvectors which supports this hypothesis.

Histology images [52] shows the spread of iron at white matter(Figure 6.12B), and electron
microscopy images [84] shows that the nonheme iron distributes around the nerve axons
(Figure 6.12C) through oligodendrocyte, astrocyte, and microglia. Recently, a glia-based
mechanism is used to reveal the white matter fiber structures in the brain [99]. Nissl staining
in multiple human brain sample slices were used to reconstruct the structure tensor and glial
row orientation density function (gODF) based exactly on the glial organization within
myelinated axons. The orientation map derived from the Nissl-based structure tensor aligns
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Figure 6.12: The hypothesis on the origin of PCS anisotropy. A) Simulation scheme
for PCS-STI anisotropy. A voxel contains particles of iron distributes along myelin sheath
was used. Various B0 directions was applied onto the aforementioned voxel, and the total
bulk susceptibility measurements are plot with respect to the angle between B0 and the
axon. B) A slice of healthy human brain tissue stained for nonheme iron (Figure 1C from
Hametner et al., 2018[52]). C) Electron microscopy image of iron distribution around neuron.
Cartoon illustration of subcellular iron distribution in rat brain. (Figure 3C and Figure 9
from Meguro et al., 2008[84])
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very well with previously published fiber orientation maps based on postmortem polarized
light imaging (PLI). This once again supports the existence of the anisotropy contribution
from iron-bearing cell types. It is worth noting that iron distribution is still relatively less
cohesive than the myelin structure. Therefore, in the white matter, The SA from DCS-STI
is higher than the SA from PCS-STI (Figure 6.5).

6.4.2 Paramagnetic and diamagnetic susceptibility anisotropy
coexist

Evidence shows that both paramagnetic iron-rich molecules and diamagnetic myelin lipids
contribute to magnetic susceptibility anisotropy. From Figures 6.5, 6.8, and 6.10, QSM-based
STI appears to show the summation e↵ect of the DCS-STI and PCS-STI. At regions with
high paramagnetic susceptibility, the SA and the primary eigenvector direction of QSM-STI
is close to that in PCS-STI (e.g., deep gray matter). At regions with high diamagnetic sus-
ceptibility, the SA and the primary eigenvector direction of QSM-STI are close to that in
DCS-STI (e.g., white matter tracts). The conventional QSM-STI image interpretation can
be tricky when the susceptibility mixture happens since iron and myelin could both cause
frequency shifts. STI based on separated susceptibility components could provide additional
information on the independent contribution of paramagnetic susceptibility anisotropy and
diamagnetic susceptibility anisotropy. In this dataset, for the external capsule, superior lon-
gitudinal fasciculus and inferior longitudinal fasciculus regions DCS-STI is the only contrast
that shows cleaner directions and is close to DTI results comparing to QSM-STI and PCS-
STI. This is because ,in those regions, the QSM value can be subtle, after the separation,
PCS-STI serves almost like a denoiser to the DCS-STI by removing the non-diamagnetic
susceptibility anisotropy resulting in more coherent eigenvector estimation. Similarly, in the
basal ganglia where the dominant tissue type is iron rich, PCS-STI would give more reliable
information of the underlying tissue arrangement and microstructures.

6.4.3 DCS anisotropy is similar to di↵usion anisotropy in white
matter

Overall, DCS-STI based SA appears the most similar to the di↵usion FA compared to PCS-
STI and QSM-STI SA in the white matter (Figure 6.5, 6.11, 6.12). The FA-weighted RGB
color-coded primary eigenvector maps from DCS-STI also resemble the di↵usion MRI based
primary eigenvector maps the most (Figure 6.6 In white matter major fiber bundles, SA
is mostly due to the radially arranged myelin lipids wrapping around the axon, therefore
the SA from DCS and FA shows high agreement. However, the fundamental principles
of di↵usion FA and SA are di↵erent. The di↵usion FA reflects the anisotropic hindrance
of water di↵usion while SA describes the magnetization di↵erences while applying B0 in
di↵erent directions. In addition to DTI, susceptibility anisotropy could give information
about the tissue microstructures. For example, in previous research on the kidney STI
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([132]), renal tubule can be revealed in both the inner medulla and outer medulla using STI
while DTI only shows clear fibrous structures within the inner medulla of the kidney.

6.4.4 PCS and DCS anisotropy in deep gray matter

In white matter, the major contribution to susceptibility anisotropy is myelin sheath and
it aligns well with the di↵usion based structural anisotropy eigenvector estimation. In deep
gray matter, when the tissue physical structures become complex, and the neuron density
gets higher, the di↵usion tensor model may not perform as well in terms of providing infor-
mation of the tissue fibrous microstructures. Susceptibility tensor imaging probes tissue’s
magnetic biochemical property and tissue microstructural arrangement. In Figure 6.8A, the
STI calculated fiber directions at substantia nigra are primarily along superior-inferior, this
agrees with the previous human brain high resolution STI measured at 7T [8]. In Figure
6.10A, the red line structure in between putamen and globus pallidus is clearly visible in all
susceptibility-based eigenvector maps. This structure corresponds to the thin white matter
lateral medullary lamina connecting the putamen and globus pallidus. Separating the sus-
ceptibility sources, diamagnetic white matter contribution to the anisotropy will be purer
comparing to using only QSM-STI. Therefore, the lateral medullary lamina sandwiched in
between two very paramagnetic nuclei are the most clear and clean in DCS-STI based eigen-
vector map. In Figure 6.8B, the complex tissue directional information at putamen and
globus pallidus is recovered using STI. However, since the basal ganglia is iron rich hence it
is paramagnetic, and the SA is higher for PCS-STI. The eigenvector map is cleaner using
PCS-STI comparing to DCS-STI.

6.5 Conclusion

In summary, DECOMPOSE-STI, a DECOMPOSE-QSM preprocessed susceptibility tensor
reconstruction is introduced in this study. The initial demonstration shows that the suscep-
tibility source separation for susceptibility tensors could provide extra tissue property infor-
mation in addition to the original STI and di↵usion MRI. We have observed the existence
of paramagnetic susceptibility anisotropy in a postmortem brain sample without dissection
of the brain and we hypothesize that this occurs due to the arrangement of paramagnetic
iron-bearing molecules (such as glia cells) along the myelinated axons. Further, we show
that susceptibility separated tensors could help investigate the tissue type contribution to
the susceptibility anisotropy and the separated tensor maps could provide a more coherent
and reliable estimation of the underlying anisotropy.
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Chapter 7

Further Considerations for
DECOMPOSE-QSM

7.1 Accelerating DECOMPOSE-QSM using
Multi-layer Perceptron Network

The DECOMPOSE-QSM model solves a nonlinear complex signal model to calculate para-
magnetic component susceptibility (PCS) and diamagnetic component susceptibility (DCS).
The DECOMPOSE-QSM model is validated with phantom and ex vivo temperature-
dependent experiments. As the model is highly nonlinear, the long runtime of the
optimization-based solver hinders it from being tested in large datasets.

We developed a multi-layer perceptron (MLP) method trained with synthetic data to
estimate the parameters of the DECOMPOSE-QSM model. We show that by training purely
on simulated data points [30] with temporal additive noise, the deep learning-based solver
(DeepDECOMPOSE) is able to achieve the decomposition of QSM and improve robustness
to noise.

7.1.1 DeepDECOMPOSE Training strategy and Network
Architecture

The goal is to perform fast parameter fitting for the DECOMPOSE-QSM model, which is a
summation of three complex exponentials.

To start, we generate random values for C0, C+, C�, R
⇤
2,0,�+, and �� (with constraints

taken into account) that serve as ground truth parameters of the model. The voxel signals are
generated using the DECOMPOSE forward model with specific echo time (TE) arrangements
with various levels of noise. The training data is generated on the fly during training and
validation steps. Since the ground truth parameters are random, the over-fitting issue is not
a concern in this study. MLP Solver1(S1) with fixed TE is then built to train point-wise on
the parameter maps and noisy signal pairs.
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Figure 7.1: The outline of training strategy (A) and network architecture (B).
Ground truths are randomly drawn within the feasible set of the optimization problem to
generate complex signals. Various levels of noise are added to the signal. For fixed echo
solver S1, the input is the signal at the fixed echo times. For adaptive echo solver S2, the
signal of each time point is assigned to grids of 1-51 ms with 0.1 ms intervals. The model
is trained with the summation of the MSE loss of complex signals and the MSE loss of the
parameter maps.
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Next, to generalize our approach for various numbers of echoes (5 ⇠ 24 are considered),
we generate a time grid (0.1ms interval) to fill in the signals based on the TEs. We consider
TEs between 1-51ms. We simulate acquired TEs by zeroing out the grid points we do not
have, a similar idea to using dropout in a neural network[111]. The inputs are normalized
such that they have the same energy with respect to the number of TEs for consistent
training and convergence. We refer to this implementation as adaptive echo Solver 2 (S2).

The network structure is shown in Figure 7.1 with five fully connected layers, batch nor-
malization, and hyperbolic tangent as the activation function. The network is implemented
using Pytorch[91] as a fully convolutional neural network (CNN) with 1x1 convolutions to
accelerate inference on full images.

7.1.2 Stress Test, Validation and Discussion

Figure 7.2A shows simulated signals with various echo times added with various noise levels.
The model-predicted curves fit the original clean curve well. In Figure 7.2B, the estimated
PCS and DCS from all solvers align well with the ground truth PCS and DCS. The Deep-
DECOMPOSE solvers show less deviation from the ground truth.

Figure 7.3 shows the simulation results for two di↵erent noise levels and corresponding
error maps. At around SNR=20, all solvers can resolve the underlying mixture to a certain
extent. The DeepDECOMPOSE solvers have similar performances, and both show robust
performance with noisy input. With very low SNR (⇡ 10) S1 and S2 still can resolve the
susceptibility mixture with less error compared to the original solver (S0). However, all
solvers show di�culty when dealing with high susceptibility values.

With the same data from Chapter 3, figure 7.4 demonstrates the solvers’ performance for
the phantom data within 7 ROIs; the di↵erence between S1, S2, and the original solver is
minimal. However, the S1 results seem to have shallower contrasts. The in vivo tests (Figure
7.5) show that S1 and S2 achieve similar results to the original solver, with most di↵erences
occurring around the lateral ventricles. The inference time for a 256 ⇥ 256 image slice takes
<1s on CPUs (Intel Xeon Silver 4116) and < 20 ms on a GPU (Nvidia Titan Xp).

The training process assumes uniform distributions of the parameters in order to cover as
many variations of training samples as possible. However, for in vivo case, extreme values can
be very rare to occur and some parameter combinations might not exist (but they could exist
in a dedicated designed phantom). The discrepancy of the prior distributions could a↵ect
the inference quality. The generalization of the trained model to various in vivo datasets
needs further investigation.

The DECOMPOSE-QSM model is highly simplified with valid assumptions in order to
reduce the number of unknowns and improve the feasibility of the optimization problem.
Ideally, many more relaxation contrasts (e.g. through multi-parametric MRI scans) and
e↵ects can be incorporated in the signal model such as di↵usion e↵ects, susceptibility sources
geometry, etc. The deep learning framework provides a potential path to solve a more
complicated subvoxel susceptibility sources separation model.
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Figure 7.2: Curve fitting performance with low, middle, and high noise levels and a
various number of echoes. (A) The blue curve is the clean reference. Blue scatters are the
signal added with random noise, which is the input of the MLP network. The orange curve
is the signal recovered from the estimated parameters outputting from the MLP network.
(B) The estimated PCS and DCS from 3 solvers with low, middle, and high noise levels, are
compared to the ground truth. S1 and S2 solvers result in tighter distribution around the
ground truth.

7.1.3 Conclusion

We evaluate a deep learning approach for estimating DECOMPOSE QSM. With a simple
MLP implementation trained on randomly generated data, the solvers with either fixed TE
(S1) or adaptive TE (S2) show the ability to perform parameter fitting for the summation
of complex exponential models, specifically DECOMPOSE QSM. We show that the spatial
continuity is not compromised when training and inference in a pointwise fashion. The deep
learning-based solvers are more than two orders of magnitude faster on the CPU (four orders
on GPU) than the original optimization implementation and are more robust to measurement
noise, in contrast to the original solver.
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Figure 7.3: Performances of three solvers with di↵erent SNR on ground truth
random noise-like parameter maps. The di↵erence map is calculated as the absolute
di↵erence between the results from each solver (S0, S1, S2) and the noiseless ground truth.
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Figure 7.4: Results of parameter maps from the deep learning solvers compared
to the original solver for the susceptibility mixture phantom scan. The di↵erence
map is calculated as the absolute di↵erence of each corresponding map from S1 (or S2) to
S0.
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Figure 7.5: Results of parameter maps from the deep learning solvers compared to
the original solver for a healthy subject brain scan. The di↵erence map is calculated
as the absolute di↵erence of each corresponding map from S1 (or S2) to S0.
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7.2 Phase Filtering Methods Impact Susceptibility
Estimation

Phase filtering is a very important step in obtaining a good susceptibility and susceptibility
tensor estimation. The background filtering step is shared by both QSM and STI recon-
structions. As an illustration, We compare and show the e↵ects of di↵erent phase processing
methods on the quality of susceptibility tensor reconstruction with di↵erent numbers of
orientations.

7.2.1 Introduction

STI reconstruction generally follows the pipeline shown in Figure 7.6: phase of the GRE
signal is unwrapped and filtered to remove the background field, followed by aligning mea-
surements from all angles to one reference orientation. Several background phase removal
algorithms exist and they have a significant impact on the accuracy of QSM maps[93, 41].
Since STI measures susceptibility variations across di↵erent orientations, variations due to
phase processing will introduce errors in the tensor estimation. Here, we compare six com-
monly used methods of phase filtering in two tensor reconstruction methods to investigate
the e↵ects of background phase removal methods on the quality of STI.

7.2.2 Methods

GRE data of a postmortem mouse brain were collected at 19 orientations[75]. Briefly, the
imaging parameters were: B0 = 7T, TE/TR = 8.0/50 ms, voxelsize =0.08 mm isotropic.

The phase was unwrapped with the Laplacian-based phase unwrapping method[67]. Af-
terward, six major phase filtering methods were included in the test. Sources of MAT-
LAB scripts are as follows: Sophisticated Harmonic Artifact Reduction for Phase[102]
(SHARP), Laplacian Boundary Value[141] (LBV) and Regularization-enabled SHARP[115]
(RESHARP) ware obtained from online resources (QSMGitHubRepo;https://github.c
om/sunhongfu/QSM), Projection onto dipole fields[79] (PDF) was obtained from MEDI
toolbox[79](http://pre.weill.cornell.edu/mri/pages/qsm.html), improved HAR-
monic (background) PhasE REmovaL using the Laplacian operator[66] (iHARPERELLA)
and Variable-radius SHARP [130] (VSHARP) were obtained from STISuite(https://peop
le.eecs.berkeley.edu/~chunlei.liu/software.html). All methods were used with
masks with potential boundary erosion size considered, ensuring the output tissue phase is
in the same shape and size. Parameters used for each method are iHARPERELLA: pad-
size=12; RESHARP: kernel size=3, tolerance=0.001; LBV: tolerance=0.01; SHARP: kernel
size=3; tolerance=0.05; V-SHARP: smvsize=12.

Registration was performed using ITKsnap[137] on each orientation’s magnitude image.
After manual alignment with the reference volume, a mutual information metric was used
to obtain a�ne transformations, which were then applied to the filtered phase. Regular

http://pre.weill.cornell.edu/mri/pages/qsm.html
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Figure 7.6: General pipeline of susceptibility tensor reconstruction. The background
phase removal step is a key step. Many algorithms are developed to achieve accurate local
tissue phase estimation. The key part of this study is to investigate how di↵erent phase
filtering methods a↵ect the final tensor results.
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symmetric STI[74] reconstruction and the recently introduced asymmetric STI[24] (aSTI)
were used to reconstruct the tensor. Susceptibility anisotropy defined as SA = eigV al(1) �
(eigV al(2) + eigV al(3))/2 was calculated from eigen decomposition of the tensor (the first
eigenvalue is the largest). This SA quantity was used to weigh the primary eigenvector in
color-coded maps.

7.2.3 Results

The iHARPERELLA, PDF, and LBV methods result in tensor maps with significant varia-
tions that appear artificial as seen from the “dark” patches (Figure 7.7). On the other hand,
the SHARP, RESHARP, and V-SHARP methods produce relatively consistent tensor maps
that are free of such large “dark” patches (Figure 7.7). Interestingly, regardless of the phase
processing method, the artifacts seen in Figure 7.7 are significantly reduced by using aSTI
reconstruction (Figure 7.8). The corresponding SA-weighted primary eigenvector RGB map
also shows similar results: variations of SHARP give vector maps that are more spatially
coherent and aSTI is more robust to phase artifacts (Figure 7.9). All methods, regardless of
the reconstruction algorithm used, have increased noise with decreasing orientation number
and fail to produce meaningful results at 6 measurement orientations (Figure 7.10).

7.2.4 Discussion

It was previously reported[41] that LBV and PDF are more accurate for noiseless data in
simulations, however, for in vivo cases, where there exist large frequency shifts caused by
air-water boundaries (e.g. sinus), SHARP-based methods outperform LBV and PDF. We
have observed similar e↵ects. The artifacts from large air bubbles on the boundary of the
ex vivo sample were successfully filtered by RESHARP, SHARP, and V-SHARP (Figures
7.7 and 7.8). More importantly, the phase filtering errors associated with iHARPERELLA,
PDF, and LBV vary significantly between orientations, resulting in significant errors in the
tensor estimation and subsequently in the eigenvectors and eigenvalues. While these errors
are prominent in the original symmetric STI reconstruction, aSTI is known[24] to be more
robust by absorbing artifacts into the antisymmetric part of the tensor. With both STI
and aSTI, it’s consistently observed that variations of the SHARP (SHARP, RESHARP,
V-SHARP) methods and iHARPERELLA return more coherent eigenvectors.

As expected, tensors computed from all filtering methods become noisier with fewer
directions. All methods failed when only 6 orientations of measurements were used, which
suggests the minimum number of orientations needed for STI is 6 due to the lack of precise
a priori control of the orientations.

Note that every method included here contains some level of flexibility in parameters
tuning, while PDF requires pre-estimated noise level maps for better performance. The
parameters used in this study were chosen to achieve reasonable results through visual in-
spections. The proper parameter choice may vary depending on the quality of the raw
unwrapped phase, which requires further systematic investigation.
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Figure 7.7: STI elements from di↵erent filtering methods. Original STI: Tensor re-
constructed with the symmetry constraint using 6 di↵erent phase filtering methods. SHARP,
RESHARP, and V-SHARP show the least artifacts in the diagonal tensor elements. In terms
of the most artifacts, LBV particularly shows the most prominent artificial features.
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Figure 7.8: aSTI elements from di↵erent filtering methods. Asymmetric STI: Tensor
reconstructed without the symmetry constraint using 6 di↵erent phase filtering methods. The
diagonal elements shown here are from the symmetric part of the asymmetric susceptibility
tensor. Tensor elements show reduced artifacts compared to Figure 7.7. Overall, SHARP,
RESHARP, and V-SHARP show the least artifacts in the tensor elements.
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Figure 7.9: The susceptibility anisotropy (SA) weighted primary eigenvector RGB
map. SHARP, V-SHARP and RESHARP show the most spatially coherent eigenvectors.
aSTI reconstruction appears to be more robust in revealing susceptibility anisotropy even
with phase artifacts. Green:L-R, Red: A-P; Blue: S-I.

7.2.5 Conclusion

V-SHARP, RESHARP, and SHARP showed the most robustness towards large field per-
turbations, resulting in the most consistent tensor estimations. The aSTI method outper-
forms the conventional STI method in reducing phase filtering artifacts. With the same
phase data, di↵erent phase filtering methods (or parameter choices) may yield informative
or nearly useless susceptibility anisotropy information. It is therefore critical to ensure that
the background phase removal process was done properly and consistently across di↵erent
orientations.

7.3 QSM scaling a↵ects DECOMPOSE-QSM results

One of the inputs for DECOMPOSE-QSM is the QSM of each echo. Many methods have
been published to calculate QSM as described in Chapter 2.5. Due to the various assump-
tions each algorithm makes, recovered QSM of the same raw data with di↵erent methods can
be di↵erent. With combinations of di↵erent phase unwrapping, filtering, and dipole inver-
sion methods, resulting QSM can be underestimated, overestimated, or contains artifacts.
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Figure 7.10: Number of orientations for STI reconstruction. The susceptibility
anisotropy (SA) weighted primary eigenvector RGB map for 19, 12, 9, and 6 di↵erent direc-
tions of measurements. All methods crash when only 6 orientations are available. RESHARP
and V-SHARP return the most reliable susceptibility tensor. At 9 orientations, the external
capsule still stands out in REAHRP and V-SHARP filtered phase with conventional STI
reconstruction. Green:L-R, Red: A-P; Blue: S-I.

The DECOMPOSE-QSM model relied on the relation between R
⇤
2 and the underlying sus-

ceptibility, and if the initial input QSM is inaccurate or being scaled, the relationship that
DECOMPOSE-QSM relies on theoretically will be violated. Here we explore the sensitivity
of DECOMPOSE-QSM results to the scaling of QSM input.

7.3.1 Methods

Image data of one healthy subject was used for the experiments. Data was previously used
in Chapter 3 where the processing details can be found. Briefly, the multi-echo GRE scan
was performed on the axial plane with the following parameters: TE1/spacing/TE16 =
2.7/2.9/46.2 ms, TR = 59.3 ms, B0 = 3 T, and a spatial resolution of 0.86⇥ 0.86⇥ 1.0mm3.
The raw phase was unwrapped using a Laplacian-based phase unwrapping method, followed
by V-SHARP background field removal and STAR-QSM calculation.

The calculated QSM is scaled manually by various factors: 0.4, 0.6, 0.8, 1.2, 1.4, 1.6, and
1.8 before sending it into the DECOMPOSE-QSM solver. The magnitude images remain
unchanged. According to the definition and analysis in Chapter 3, if the algorithm performs
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Figure 7.11: Composite susceptibility from DECOMPOSE-QSM of QSM input
with various scaling factors. The artifacts in the deep gray matter are seen for both
underestimated and overestimated QSM. The overestimation cases show stronger artifacts
than the underestimation cases.

successfully, the composite susceptibility(Eq. 7.1) calculated using the DECOMPOSE-QSM
model should match the average QSM from the input.

Composite susceptibility =
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In the case that the DECOMPOSE-QSM calculation fails, the composite susceptibility will
not match the echo-averaged input QSM and show artifacts.

7.3.2 Results

The scaling of QSM can exist during either the phase filtering process or the QSM dipole
inversion process. Here, simulations by manually scaling the input QSM values show that
either underestimation or overestimation of QSM will give the mismatch of the composite
susceptibility and the input mean QSM indicating the failure of the DECOMPOSE-QSM
calculation. Specifically, in Figure 7.11, the globus pallidus region shows the most artifact.
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It seems that the underestimation of the QSM value will give fewer artifacts than the case
of QSM overestimation. The results indicate that the current DECOMPOSE-QSM cost
function is sensitive to the QSM value variations and it is now optimized based on the
STAR-QSM results as described in Chapter 3. Further investigation is needed to find a
proper QSM normalization mechanism before the calculation of DECOMPOSE-QSM. It is
worth noting that this simulation only concerns the case of linear scaling, it does not consider
other types of artifacts such as over-smoothing, streaking artifacts, noise amplification, etc.
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Chapter 8

Summary

8.1 Contribution

This dissertation presents DECOMPOSE-QSM, an MR signal modeling approach to resolve
the paramagnetic and diamagnetic susceptibility’s mixture situation in quantitative suscep-
tibility mapping. The voxel signal model and the optimization-based solver are validated
by imaging susceptibility phantoms and observing Curie’s Law with the temperature vari-
ant experiment. With the DECOMPOSE-QSM approach, a multi-orientation dataset of a
postmortem chimpanzee brain and susceptibility second-order tensor model, paramagnetic
susceptibility anisotropy was observed for the first time using an MRI-based mechanism.

8.2 Potential applications of DECOMPOSE-QSM

The signal model and the proposed solver of DECOMPOSE-QSM may be applied to many
scientific and clinical topics:

1. Brain structures: PCS maps in Figure 3.4, 3.5, 3.7 showed clear traces of veins
and small paramagnetic clusters which are disguised by diamagnetic components in
conventional QSM. The DCS maps on healthy subjects’ images showed more complete
white matter tracks than threshold QSM. The C0 maps corresponding to the low
susceptibility fluid reveal clear delineation of the subthalamic nuclei [34, 65, 140].
These parameter maps could provide a new tool to study brain structures and to
understand brain development with a longitudinal dataset.

2. Neurodegenerative diseases: Chapter 5 briefly explored one application of
DECOMPOSE-QSM being used to increase the sensitivity of the iron overload bio-
marker of Parkinson’s Disease. In Figure 5.1, the statistical significance of PCS in
di↵erent regions of the brain are in good agreement with QSM reported in previous
studies. Iron has been reported to be involved in neurodegenerative diseases [9, 20,
56, 87]. In the case of AD, iron overload is known to facilitate the aggregation of



CHAPTER 8. SUMMARY 83

tau-protein and beta-amyloid aggregation. Although a previous study reported iron
oxidation state dependency of QSM and R

⇤
2 [17]. Specifically, according to their report,

R2* decreased by about 2 Hz in both white matter and the cortex when ferric iron is
reduced to ferrous iron. For the current setting of the DECOMPOSE QSM model, such
subtle variations from oxidation state dependency are unlikely to be resolved. With
the proposed DECOMPOSE-QSM, it is worth investigating if iron deposition and pro-
tein aggregation can be separated to assist in the characterization of the underlying
pathology.

3. Demyelination diseases: The ability of DECOMPOSE-QSM to separate sub-voxel
paramagnetic and diamagnetic susceptibility may be useful for imaging demyelination
diseases such as multiple sclerosis (MS). Demyelination and iron accumulation can both
occur in MS lesions which cannot be di↵erentiated by QSM [51, 85, 128]. This issue
may be addressed with DECOMPOSE-QSM.

4. Susceptibility anisotropy: The DECOMPOSE-QSM model is compatible with
susceptibility anisotropy in white matter [72, 126]. While DCS is expected to be
anisotropic in white matter, PCS is expected to be isotropic. By separating out the
anisotropic component, DCS may be beneficial to improve the estimation of susceptibil-
ity tensor. However, in the previous Chapter 6, using 61-orientation measurements of
a postmortem chimpanzee brain and DECOMPOSE-STI, we discovered susceptibility
anisotropy for PCS. More work can be done to investigate the origin of PCS anisotropy.
By separating susceptibility contribution, DECOMPOSE-STI may be more beneficial
in revealing tissue microstructures than the conventional STI model.

8.3 Future directions

Some future directions can be taken to investigate the limitations of this dissertation:

1. Model update for DECOMPOSE-QSM: The proposed 3-pool model signal equa-
tion is highly simplified with the assumptions of the susceptibility source being spherical
and relaxation following a theory at the static dephasing regime. Further improvement
of the method may incorporate the variations of susceptibility source geometries and
the e↵ect of di↵usion.

2. Model update for DECOMPOSE-STI: STI and DECOMPOSE-STI show promis-
ing results and potential in revealing tissue microstructure in addition to the DTI.
However, sometimes STI results do not align and are even perpendicular to the DTI,
especially in the cortical region (Figure 6.10C). This could be due to a few reasons:
1) the Gaussian di↵usion model fails at the cortical region; 2) the tissue structure
is too complicated for the simple single exponential STI model; 3) the susceptibility
estimation could lose accuracy due to artifacts as the voxel gets closer to the surface
of the brain; 4) the origin of the di↵usion anisotropy and susceptibility anisotropy
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are fundamentally di↵erent. A previous study (Reveley et al., 2022) has found that
di↵usion MRI FA did not match the spatial distribution of myelin in the gray matter
but it matches closer to the Nissl stained tissue anisotropy. More sophisticated tissue
microstructure di↵usion models and susceptibility models are needed to coordinate dif-
ferent underlying e↵ects that may contribute to the tissue anisotropy measurements.

3. Clinical application of DECOMPOSE-QSM: For the in vivo PD vs. controls
study in Chapter 5, DCS showed significant di↵erences in multiple regions in addi-
tion to PCS di↵erences. The di↵erences in DCS between the two groups may sug-
gest changes in myelination. However, further studies including ex vivo validation are
needed. Additionally, DECOMPOSE-QSM can be integrated with studies concerning
Alzheimer’s Disease and other neurodegenerative diseases as DECOMPOSE-QSM can
provide additional quantitative information on pathological tissue changes.

4. Validating experiments for the PCS anisotropy: In Chapter 6, the paramag-
netic susceptibility anisotropy was observed with a postmortem chimpanzee brain. We
provided one hypothesis: the geometric arrangement of the iron-bearing tissue is the
source of the anisotropy. However, to justify and further investigate the existence and
the origin of the paramagnetic susceptibility anisotropy, an iron-washed brain tissue
sample could be deployed and followed by the same imaging experiment setups. Addi-
tionally, higher resolution STI datasets, polarized light imaging (PLI) on sample slices,
or the Nissl staining-based tensor reconstruction could provide additional information
and validation.

5. Data representation and interpretation of PCS and DCS based tensor imag-
ing: The QSM-based SA and eigenvector maps appear to be some kind of combination
of the PCS and DCS-based maps. From the initial visual comparison, the DCS-STI
is more reliable when tissue is more diamagnetic and the SA of DCS is higher. The
e↵ect is likewise for PCS-STI. A method to properly combine PCS-STI and DCS-STI
eigenvector maps could help reveal a more coherent and reliable STI vector map.

6. Explore the impact from QSM referencing to the DECOMPOSE-QSM re-
sults: Throughout the studies within this dissertation, except for the validation phan-
tom work, no referencing process is done to the QSM values. It should not be an issue
as the sample is a healthy brain, and the mean susceptibility value of the whole brain
should be around zero [69, 113]. However, when investigating a brain with pathologies
or tissue with a non-balanced amount of diamagnetic/paramagnetic content, referenc-
ing procedure is needed prior to computing the DECOMPOSE-QSM.

7. Explore the impact from STI reconstruction regularization strategy to the
DECOMPOSE-STI results: Since the introduction of susceptibility tensor imaging,
many STI reconstruction advances have been proposed [8, 15, 24, 39, 73, 127] to
improve the robustness of reconstructing STI as well as to reconstruct reliable tensors
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with as few orientations as possible. Those methods could be integrated together with
the susceptibility source separation method to further extract more reliable information
on the tissue susceptibility properties.

8. Solver update for DECOMPOSE-QSM:The algorithm relies on an accurate echo-
time-dependent QSM input. If the QSM input is inaccurate, the algorithm will have
an inaccurate phase to work with, then the resulting maps can be confounding. The
interpretations of the individual parameters and further improving the accuracies of
�+,�� at low concentration levels are still under investigation. Despite that, it is
noteworthy that the composite maps (PCS and DCS) are highly accurate based on
simulation and phantom experiments; the maps also enhance the contrast between
paramagnetic components and diamagnetic components.

9. Network design update for DeepDECOMPOSE: The MLP-based framework
for DECOMPOSE-QSM parameter searching shows promising results: the DeepDE-
COMPOSE is more robust to spatial noise and the accuracy for PCS and DCS is very
high compared to the optimization-based solver. However, there are some discrepan-
cies between the DeepDECOMPOSE and the original solver for the concentration C

maps. The use of C maps is to be explored. The current setup of DeepDECOMPOSE
might hinder the exploration of the C maps. An unrolled scheme could be deployed
to bridge the gap between the optimization model-based solver and the MLP-based
solver. Alternatively, an MLP could be used for the expensive step of searching for
�+/� parameters and C parameters can be recovered using a traditional constraint
least square solver.
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Chapter 9

Appendix

9.1 Transverse relaxation rate at the static dephasing
regime

The linear relationship between R
⇤
2 and susceptibility is observed in vivo [129], and ex vivo

[6, 53]. The relaxation theory of MR signal behavior at the static dephasing regime provides
the quantification of this linearity as follows [23, 133],

R
0
2 =

2⇡

9
p
3
µ0� |�M | � = 2⇡

9
p
3
�B0 |��| , (9.1)

where B0 is the external static magnetic field, µ0 is the vacuum magnetic permeability,
�M is the magnetization (referenced to neutral medium), � is the gyromagnetic ratio, � is
the volume fraction of the particle of the susceptibility sources, and �� is the measurable
volume susceptibility corresponding to the values in QSM (referenced to neutral medium).

The size of the susceptibility source a↵ects the applicability of this theory [21]. Specifi-
cally, the theory of static dephasing fits better in cell settings than in nanoparticle settings.
In our proposed model, susceptibility sources are treated as clusters of particles or molecules
rather than individual particles or molecules of ions or lipids, which is a suitable application
of the theory of transverse relaxation at the static dephasing regime, thus

R
⇤
2 = R

0
2 +R2 =

2⇡

9
p
3
�B0 |��|+R2 . (9.2)

The transverse relaxation rate R2, resulting from spin-spin interaction, is a function of
local field shift, di↵usion, and other intrinsic processes. The theoretical quantification of
such can be derived using quantum mechanics with some proper approximations [19, 60, 94].
In the current situation, this value is being treated as a parameter to be estimated rather
than pre-measured or pre-analyzed.
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9.2 Magnetic field of a uniformly magnetized sphere

The source of the magnetic susceptibility is modeled as a uniformly magnetized sphere. The
field of the interior of a sphere with uniformly distributed susceptibility � situating in a
static magnetic field with a strength of B0 is

Bz,in =
2

3
µ0M0 =

2

3
�B0 (9.3)

while the field (at location r) outside such a sphere (with a radius of R0, locating at r0)
is equivalent to a dipole field,

Bz,out (✓, r, r0) =
�B0R

3
0

3 (r � r0)
3 (3 cos

2
✓ � 1). (9.4)
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