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Abstract
Sky Computing with Intercloud Brokers

by
Zhanghao Wu
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Professor Ion Stoica, Chair

In an era where digital infrastructure increasingly relies on cloud computing, the need for flexible workload migration across clouds has become crucial. This need is particularly pressing with the recent surge in artificial intelligence (AI), which is impacted by global GPU shortages and geopolitical technology restrictions. The traditional cloud computing model, characterized by strong customer lock-in due to proprietary service interfaces and data gravity, limits the ability of businesses to adapt to these changes.

This dissertation extends and explores a recent rising concept, Sky Computing, as a transformative approach to mitigate these limitations. Sky Computing redefines the interaction between users and cloud services, proposing a unified "Sky of Computing" instead of isolated providers. This model leverages intercloud brokers to abstract the underlying cloud services, improving workload migration across clouds. We extensively explore the architectural and practical implementations of Sky Computing, leading to the development of an open-source intercloud broker, SkyPilot. SkyPilot demonstrates significant enhancements in optimizing and managing batch jobs, offering substantial cost savings, which is later extended to serving workloads, especially for AI. Further, this dissertation examines broker policy designed for deadline-sensitive jobs, implementing effective policies on SkyPilot that enable the utilization of unreliable but cost-effective spot instances while still meeting the deadline. Through real-world applications, Vicuna and SkyPilot Serving, we demonstrate how Sky Computing can support AI workloads, paving the way for further research.

Overall, we not only underscore the challenges faced by current cloud computing but also pioneer an adaptable approach through Sky Computing. This dissertation is an early step towards a more integrated and flexible cloud ecosystem, aligning technical innovation with market needs.
To my family.
# Contents

## List of Figures

## List of Tables

## 1 Introduction

## 2 Sky Computing

### 2.1 The History of Cloud Computing

### 2.2 Cloud Silos and Challenges

### 2.3 Related Concepts

#### 2.3.1 Standardization

#### 2.3.2 Multicloud

### 2.4 Sky Computing

#### 2.4.1 The Vision of Sky Computing

#### 2.4.2 Why is this Transformational?

### 2.5 Implications and Economics of the Sky

#### 2.5.1 Embracing Diversity

#### 2.5.2 Economic Analysis

#### 2.5.3 Speculation

## 3 Intercloud Brokers

### 3.1 Growth in Interface Compatibility

### 3.2 Lower Barrier for Data Movement

### 3.3 Intercloud Brokers for Batch Jobs

#### 3.3.1 Requirements

#### 3.3.2 Architecture

### 3.4 Related Work

#### 3.4.1 Cross-Cloud Compute, Storage, and Egress

#### 3.4.2 Middleware

#### 3.4.3 Integration Platform-as-a-Service (iPaaS)
### 4 SkyPilot: an Intercloud Broker Implementation

4.1 Implementation ........................................... 21
  4.1.1 Application API .................................... 21
  4.1.2 Catalog and Tracker ................................ 23
  4.1.3 Optimizer ............................................ 24
  4.1.4 Provisioner .......................................... 26
  4.1.5 Executor .............................................. 26
  4.1.6 Compatibility Set .................................... 26

4.2 Experiments ............................................... 27
  4.2.1 Machine Learning Pipelines ......................... 27
  4.2.2 Bioinformatics ....................................... 33
  4.2.3 Managed Data Analytics ............................ 34
  4.2.4 Analyzing the Broker ............................... 35

4.3 Deployment Experience .................................... 37
  4.3.1 Signals for the Two-sided Market .................. 38
  4.3.2 Benefits of an Intercloud Broker for Users ....... 38
  4.3.3 Leveraging Spot Offers for Cost Savings .......... 38
  4.3.4 Cluster Reuse for Faster Development and Debugging 38
  4.3.5 Moving Data is Acceptable for Many Workloads .... 39
  4.3.6 On-premise Clusters as Part of the Sky .......... 39

4.4 Conclusion ............................................... 39

### 5 Can’t Be Late: a Broker Policy with Spot

5.1 Introduction ............................................. 41

5.2 Characterization of Spot Instances .................. 42
  5.2.1 Methodology of Spot Trace Collection ............ 42
  5.2.2 High Variance in Spot Availability ............... 43
  5.2.3 Relative Stability in Spot Pricing ................. 44
  5.2.4 Correlation of Multi-Instance Availability ....... 44

5.3 Using Spot for Deadline-Sensitive Jobs ............... 45
  5.3.1 Problem Setup ...................................... 45
  5.3.2 Scheduling Policy .................................. 45
  5.3.3 Rules for Policy Design ............................ 47
  5.3.4 Greedy Policy ...................................... 47

5.4 Theoretical Analysis .................................... 48
  5.4.1 Worst Case with Competitive Analysis .......... 48
  5.4.2 Average Case with Stochastic Model ............... 50

5.5 Methodology ............................................. 51
  5.5.1 Time Sliced ......................................... 52
  5.5.2 Uniform Progress ................................... 53
List of Figures

1.1 Sky Computing with intercloud brokers. .................................................. 2

3.1 An ML pipeline running on top of Sky. The goal is to minimize cost while processing the input data securely. .......................................................... 15

3.2 Dynamic resource unavailability: preemptions over time from a real-world bioinformatics workload trace. The workload ran for 8 days, using 24 large-CPU spot VMs on GCP, us-west1. 17

3.3 Architecture of the intercloud broker. ....................................................... 18

4.1 An application, before and after optimization. ........................................... 24

4.2 Vision pipeline: hardware and costs of each deployment. For simplicity, the zones chosen for the plans are omitted. For training we use mixed-precision and the XLA compiler [135] with TensorFlow Keras 2.5.0. For inference we use half-precision. On GCP, accelerators are attached to an n1-standard-8 VM. .................................................. 28

4.3 Vision pipeline: detailed breakdown per task. .......................................... 30

4.4 Loss curves of training BERT with broker. The training is on V100 with 30 epochs. Each x marker is a preemption event; gaps between segments are the time periods when spot instances are not available. After the first preemption event, Broker migrates the job from AWS us-east-1 to GCP us-central1, while SingleRegion waits in the same region. 32

4.5 Dynamically adjusting to availability on a bioinformatics workload of 40 jobs on spot CPU VMs. Broker moves preempted jobs to a new region, while SingleRegion moves preempted jobs to other zones in the same region. Note the shared x-axis. Cloud: GCP. .............. 33

4.6 Using managed analytics services with SkyPilot. TPC-DS. (a) Cost (left y) and time (right y) of two hosted services in three configurations, where data is generated locally. Benefits of software and hardware offerings can combine. Mean of 3 runs. (b) Assuming data is stored in GCP, running more queries offsets the egress cost. ................................. 35

4.7 Search spaces and optimization times. Timing is measured on an M1 MacBook Pro; mean of 3 runs. Objective is cost. Locations of feasible clusters are limited to all US zones on 3 clouds. 37

4.8 Larger DAGs found in Airflow’s repository. (a) Sequential: |V| = 20, |E| = 19. (b) Fork-Join: |V| = 42, |E| = 44. (c) Complex: |V| = 38, |E| = 53. ................................. 37
5.1 **Real spot preemptions and availability are highly correlated.** Trace is in AWS us-west-2b. **Upper:** preemptions. Horizontal lines represent a running spot instance. Vertical bars are preemptions. **Lower:** availability. Horizontal lines are spot instance available periods. Vertical bars are changes from availability to unavailability. Grey gaps are unavailability periods. Note that although some vertical bars look immediately followed by a horizontal line, there are still gaps in between. ................................................................. 43

5.2 **Spot Availability is highly unpredictable and volatile.** Traces are across nine AWS zones collected. **Left:** Availability. Horizontal lines are available periods. Vertical bars are changes from available to unavailable, followed by grey gaps indicating unavailable period. **Right:** Boxplots of spot availability fraction, i.e., percentage of the time an instance is available in 6-hour windows. ................................................................. 44

5.3 **High volatility of spot availability fraction.** Availability can jump from 100% to 0% within hours. Price ratio: spot price divided by on-demand price. ................................. 44

5.4 Example decision traces of policies on real spot availability on AWS. ................................. 46

5.5 Example slicing for randomized shifted greedy (RSF) policy. The deadline $R(0) = 6$, computation time $C(0) = 3$, and slices $n = 3$. Dashed lines indicate boundaries of slices. ................................. 48

5.6 **Numerical results for validating the theoretical greedy cost and the assumption for increasing variance in the stochastic model.** Both analysis are conducted on sampling sub-traces from 2-month AWS spot availability traces. ................................................................. 50

5.7 **Example decision traces comparing Time Sliced and greedy policy.** Time Sliced policy cuts costs by better utilization of available spot near deadline. ................................................................. 52

5.8 **Cost savings (higher is better) vs. on-demand with Greedy and Time Sliced policies.** Job fraction is $\frac{C(0)}{R(0)}$, and $n$ is the best number of slices chosen for the Time Sliced policy. ................................. 53

5.9 **An example decision trace for Uniform Progress.** ................................................................. 54

5.10 **State machine diagram for Time Sliced and Uniform Progress.** spot means spot unavailable and spot means spot available. The Safety Net Rule is left out for simplicity. ................................. 55

5.11 **Cost savings (higher is better) against on-demand instances on real spot availability traces.** Omniscient (8 slices) is Partial Lookahead Omniscient. Larger job fraction means tighter deadline. Each sub-plot is on a (instance type, zone) trace. Values in ‘(x)’ are average spot fractions (percentages of time a spot instance is available) across all samples in the trace. ................................. 62

5.12 **Impact of Spot Fraction and Deadline.** Cost difference compared to Omniscient policy (normalized by on-demand cost, lower is better), measuring a policy’s proximity to Omniscient. Error bars range from p25 to p75. “Spot” represents spot fraction. ................................. 63

5.13 **Impact of changeover delays ($d$).** Values in ‘(x)’ are average spot fractions over all samples in the trace. ................................. 64

5.14 **Cost savings for jobs on multiple instances.** It is compared to Omniscient with heterogeneous clusters. ................................. 65

5.15 **Cost savings with relaxed job computation time or changeover delays.** All policies are compared against Omniscient knowing exact spot availability, computation time, and changeover delays in advance. Omniscient (Only Spot Avail.) only has the information of spot availability. ................................. 66
5.16  Ablation study for experiment setup. Cost savings for loose deadline and various job computation time. .......................................................... 67
5.17  Cost breakdown of each policy for ML workload. ........................................... 69

6.1  Workflow overview of Vicuna. ................................................................. 72
6.2  YAML specification of Vicuna finetuning job. ............................................. 73
6.3  Availability comparison for a service hosted on a single zone, a single region, and multiple regions. ............................................................ 75
6.4  Architecture of SkyPilot Serve. .............................................................. 76
6.5  YAML interface for a service. ................................................................. 77
List of Tables

3.1 Top public clouds with their myriad choices of locations and compute instance types. Data is gathered from each cloud at the time of writing. *Not counting government cloud regions. ................................................................. 16

4.1 Catalog schema for IaaS in a single cloud. ................................................................. 23
4.2 Evaluated workloads, cloud services used, and benefits. ............................................... 27
4.3 NLP pipeline: run time and cost of each deployment plan. ............................................... 31
4.4 Costs and makespan for three strategies to finish BERT training. Data transfer and checkpointing overheads are included. ................................................................. 32
4.5 Capturing the large heterogeneity of locations and pricing in the catalog. We show for a subset of offerings, the number of zones that provide them (out of 294 zones globally across the top 3 clouds), the pricing ratios of the most costly to the cheapest zone, and the coefficients of variation (CV) of prices across zones. CPUs are the latest generation in the “general-purpose” family. ................................................................. 36

5.1 Cost savings of spot vs. on-demand instances. ................................................................. 41
5.2 State space for a job. ........................................................................................................... 46
5.3 Compute time spent on on-demand and spot instances, averaged across 8 scenarios for a job fraction of 0.8. “Spot Util.” indicates the fraction of compute time on spot leveraged by a policy vs. the Omniscient policy. ................................................................. 61
5.4 Detailed characteristics of real workloads. All locations are in US. Deadlines are derived from job fractions 90% and 75%, and changeover delays are the sum of VM provisioning, environment setup, and job recovery progress loss time. ................................................................. 68
5.5 Cost savings for real workloads. Results of two deadlines are shown (job fractions 0.9 and 0.75). .................................................................................................................. 68
Acknowledgments

I am immensely grateful to the many individuals who supported me throughout my PhD journey at Berkeley. Their guidance was pivotal in both my professional development and personal growth, making my time at the university truly enriching.

First and foremost, I extend my deepest gratitude to my advisor, Ion Stoica. Starting a PhD during the pandemic was not easy, and Ion helped me navigate through this difficult period with those late evening one-on-one meetings, accommodating time zone differences. His guidance was crucial at every stage of my PhD journey. Ion taught me to focus on important topics and strive for impact. His ability to see the bigger picture helped me approach research from a broader perspective and establish long-term goals. Each meeting with him was a profound learning experience that shaped not only my academic pursuits but also my personal development.

I am also immensely thankful to my dissertation committee members: Scott Shenker, Joseph E. Gonzalez, and Song Han. Their insights profoundly influenced the scope and direction of my research. This dissertation would not have been possible without their invaluable support. Scott’s extensive knowledge of computer systems and economics always amazes me, making the research on Sky Computing a wonderful journey. From him, I also learned the importance of approaching problems fundamentally and starting with simple solutions. His ever-present humor lightened even the most challenging moments, for which I am especially grateful. Joey’s energy and enthusiasm for delving into the intricacies of artificial intelligence were contagious. Working with him on projects, Graph Neural Networks and Vicuna, was not only educational but also joyful. His approach to research has left a lasting impact on how I view and tackle problems. My heartfelt thanks go to Song, with whom I had the fortune of starting my research journey on efficient machine learning during my undergraduate. His support was crucial in my early academic career. The foundational skills and confidence I gained under his mentorship were invaluable.

I have been very fortunate to work with brilliant friends throughout the four years. Zongheng Yang has influenced my PhD significantly. His mindfulness and guidance supported me in pursuing research on Sky Computing. His ability to gather efforts and move the team towards the goal has greatly inspired me and significantly helped the development and growth of our projects. Wei-Lin Chiang, with whom I worked closely throughout my PhD, has been an excellent collaborator and a great friend to discuss ideas and code together on the multiple projects we worked on. I started my collaboration with Romil Bhardwaj at a later stage of my PhD, but the countless discussions and close work on both technical and visionary problems have been really joyful and fruitful.

I am blessed to have worked with great collaborators for the Sky Computing related papers, SkyPilot and "Can’t Be Late", and the SkyPilot team: Romil Bhardwaj, Wei-Lin Chiang, Eric Friedman, Tyler Griggs, Doyoung Kim, Woosuk Kwon, Frank Sifei Luan, Michael Luo, Ziming Mao, Gautam Mittal, Scott Shenker, Ion Stoica, Tian Xia, Zongheng Yang, and Siyuan Zhuang. Thanks for the great collaborations. I have learned a lot from you!

During the deployment of the open-source SkyPilot, I am very grateful to have worked with researchers from many different external organizations. Working with biologists at the Salk Institute, helping them set up their cloud infrastructure with SkyPilot, and learning from their early experience with large-scale computation on clouds was highly enriching. It was very gratifying to see the biology work our system contributed to get published in Nature. I am especially thankful to Joseph Ecker, Hanqing
Liu, Qiurui Zeng, Jingtian Zhou, and more people from the institute. Despite Salk, we also got countless wonderful users and friends who gave us excellent feedback on our system.

During the rise of large language models and our work on Vicuna, LLM Judge, and Chatbot Arena, I am honored to have worked with excellent colleagues and friends: Wei-Lin Chiang, Joseph E. Gonzalez, Dacheng Li, Tianle Li, Zhuohan Li, Zi Lin, Ying Sheng, Ion Stoica, Eric P. Xing, Hao Zhang, Lianmin Zheng, Siyuan Zhuang, and Yonghao Zhuang. Before these projects, in my early PhD journey, I am grateful to have worked on several AI projects, including RLlib flow and GraphTrans, with wonderful collaborators: Paras Jain, Joseph Gonzalez, Eric Liang, Michael Luo, Sven Mika, Azalia Mirhoseini, Ion Stoica, and Matthew Wright.

The staff members of the lab – Kattt Atchley, Shane Knapp, Jon Kuroda, Ivan Ortega, David Schonenberg, Kailee Truong, and Boban Zarkovich – played a crucial role in enriching my graduate experience. Their assistance was invaluable. I am also fortunate to have had the opportunity to interact with and learn from a diverse group of talented individuals, including Tiemo Bang, Shiyi Cao, Audrey Cheng, Yu Gai, Paras Jain, Xiuyu Li, Kevin Lin, Xiaoxuan Liu, Simon Mo, Philipp Moritz, Robert Nishihara, Isaac Ong, Shishir Patil, Nathan Pemberton, Conor Power, Daniel Rothchild, Peter Schafhalter, Eyal Sela, Sheng Shen, Shangyin Tan, Sijun Tan, Stephanie Wang, Justin Wong, Sarah Wooders, Minkai Xu, Yi Xu, Edward Zeng, Hong Zhang, Tianjun Zhang, Wen Zhang, and Jinhao Zhu, as well as everyone in the PS2 group. A special note of appreciation for Zhuohan Li, whose roles as a superb cook, roommate, colleague, and friend have profoundly enriched my life. Our shared experiences and discussions have been a highlight of my journey.

Before joining Berkeley, I was fortunate to meet and be mentored by wonderful people at SJTU and MIT. I would like to thank Yong Yu, Kai Yu, Yanmin Qian, and Shuai Wang for introducing me to research during my undergraduate studies at SJTU. The ACM class at SJTU was a wonderful place to spend four years of my life, where I met so many wonderful faculties and friends and connected with brilliant alumni, including Xiao yuan Liu, Zetian Jiang, Lizhen Zhu, Boyu Tian, Chen Wang, Jiaheng Zhang, Qizhe Xie, and so on. At MIT, I was lucky to have worked with Han Cai, Song Han, Ji Lin, Yujun Lin, Zhijian Liu, and Hanrui Wang at MIT HanLab. Zhijian was an incredible mentor, providing me with invaluable advice for research and my career. The interaction with the labmates at the time was also an unforgettable experience, including Tianzhe Wang, Muyang Li, Yaoyao Ding, Zhekai Zhang, Ligeng Zhu, and others.

Whenever I needed a break from research, my friends were always there to lift my spirits. Spending time in the Bay area with Yikai Li, Yunxuan Xiao, and Jiangbei Li always brought great joy and reminded me of the unforgettable moments we shared during our undergraduate days. Even though we are spread across different corners of the world, catching up online with Zhou Fan, Jinxiao Chen, Muyang Li, and Tianzhe Wang always provides a relaxing and joyful break from my routine.

Most importantly, I owe a huge debt of gratitude to my parents, Qijun Zhang and Zhengwu Wu, for their unconditional love and the numerous sacrifices they made to bring me up with the best environment for my growth. My extended family of grandparents, aunts, uncles, and cousins has always provided a network of support and love. Last but definitely not least, immense thanks to Qiurui (Rachel) Zeng, my partner and best friend, for her unwavering support and heart. Her presence makes even the toughest days bright. It is her who gives me the courage to fight against tough problems. I cherish every piece of memory we created together. And, not to forget our beloved puppy, Rocket, whose affection is a constant source of joy. This dissertation is dedicated to my family, without whom none of this would have been possible.
Chapter 1

Introduction

The modern information infrastructure is built around three components. The Internet provides end-to-end network connectivity, cellular telephony provides nearly ubiquitous user access via increasingly powerful handsets, and cloud computing makes scalable computation available to all. These ecosystems have many superficial differences, but perhaps their most fundamental difference lies in the degree of compatibility between providers in each of these ecosystems.

The Internet and the cellular infrastructure were designed with the goal of universal reachability. This required both uniform and comprehensive industry standards and broadly adopted interconnection agreements (for Internet peering and cellular roaming) that led to a globally connected federation of competing providers. The cloud ecosystem has very different origins, emerging as a replacement for dedicated on-premise computing clusters rather than serving as an interconnected communication infrastructure. As a result, cloud providers began by emphasizing their differences rather than their similarities; though the clouds are all based on the same basic conceptual units (e.g., VMs, containers, and now FaaS), they initially differed greatly in their orchestration interfaces. These orchestration interfaces have become more similar over time, but some clouds continue to differentiate themselves through numerous proprietary service interfaces, such as for storage or key-value stores. In addition, clouds typically impose much higher charges on data leaving than on data entering, resulting in “data gravity” (i.e., the difficulty of moving jobs to another cloud due to the expense of transferring the data). The combination of proprietary service interfaces and data gravity has led to significant customer lock-in: it is hard for companies who have established their computational workloads on one cloud to move them to another.

As cloud computing increasingly underpins our digital infrastructure, businesses face growing concerns about cloud lock-in. Firstly, companies seek to avoid reliance on a single cloud provider, as such dependence not only diminishes their negotiation leverage but also exposes them to risks associated with provider-specific outages. Secondly, the evolving landscape of data sovereignty regulations, such as GDPR, mandates precise controls over where data is hosted and how computational tasks are distributed across geographies. Unfortunately, not all clouds are available in every region, turning this lack of mobility across clouds into a significant barrier for businesses providing services across the globe. Thirdly, applications locked into a single cloud cannot exploit superior services from multiple providers, which might offer better pricing, availability, or performance. Given the incidents of widespread cloud resource outages, the tightening grip of governmental regulations, and the emerging new services specialized for
specific workloads, the ability to seamlessly transfer workloads between cloud providers has transitioned from a desirable feature to an essential requirement for businesses operating at scale. As a particular example, the rapidly growing artificial intelligence (AI) workloads are facing significant challenges due to a global shortage of GPUs [139], and geopolitical restrictions that require the AI models and data located in a specific region. To enable AI to be accessed globally, a more adaptable approach to workload migration, particularly across providers within limited regions is required.

Sky Computing, a concept first introduced in [133], was proposed to ease such migration of workloads by introducing an additional layer on top of cloud services, what we call an intercloud broker, see Figure 1.1. It changes the fundamental cloud abstraction, with users interacting with a more coherent “Sky of Computing” rather than with a collection of individual and deliberately differentiated clouds. This paradigm shift is not only a technical proposal but also represents a substantial market transformation within the cloud computing sector.

In this dissertation, we significantly expand upon and explore the concept of Sky Computing in depth. Starting with a conceptual overview (Chapter 2), we compare related concepts like standardization and multicloud with Sky Computing, which advocates for multiple application-specific intercloud brokers rather than a general standard across clouds (standardization) and abstracts away the clouds from users instead of having users interact with individual clouds (multicloud). We analyze how this vision could transform the cloud computing market and discuss the implications and economics of this model, envisioning a future of a two-sided market between users who offer jobs and clouds who offer services.

We then delve into the primary component of Sky Computing—the intercloud brokers (Chapter 3). Recent developments in cloud services, including increased interface compatibility and reduced barriers to data movement, pave the way for our design of the first intercloud broker. We outline the requirements and practical architecture design for these brokers, specialized for computational batch jobs, and contextualize our concept with existing work.

Following the conceptual and architectural groundwork, we implement a real system, SkyPilot
(Chapter 4), systematically constructing each component of the intercloud broker architecture. Our experiments across multiple real applications demonstrate that Sky Computing can benefit batch jobs by enabling their placement across multiple clouds, even when considering data egress costs. As an open-source project, SkyPilot has been adopted by various organizations, and we share insights and feedback from users to further the development of Sky Computing.

SkyPilot has not only proven effective for batch jobs but also shows a potential for brokers enriching the scheduling landscape by providing a broader action space with the support of workload migration. For example, with jobs managed by SkyPilot, the dynamic changes of the cloud service offerings including pricing, availability, and performance, can be utilized by a well-designed online policy that migrates jobs to better services. In Chapter 5, we explore a broker policy design for cost reduction that schedules deadline-sensitive jobs on two resource types offered by clouds – spot and on-demand instances, where the former offers cost savings at the risk of the volatile availability and the latter is more costly but reliable. We first develop a theoretical model to analyze baseline policies, which inspires the design of a simple and effective policy, Uniform Progress. Our empirical study demonstrates that it can outperform the baseline policy by closing the gap to the optimal policy by $2\times$. By implementing this policy on top of our intercloud broker, SkyPilot, we achieve 27%-84% cost savings across a variety of representative real-world workloads and deadlines.

The launch of SkyPilot and broker policy investigation have offered an opportunity to leverage Sky for resolving real-world problems. In Chapter 6, we present early findings from our two use cases of Sky on AI training and serving to further facilitate the future research and development of Sky Computing as well as the intercloud brokers. We first reviewed the Vicuna project, one of the earliest high-quality open-source chatbots. The whole workflow of Vicuna was run on SkyPilot, which yields the benefit of the Sky for AI training: packaging, high GPU availability, and cost reduction. We then switch gear to the AI serving, where we build an end-to-end serving system on top of SkyPilot, which we call SkyPilot Serving, to enable users to serve their AI services on the Sky. We design a simple interface with a highly modularized architecture for the system. With the preliminary adoption of the system, we have gathered multiple interesting findings and open questions that can lead to future research.

Finally, in Chapter 7, we conclude by discussing future directions for research that could propel us toward a Sky Computing future. This dissertation contributes to the ongoing evolution of cloud computing by demonstrating the potential of Sky Computing and initiating the first steps with the intercloud broker for batch jobs.

We anticipate that the proliferation of intercloud brokers, specialized for various applications, will revolutionize how users interact with cloud environments, fostering a more open, competitive, and user-centric ecosystem.

Previously published and open-source materials. This dissertation includes previously published and co-authored work as follows. Chapter 2, Chapter 3, and Chapter 4 include materials from [163, 130]. Chapter 5 includes materials from [157]. Chapter 6 includes materials from Vicuna blog post [42] and SkyPilot open-source project [130, 160].
Chapter 2

Sky Computing

Cloud Computing has become a prevalent paradigm for deploying, managing, and scaling applications. Recent years have seen the rise of many cloud providers, such as Amazon Web Services (AWS), Microsoft Azure, and Google Cloud Platform, which have expanded the range of services available to users. In contrast to Internet and telephony, the other two components of modern information infrastructure, the cloud computing market has evolved away from commoditization, with cloud providers striving to differentiate themselves through proprietary services. The fragmentation has made it difficult for users to move their workloads between clouds, a capability that is increasingly important due to government regulations about data placement and processing, and to protect against major cloud outages. Sky Computing was proposed to engender a new future of cloud computing by leveraging intermediation, called intercloud brokers, to increase workload portability.

In this chapter, we summarize the history of Cloud Computing, see Section 2.1, and look into the problems caused by the siloed clouds, see Section 2.2. We then review the previous concepts related to Sky Computing, see Section 2.3, describe the vision of Sky Computing and transformational changes it could make to the future, see Section 2.4. Finally, we examine the implications of and economics of the Sky for the future, see Section 2.5.

2.1 The History of Cloud Computing

The idea of delivering computing as a utility, akin to traditional utilities like telephone systems, was pioneered by John McCarthy, a prominent figure in artificial intelligence. However, it was not until the 1980s, that the NSF’s high-performance computing provided an early peek into the concept of utility computing. With the arrival of the Internet, a variety of services became globally available, such as email, bulletin board systems, and gaming. The introduction of the World Wide Web led to a surge in new services like search engines, online shopping, and later on, social media. To handle the increased demand, these services had to establish data centers and create complex distributed systems.

The early 2000s witnessed a rapid expansion in cloud computing technologies, with the launch of S3 and EC2 Amazon Web Services (AWS) in 2006 starting the cloud computing era. This movement made computing/storage resources accessible to a broader audience and introduced a “pay-as-you-go”
business model. This model democratized access to computing resources, allowing startups and large enterprises alike to scale their operations without the upfront cost of traditional hardware infrastructure. This shift, coupled with the end of Moore’s Law, which made it costly to develop and scale services using on-premise systems, reignited interest in what utility computing could have been. Yet, market forces have steered us towards a different path.

In the early days, Amazon led the cloud computing market, setting the unofficial standards. Over the last ten years, though, despite the leading Amazon Web Services, which controls 31% market share, numerous competitors have entered the scene, including major players, Microsoft and Google, taking 35% of the market in total, and other providers like Alibaba, Salesforce, IBM and Oracle dividing the remainder of the market [45]. This competition has driven down prices and broadened the range of products and services available. For instance, AWS now offers over 200 products and services [44].

2.2 Cloud Silos and Challenges

While hundreds of services are provided by cloud providers, a significant number of these products are exclusive to each provider, serving as a key strategy for standing out in the market. Each provider offers unique APIs for cluster management, specialized versions of data storage and processing services, and distinct serverless computing options, among others. As a result, applications designed for one cloud platform may require significant modifications to run on another, similar to how software designed for Windows might need alterations to operate on Mac OS. In addition, clouds typically impose much higher charges on data leaving than on data entering, resulting in data gravity, i.e., the difficulty of moving jobs to another cloud due to the expense of transferring the data. The combination of proprietary service interfaces and data gravity has led to significant customer lock-in: it is hard for companies who have established their computational workloads on one cloud to move them to another. Consequently, the competition in the cloud market is moving us away from the concept of utility computing, i.e., clouds are being siloed.

However, as cloud computing has become a critical part of our computational infrastructure, enterprises are increasingly worried about how difficult it is to migrate workloads between clouds. There are two compelling reasons for wanting more freedom in workload placement.

First, no business wants any critical part of its infrastructure tied to a single provider because such lock-in reduces its negotiating leverage and also makes the business vulnerable to large-scale outages at the provider.

Second, there are now strict regulations about data and operational sovereignty that dictate where data can be stored and computational jobs run. Not all cloud providers have data centers in all countries, so the inability to migrate jobs between cloud providers could be a painful roadblock to satisfying these new regulations.

These two reasons are not theoretical problems whose solutions would be “nice-to-have”; the recent occurrence of large-scale cloud outages, such as recent shortage of high-end GPUs, essential for AI workloads, on major clouds [140], and the increasing number of government regulations, such as EU’s GDPR [154], are quickly making such a solution a “must-have” for large-scale users of the cloud.
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2.3 Related Concepts

The initial players in the cloud computing industry each introduced unique, proprietary interfaces, causing cloud silos. To ease the migration of workloads across clouds, we first examine two related concepts for going beyond individual clouds: adopting standards and multicloud, and discuss why they are not sufficient for achieving the goal.

2.3.1 Standardization

The first question one might ask is if seamless migration is the goal, why not adopt a set of uniform and comprehensive cloud standards, as was done for the Internet and cellular? A decade ago IEEE proposed a set of Intercloud standards for portability, interoperability, and federation among cloud providers [153] involving an Intercloud Service Catalog and an Intercloud federation layer. There are two fundamental problems with this and other proposals for such uniform and comprehensive cloud standards.

First, there is no incentive for the dominant clouds (i.e., those with large market shares) to adopt such standards; it would decrease their competitive advantage and make it easier for customers to move their business to other clouds.

Second, users interact with clouds at many levels, using high-level service interfaces such as PyTorch [119] or TensorFlow [1] in addition to low-level orchestration interfaces such as Kubernetes [83]. If the goal is to make workload migration seamless, then all of these interfaces would need to be standardized, which would impede innovation by locking the ecosystem into a set of interfaces that may not be appropriate for future uses. While this issue can arise in any tech ecosystem, it seems especially pertinent to cloud computing for having premature and/or inappropriate standardization. This is because user interaction with the cloud spans various interfaces, from low-level basic orchestration to high-level complex services, making it difficult to pinpoint which layers should be standardized. Additionally, these interfaces evolve quickly, raising questions about the right timing for standardization.

Requiring every cloud to standardize every interface is both unrealistic (as noted in the first objection) and unwise (because these higher-level interfaces have changed significantly over time, and standardizing them would greatly hinder innovation).

2.3.2 Multicloud

Multicloud is now an industry buzzword, and there are reports [71, 138] that most enterprises have, or will soon have multicloud deployments; this would seemingly imply that our goal of seamless workload migration has already been realized. However, the common use of the term multicloud only requires that an enterprise have workloads on two or more clouds, e.g., the finance team runs their backend functions on Amazon while the analytics team runs their ML jobs on Google, not that they can easily move those workloads between clouds. It is clear, from everyone we have talked to in the industry, that moving many workloads between clouds remains difficult. The exceptions to this are the recent third-party offerings (e.g., by Trifacta, Confluent, Snowflake, Databricks, and others) that run on multiple clouds; users can indeed migrate their workloads that only use these services between clouds relatively easily (BigQuery,
offered by Google, offers similar cross-cloud support). However, these are for specific workloads and do not provide general support for workload migration.

2.4 Sky Computing

With standardization and multicloud having limited success in easing the migration of workload, this dissertation is about how to achieve it through the rise of Sky Computing, a concept first introduced in [133] but significantly extended and more deeply explored in the rest of this dissertation. In this section, we review the vision of Sky Computing from [133, 38] and argue why Sky Computing will be a transformational change in cloud computing [163].

2.4.1 The Vision of Sky Computing

Sky Computing is when users, rather than directly interacting with the cloud, submit their jobs to what is called intercloud brokers, detailed in Chapter 3, who handle the placement and oversee the execution of their jobs (see Figure 1.1). Users of an intercloud broker specify their job characteristics and constraints, along with their desired optimization metrics (such as price or performance), eliminating the need to decide which cloud services to employ for specific tasks. The intercloud broker then selects the clouds on which various parts of the job are run and then manages their execution.

In contrast to existing multi-cloud solutions, Sky abstracts away the clouds. When running a Sky application, it is transparent to the user which clouds the application runs on. The presence of intercloud brokers changes the fundamental cloud abstraction, with users interacting with a more coherent “Sky of Computing” rather than with a collection of individual and deliberately differentiated clouds. It creates a two-sided market between users who offer jobs and clouds that offer services. Many of these services (e.g., Kubernetes, Apache Spark, Apache Kafka) are offered by multiple clouds, while others are cloud-specific (e.g., AWS Inferentia, BigQuery). We expect that there will be multiple intercloud brokers, some possibly specialized for different workloads, and the emergence of effective intercloud brokers will foster a dynamic cloud services marketplace with many of those services being offered by more than one cloud, enhancing the portability of workloads.

This evolution in cloud services compatibility is expected to yield significant advantages, such as:

1. Reducing entry barriers to cloud adoption and thus enlarging the market.
2. Fostering rapid technological advancements through the proliferation of specialized clouds, offering users top-tier services and hardware.
3. Achieving a more cohesive integration of computing solutions, including edge and on-premise computing, along with the selection of specific cloud zones.
4. Improving compliance, security, and system robustness through diversified cloud strategies, like deploying model inference across several clouds for better reliability, or processing sensitive data in compliance with emerging legal requirements on data and operational sovereignty.
2.4.2 Why is this Transformational?

As noted in our paper [163], we are not the first to use the name “Sky Computing” as several papers, dating back to 2009, also used this term [57, 104, 98]. However, these papers focus on particular technical solutions, such as running middleware (e.g., Nimbus) on a cross-cloud Infrastructure-as-a-Service platform, and target specific workloads such as high-performance computing (HPC). In our vision, we take a broader view of Sky Computing, seeing it as a change in the overall ecosystem and considering how technical trends and market forces can play a critical role in the emergence of Sky Computing.

Sky Computing is a transformational change in cloud computing, not merely a tactical mechanism for workload migration. There are three reasons, each from a different perspective.

User’s Perspective: When using an intercloud broker, users are no longer interacting with individual clouds, but with a more integrated “Sky” of computing. They merely specify their computation and their criteria, and the broker then places the job. This makes it significantly easier to use the cloud and may lead to increased cloud adoption. Note that such an interface hides the heterogeneity between and within clouds. Users no longer need to research which clouds have the best prices or offer a particular service. This also applies within individual clouds, because different regions within a cloud can offer different hardware options and different prices.

Competitive Perspective: Note that by serving as an intermediary between users and clouds, the intercloud broker is creating a fine-grained two-sided market for computation: users specify their tasks and requirements, and clouds offer their interfaces with their pricing and performance. Job placement is no longer driven mostly by measures to promote lock-in (e.g., proprietary interfaces and data gravity), but increasingly by the ability of each cloud to meet the user’s requirements through faster and/or more cost-efficient implementations. This means that the clouds, to increase their market, will likely start supporting interfaces that are commonly used in jobs, driving the market towards increased compatibility.

Ecosystem Perspective: Once there is a two-sided market established, the cloud ecosystem can transition from one in which all clouds offer a broad set of services and try their best to lock customers in, to one in which many clouds focus on becoming part of a computational Sky, where they can specialize in certain tasks because the intercloud broker will automatically direct computations to them if they best meet user needs for those particular tasks; the economic analysis in the Section 2.5 makes this case more precisely.

This vision should be tempered with several doses of reality. First, while we envision some clouds will embrace the vision of Sky Computing by focusing on compatible interfaces and adopting reciprocal free data peering, we expect others, particularly those with dominant market positions, to continue with lock-in as a market strategy. Nonetheless, the presence of a viable alternative cloud ecosystem will set the bar for innovation and meeting user requirements, so all users will benefit. Second, we assume that the creation of Sky Computing will be a lengthy process that will start slowly and gradually gather momentum. Our goal in this dissertation is to investigate how to start this transformation, not to define its ultimate form. As such, we start with an intercloud broker for batch jobs and AI services – a small but important set of workloads. Third, given our focus on the early stages of the Sky, we do not provide solutions to several problems that must eventually be addressed, such as how to troubleshoot failures that occur with applications running across multiple clouds.
2.5 Implications and Economics of the Sky

We turn our attention to the future and ask: what are the implications of the Sky for the future cloud ecosystem? This section is inherently more speculative to provide some context for where we think this approach could take us.

2.5.1 Embracing Diversity

While there is an increase in limited interface compatibility (detailed in Section 3.1), in the overall ecosystem there is an increasing diversity in terms of location and hardware. The aforementioned regulatory concerns require greater flexibility in location; Sky Computing provides an easy way to specify the necessary location constraints. However, there are two other important location considerations. First, some tasks should be run on nearby edge clouds to lower latencies between clients and clouds. Second, some tasks should be on on-premise clusters, rather than public clouds, to lower costs (see [152] for an argument as to why this is crucial). These concerns can be met by bringing edge and on-premise clouds into the Sky. The intercloud broker could then automatically send jobs to the closest edge cloud (if lowering latency is important) or to the on-premise cloud (if lowering costs is important and there is enough capacity).

In addition, by allowing users to specify specific hardware requirements in their request, one can automatically seek out clouds that have the appropriate hardware support. Or one can merely ask for high performance, and the intercloud broker will find the highest-performing cloud for that task, regardless of how they achieve it. Thus, Sky Computing turns the diversity of the current clouds from an impediment to an advantage: as long as one cloud meets a user’s needs in terms of location or hardware or other constraints, the intercloud broker will find it.

2.5.2 Economic Analysis

For analytical convenience here we assume that in the future clouds will fall into two categories. Some clouds will remain proprietary, offering their own APIs for some tasks and charging for data egress in an attempt to keep customers tied to their cloud. However, others will join the Sky and become a commodity cloud in that they fully embrace the open source interfaces and do reciprocal data peering with other clouds that have joined the Sky. The economic choice facing clouds is which of these alternatives they choose. Note that even proprietary clouds can be used by the intercloud broker, but doing so may entail data egress charges.

The choice facing consumers is which of these two types of clouds they choose to use: do they send their workloads to a single proprietary cloud, or do they let the intercloud broker find which clouds to run on? In what follows, we assume that users attempt to optimize some measure of price and performance of each task; we will denote this metric by P2, and define it so that smaller values are better. The relative importance of price and performance will differ between users, but we do not address that here as it overcomplicates the analysis without adding much insight; instead, we assume all users attempt to minimize the same measure P2. We now analyze, in a vastly oversimplified model, how the ecosystem of clouds might evolve given this consumer behavior.
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Denote by \( R \) the set of proprietary clouds and denote by \( S \) the set of commodity clouds (i.e., the Sky). Assume that the workload from user \( \alpha \) consists of a set of tasks \( j \), with a weight or frequency \( w_{\alpha j} \) that represents the fraction of their workload that consists of task \( j \). Note that this analysis can either apply to individual applications (which involve a DAG of tasks), or an overall workload.

The P2 of task \( j \) on cloud \( c \) is denoted by \( P_{cj} \). If a cloud does not support that task, \( P_{cj} \) is set to be infinite. Let \( \tilde{P}_{cj} \) be the P2 taking into account the delays (and perhaps egress charges, if a proprietary cloud is used) in sending data between different clouds. We then define \( P_j \) and \( \tilde{P}_j \) as the minimal P2's achievable (the latter taking into account the extra inter-cloud delays and cost, and the former not):

\[
P_j = \min_{c \in S \cup R}[P_{cj}] \quad \text{and} \quad \tilde{P}_j = \min_{c \in S \cup R}[\tilde{P}_{cj}].
\]

Assume for simplicity that these workloads are either sent to the Sky (i.e., placement determined by the intercloud broker), or to a single proprietary cloud. Given these assumptions, if the workload is sent to a proprietary cloud, the user \( \alpha \) will choose the cloud \( c \in R \) that minimizes \( \sum_j w_{\alpha j} P_{cj} \); call this cloud \( c(\alpha) \). If sent to the Sky, then the overall P2 is \( \sum_j w_{\alpha j} \tilde{P}_j \). Given our assumptions, a user will pick between \( c(\alpha) \) and the Sky, depending on whether the sum \( \sum_j w_{\alpha j} (P_j^{c(\alpha)} - \tilde{P}_j) \) is positive (Sky) or negative (proprietary cloud \( c(\alpha) \)). Note that since by definition \( P_j \leq P_j^{c(\alpha)} \) this can only be negative if the inter-cloud delays or costs are significant.

The question a cloud faces is whether to join the Sky or not. If it remains a proprietary cloud, the only customers it gains are those for whom its overall average P2 is best: i.e., for those users for whom it is \( c(\alpha) \). If it joins the Sky, it gains revenue for each task \( j \) where its performance is best among the clouds (taking into account the inter-cloud delays).

Assuming most users have a broad workload including many tasks, this analysis suggests that a cloud should only remain proprietary if it can compete across a broad collection of tasks. Joining the Sky becomes the rational choice for clouds who realize they cannot compete broadly, but can find narrower market niches (i.e., sets of tasks) where they excel.

Note that two proprietary clouds compete in a zero-sum manner: for users sending their workloads to proprietary clouds, either one gets the business or the other. Sky clouds compete in a much different way. Of course, they all compete to provide the best P2 implementations for each task. However, a cloud providing a superior solution for one type of task helps a cloud focusing on other types of tasks, because users will only use the Sky if the overall service they get is better than that on proprietary clouds. Thus, the ecosystem of Sky clouds combines competition on each task type with collaboration to provide high-quality support across a broad spectrum of tasks. This is the interdependence in the Sky.

This analysis is obviously oversimplified in many dimensions. For instance, users make different tradeoffs between cost and delay, and workloads are more complicated than just a linear combination of tasks. However, none of these considerations undercut the general observation above that proprietary clouds must be prepared to compete across a wider range of tasks (since their egress charges and proprietary interfaces purposely reduce the likelihood of users offloading to other clouds).

For a fledging cloud provider, it seems clear that joining the Sky is the preferable choice. These new clouds can concentrate on narrow sets of tasks where they can compete favorably with existing commodity and proprietary clouds, and they need not worry about marketing as the intercloud brokers will seek out the best P2 available.
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None of these results are surprising, as the intercloud broker effectively sets up a two-sided market. Two-sided markets are common, and they are typically opposed by market actors who have high margins and want to preserve them but are welcomed by those struggling to get a foothold in the market and who cannot otherwise overcome the inherent advantages of the dominant market players (such as much better name recognition, much larger sales forces, etc.). In the current cloud market only Amazon and perhaps Azure can be seen as having dominant market positions; all other cloud providers have less than 15% of the market [45]. For all of these other cloud providers, which comprise roughly half of the current cloud market, the Sky may be the preferable choice.

2.5.3 Speculation

In many ways, the intercloud broker is merely a mechanism that turns cloud computing into a more competitive market. However, efforts to create the Sky will be for naught if the currently dominant clouds remain dominant and proprietary even after the intercloud broker is put in place. Here we speculate briefly on the factors that will play a critical role in how the competition plays out. We start with four basic assumptions:

**Sky-based clouds may innovate faster.** Sky clouds need not market their technologies; they merely need to post faster speeds and/or lower prices for various workloads. Thus, the intercloud broker itself speeds innovation because workloads will automatically follow the better P2s, no matter how they arise. In addition, clouds can focus their innovative energies on narrow classes of tasks where they might have special expertise (e.g., Oracle for databases) or special hardware (e.g., Samsung for storage, Google for TPU, NVIDIA for GPUs). In fact, this is already happening; see the recent announcements by Nvidia, Equinix, and Cirrascale [20].

**Large clouds have economies of scale.** There are undeniable advantages to operating a cloud at scale, such as greater leverage with suppliers and the ability to amortize various infrastructure costs over larger deployments. These advantages may be the single biggest barrier to the success of Sky.

**Infrastructure providers might provide smaller clouds with better economies of scale.** Infrastructure providers, such as Equinix, who have experience in building out clouds and who can amortize infrastructure costs, can help smaller clouds with deployment. This will not match the economies of scale of the largest clouds but will allow small clouds to be deployed with reasonable efficiency.

**Small clouds are not necessarily small companies.** One worry is that the proprietary clouds would engage in predatory pricing to prevent the Sky from emerging. However, many companies that will deploy Sky-based clouds will be using them as showcases for their technology (Samsung for storage, Oracle for database workloads, etc.), and they have very deep pockets. So predatory pricing will actually hurt the large clouds more than the smaller ones (because they have a smaller market share, their losses are smaller).

Based on these assumptions, the crucial question is whether the rate of innovation of the smaller clouds (which can be more narrowly targeted) is sufficient to compensate for their disadvantage in economies of scale (which is mitigated by infrastructure providers). We have no wisdom to offer on this central but
speculative question. However, with innovative companies like Google, IBM, and Alibaba counted as “small clouds” likely to join the Sky rather than remain proprietary, we believe that there is a significant chance that the Sky could emerge as an economically viable alternative to the current cloud ecosystem.
Chapter 3

Intercloud Brokers

In Chapter Chapter 2, we explored the concept of Sky Computing, a forward-looking paradigm in cloud computing, and its potential impacts. Sky Computing is predicated on the use of intermediation between users and cloud providers. This approach employs intercloud brokers to manage the placement and execution of user jobs, thereby eliminating the need for direct interaction between users and cloud providers.

This chapter checks the technical aspects of the journey towards implementing intercloud brokers. Initially, we will revisit recent advancements in cloud services and the emerging trend of limited interface compatibility, which forms the foundation for the functioning of intercloud brokers (see Section 3.1). Building on the premise of enhanced compatibility, we shift our focus to the design of intercloud brokers specifically tailored for computation-intensive batch jobs. We will examine the feasibility and advantages of integrating such brokers, analyze their requirements, and propose a potential architecture for their implementation (see Section 3.3). Lastly, we will discuss the literature pertaining to cross-cloud interactions and contextualize these studies in relation to intercloud brokers (see Section 3.4).

3.1 Growth in Interface Compatibility

As noted before, users of cloud computing invoke a wide variety of computational and management interfaces. Many of these are open source systems that have become the de facto standards at different layers of the software stack, including operating systems (Linux), cluster resource managers (Kubernetes [83], Apache Mesos [72]), application packaging (Docker [54]), databases (MySQL [107], Postgres [121]), big data execution engines (Apache Spark [166], Apache Hadoop [155]), streaming engines (Apache Flink [36], Apache Spark [166], Apache Kafka [16]), distributed query engines and databases (Cassandra [14], MongoDB [103], Presto [122], SparkSQL [131], Redis [125]), machine learning libraries (PyTorch [119], TensorFlow [1], MXNet [39], MLflow [102], Horovod [128], Ray RLlib [88]), and general distributed frameworks (Ray [105], Erlang [19], Akka [3]). In addition, some of AWS’s interfaces are increasingly being supported on other clouds: Azure and Google provide S3-like APIs for their blob stores to make it easier for customers to move from AWS to their own clouds. Similarly, APIs for managing machine images and private networks are converging.

These trends increase what we call limited interface compatibility, where both of these qualifiers
are crucial. This compatibility applies only to individual interfaces and these interfaces are typically not supported by all clouds but by more than one. Our contention, based on what we see in the ecosystem, is that the number and the usage of these interfaces that have this limited compatibility – i.e., are supported on more than one cloud – is increasing, largely but not exclusively due to open-source efforts.

We are basing our approach on the belief that this trend will continue, and that leveraging this trend is far preferable to pursuing uniform and comprehensive standards. To paraphrase a quote attributed to Lincoln, we know that all interfaces are supported by some clouds, and some interfaces may be supported by all clouds, but we cannot and should not require that all interfaces be supported by all clouds.\footnote{The following adage is widely but incorrectly attributed to Lincoln: “You can fool part of the people some of the time, you can fool some of the people all of the time, but you cannot fool all the people all of the time.”}

\section*{3.2 Lower Barrier for Data Movement}

In the ideal Sky Computing vision, to reduce data gravity, clouds can enter into reciprocal free data peering; i.e., two clouds can agree to let users move data from one cloud to another without charge. With high-speed connections prevalent (many clouds have 100 Gbps connections to various interconnection points where they can peer with other clouds), we think such free peering can easily be supported, with its costs more than offset by the increase in computational revenue that it enables. One might worry about the delay that such transfers incur, but if the resulting computation times are superlinear in the data size (or linear with a reasonably high constant) then no matter how large datasets become, the networking delays will not be a major bottleneck.

There are signals that such data peering is occurring in clouds. Cloudflare R2 offers storage with zero-egress cost [48]. In early 2024, Google Cloud platform led the move by removing data transfer fees when users are moving off the cloud [46]. Later, Amazon and Azure followed by announcing zero-egress when leaving their clouds [59, 58].

\section*{3.3 Intercloud Brokers for Batch Jobs}

Given this increasing level of limited interface compatibility, we start the journey towards Sky Computing with the intercloud brokers designed specifically for \textit{computational batch jobs}. While batch jobs (e.g., ML, scientific jobs, data analytics) represent only a fraction of today’s diverse cloud use cases, their computation demands are growing quickly [113] and are responsible for the recent surge of specialized hardware [47, 24, 37]. Also, computational batch jobs are normally based on a reasonable amount of data, so moving data is affordable compared to the spending on compute resources, which makes the design of the intercloud broker easier. Thus, we have started with a broker designed for batch jobs as a tractable but common and rapidly growing workload. We expect future versions of the broker will address a wider range of workloads, and provide a broader set of features, but that is not our focus here. In addition, we expect that eventually there will be an open market in intercloud brokers that charge a small fee for their brokerage service; some of those brokers will be general purpose and others more tailored to specific workloads, as ours is.
An intercloud broker takes as input a computational request that is specified as a directed acyclic graph (DAG) in which the nodes are coarse-grained computations (e.g., data processing, training).\footnote{This is informed by workflow systems\cite{13} that are now the de facto standard for orchestrating complex batch applications.} For lack of a better term, we call these computations “tasks”. The request also includes the user’s preferences about price and performance.

The intercloud broker is then responsible for placing these tasks across clouds. Unlike existing multicloud applications which run an application instance per cloud, an intercloud broker can run a single application instance across several clouds. For example, Figure 3.1 shows a machine learning (ML) pipeline with three tasks: data processing, training, and serving. The user may wish to minimize the total cost while processing data securely. The intercloud broker might decide to run data processing on Azure Confidential Computing\cite{27} to anonymize data and thus protect data confidentiality, training on GCP to take advantage of TPUs\cite{47}, and serving on AWS to take advantage of the Inferentia accelerator\cite{24}.

The ability to partition applications enables the emergence of specialized clouds. For example, a cloud provider can build a successful business by just focusing on a single task, such as ML training, and offering the best price-performance for that task; see Section 2.5.3 for a more detailed discussion of this.

In addition, the intercloud broker provides benefits even when the application (i) entirely runs on a single cloud, by automatically choosing the cloud that best matches the user’s preferences and choosing the best region and zone within that cloud, or (ii) uses services\footnote{By “service” we mean the compute services or a hosted service provided by one or more clouds, such as hosted Apache Spark (e.g., EMR\cite{9}, HDInsight\cite{28}) and hosted Kubernetes (e.g., EKS\cite{8}, GKE\cite{68}, or AKS\cite{29}).} provided only by a single cloud, by placing a task on that cloud but still having the freedom to use other clouds for the other tasks.

In the rest of this section, we first review the requirements of an intercloud broker for computational batch jobs, see Section 3.3.1, and propose an architecture in Section 3.3.2.
Table 3.1: **Top public clouds with their myriad choices of locations and compute instance types.**
Data is gathered from each cloud at the time of writing. *Not counting government cloud regions.

<table>
<thead>
<tr>
<th>Cloud</th>
<th>Regions</th>
<th>Zones</th>
<th>VM types</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS</td>
<td>20 (US: 4*)</td>
<td>64 (US: 15*)</td>
<td>≥ 558</td>
</tr>
<tr>
<td>Azure</td>
<td>51 (US: 8*)</td>
<td>124 (US: 23*)</td>
<td>≥ 714</td>
</tr>
<tr>
<td>GCP</td>
<td>35 (US: 9)</td>
<td>106 (US: 28)</td>
<td>≥ 155</td>
</tr>
</tbody>
</table>

### 3.3.1 Requirements

**Cataloging services and instances.** There is a huge and growing number of services, instances, and locations\(^4\) across clouds. As shown in Table 3.1, the top three public clouds alone provide hundreds of compute VM types in dozens of regions across the globe. Even for a simple request of a 4-vCPU VM in the “compute-optimized” family—advertised by all three clouds—there are at least 90 choices within the US in terms of region and VM type. Furthermore, each cloud has hundreds of software services (e.g., hosted Kubernetes/Spark, blob storage, SQL databases) to choose from. This is clearly beyond what can be navigated manually by ordinary users.

To provide the automatic placement of jobs, the broker must catalog the variety of instances and services, the APIs to invoke these services, and the subset of clouds and regions where these offerings are available.

Even after they have been cataloged, these many options are hard to navigate. Thus, the broker should expose filters on common attributes to applications so that they can easily narrow down the many options across clouds. For compute instances, filters may include the number of vCPUs, RAM, and accelerator types. For managed services (e.g., hosted analytics), filters may include the service or the package version (e.g., AWS EMR 6.5, or Apache Spark 3.1.2). Moreover, the broker should allow an application to choose specific services or instances supported only by one cloud.

**Tracking pricing and dynamic availability.** The price and availability of resources can vary dramatically across clouds and even regions or zones in the same cloud, often, but not always, following a diurnal pattern [110]. The variations are especially acute for scarce resources (Section 4.2.4), such as GPUs or preemptible spot instances that many applications use due to their lower costs, and change over time.

To illustrate the potential changes in resource availability, consider a real user’s application: a bioinformatics task running for 8 days on 24 spot VMs on GCP (see Section 4.2.2 for more detail). When a VM is preempted, it waits for another spot VM to become available. Figure 3.2 shows the cumulative number of preemptions over time. Note that preemptions happened every day and at unpredictably different rates (e.g., compare day 3–4 vs. day 4–5). The application experienced 319 preemptions, a preemption every 36 minutes on average.

Thus, the broker should track the availability and pricing to provide applications with the best choices at run time. One challenge is that clouds do not publish availability information explicitly. The broker

\(^4\)We use “locations” to refer to regions and zones, collectively.
Dynamic optimization. Recall that the goal of the broker is to meet the application’s cost and performance requirements under various constraints, such as data residency. This means the broker should choose the types of instances or services, clouds, and locations to run the tasks in the application DAG. This is a challenging optimization problem because of (1) the sheer number of choices (Table 3.1), (2) DAG topologies becoming complex (Figure 4.8), and (3) the unpredictable resource availability and price changes during the application’s provisioning or run time (Figure 3.2).

As a result, the broker should implement a dynamic optimizer that can reflect the current resource availability and prices and quickly find an optimal execution plan out of the large search space. To use up-to-date prices, the broker needs to compute the execution plan whenever an application starts. In addition, when a task in an application DAG cannot run as the broker originally planned due to availability changes, the broker needs to generate a new execution plan by re-optimization during the application’s run time.

3.3.2 Architecture

Given these requirements, we propose an intercloud broker architecture consisting of the following components (Figure 3.3).

Catalog. The catalog records the instances and services available in each cloud, detailed locations that offer them, and the APIs to allocate, shut down, and access them. It also stores the long-term prices for on-demand VMs, data storage, egress, and services (typically these prices do not change for months). The catalog can provide filtering and searching functionalities. The catalog can be based on information published by the clouds, listed by a third party, or collected by the broker.

Tracker. This component tracks spot prices (which can change more frequently, e.g., hourly or daily) as well as resource availability across clouds and their locations.

Figure 3.2: **Dynamic resource unavailability**: preemptions over time from a real-world bioinformatics workload trace. The workload ran for 8 days, using 24 large-CPU spot VMs on GCP, us-west1.
Optimizer. The optimizer takes as inputs (1) the application’s DAG and its requirements, and (2) the instance and service availability as well as their prices provided by the catalog and tracker, and then computes an optimal placement of the tasks. Upon resource availability and price changes, the optimizer may perform re-optimization.

Provisioner. This component manages resources (Section 3.3.1) by allocating the resources required to run the execution plan provided by the optimizer, and freeing them when each task exits. To handle unpredictable capacity and user quota errors, the provisioner implements automatic failover, where it asks the optimizer for a new placement plan if the provision fails. Failures are also reported to the tracker.

Executor. The executor manages the application (Section 3.3.1) by packaging each application’s tasks and running them on the resources allocated by the provisioner.

In the future, we imagine intercloud brokers will offer more sophisticated services such as troubleshooting across clouds, providing more detailed performance measurements for specific applications on each cloud, the equivalent of spot-pricing but across clouds, reselling services at lower than listed prices (similar to the travel industry), and advanced configuration features for security and/or networking.

Furthermore, we expect a commercial broker to provide billing support to enable a user to have a single account with the provider of the intercloud broker, which then pays for the services rendered by each cloud on behalf of the user and charges the user back. In our current deployment, our users have direct accounts with the three major clouds, so this functionality is not needed.
3.4 Related Work

3.4.1 Cross-Cloud Compute, Storage, and Egress

Supercloud [80] is a virtual cloud that can span multiple zones and clouds, using nested virtualization and live VM migration to move stateful workloads across locations. Our proposal shares the goal of easing workload migration but supports migrating higher-level jobs (not VMs), considers a broader set of cloud services in addition to IaaS, and focuses on batch jobs by optimizing for price, performance, and availability.

There have been several proposals for cross-cloud storage solutions as well. CoSTLO [159] and SPANStore [158] use request redundancy and replication to minimize storage access latencies. Perhaps the most comprehensive is Gaia-X, a European effort to create a federated open data infrastructure that enables data sharing with strong governance properties and respecting data and cloud sovereignty [60]. These efforts are largely orthogonal to our focus on computational tasks.

Several industry efforts have been started to reduce cross-cloud data egress fees. The Bandwidth Alliance [31] is one such effort, consisting of several cloud providers who agree to reduce or even eliminate egress fees from their clouds to Cloudflare or other members. Closely related is Cloudflare R2 [48], an object store that promises to charge zero egress fees. Recently, the clouds with the majority of market share joined the efforts of reducing egress costs. Google Cloud platform led the move by removing data transfer fees when users are moving off the cloud [46], with Amazon and Azure followed with a zero-egress when leaving their clouds [59, 58]. Naturally, Sky Computing benefits from these efforts to combat data gravity, and the intercloud broker can be extended to support zero-egress storage systems.

3.4.2 Middleware

Middleware solutions (e.g., CORBA [49], Microsoft BizTalk [100], IBM WebSphere [74], etc.) bear some resemblance to our work. While these solutions allow systems from different vendors to communicate and interoperate, our proposal allows an application to utilize cloud services offered by different cloud providers.

There are several differences between these efforts and the intercloud broker. First, we consider satisfying requirements such as minimizing costs which have not been a concern of these systems. Second, the intercloud broker focuses on placing the components of the same application rather than on how systems from different vendors interoperate. Finally, we are operating in a cloud setting rather than a traditional distributed system setting.

Differences aside, middleware solutions that allow cloud services to interoperate (e.g., connect an AWS S3 bucket with GCP Dataproc) could be considered as being part of the compatibility set, which the intercloud broker can leverage.

3.4.3 Integration Platform-as-a-Service (iPaaS)

Like the middleware systems discussed above, iPaaS solutions [127, 106] also integrate distinct systems but are often run as managed services on the cloud. iPaaS solutions provide adaptors to connect APIs
from different services and systems (e.g., APIs for Snowflake, Jira, or Stripe). Developers can build workflows on top (e.g., on receiving a new case in Salesforce, call Jira’s API to open a ticket) and deploy them through the iPaaS.

While iPaaS can run integration workflows on the cloud, our proposal places and runs compute-intensive jobs on the most suitable cloud based on price, performance, and availability. Similar to middleware, iPaaS is complementary as we can leverage these adaptors to expound the compatibility set.

### 3.4.4 Management Frameworks

In addition, there are several programming or management frameworks that support multiple clouds. JClouds [15] and Libcloud [17] offer portable abstractions over the compute, storage, and other services of many providers. However, the user still does the placement manually, whereas automatic placement is a key feature of Sky Computing.

On the management front, Terraform [136] provisions and manages resources on different clouds, but requires the usage of provider-specific APIs, and also does not handle job placement. Kubernetes [83] orchestrates containerized workloads and can be run across multiple clouds (e.g., Anthos [12]). These frameworks, while quite valuable, focus on providing more compatibility in the lower-level infrastructure interfaces offered by the clouds (see Section 3.1), and as such are nicely complementary with Sky Computing but do not obviate the need for Sky Computing.
Chapter 4

SkyPilot: an Intercloud Broker Implementation

In pursuit of the Sky Computing paradigm outlined in Chapter 2, we developed SkyPilot, an intercloud broker tailored for computational batch jobs. This tool adheres to the architecture we proposed in Chapter 3 and has been made available as an open-source project in [130]. A notable deviation from the proposed architecture is the decentralized implementation of the tracking component. Instead of a centralized tracker, SkyPilot utilizes a catalog that updates pricing daily and a provisioner that monitors and caches provisioning failures.

SkyPilot was initially written in approximately \(\approx 21,000\) lines of Python code, and involved several person-years of development. It initially supported major cloud platforms such as AWS, Azure, and GCP, and was utilized by users from three universities and four other organizations. As the project evolved and the development community grew, new features were added, expanding SkyPilot to over 89,000 lines of Python code and extending support to more than 12 cloud platforms, and 2 on-premise orchestration system VMWare vSphere and Kubernetes.

This chapter outlines the initial implementation of SkyPilot, focusing on its core functionality for computational batch jobs to illustrate the system’s overall design (see Section 4.1). We also present experiments conducted with SkyPilot to demonstrate the tangible benefits this intercloud broker provides to real-world applications, along with microbenchmarks of the system (see Section 4.2). Lastly, we discuss the most recent deployment experiences and explore the future research and practical applications of intercloud brokers (see Section 4.3).

4.1 Implementation

In this section, we describe the implementation for the early version of SkyPilot.

4.1.1 Application API

As mentioned earlier, an application is specified as a DAG of coarse-grained tasks. Example tasks include a Spark job to process data, a Horovod [128] job to train a model, or an MPI job for HPC computations.
A task starts when all of the tasks that provide its inputs have finished. Each task is self-contained and includes its executable and all library dependencies (e.g., packaged as a Docker image).

A task specifies its input and output locations in the form of cloud object store URIs. Optionally, a task can provide the size estimates of its inputs and outputs to help the optimizer estimate the cost of data transfers across clouds.

Each task specifies the resources it requires. For flexibility, resources are encoded as labels, such as “cpu: 4” or “accelerator: nvidia-v100,” an idea we borrow from cluster managers such as Borg [150], Mesos [72], and Condor [137]. The optimizer uses these resource labels to search the service catalog for a set of feasible candidates for each task. If desired, the user can short-circuit the optimizer’s selection by explicitly specifying a cloud and an instance type.

The user optionally specifies the number of instances for each task by a “num_nodes: n” label, which defaults to 1. Since we target coarse-grained batch jobs, our users have not found this a burden. In the future, we plan to support autoscaling or intelligently picking the number of instances [4, 149].

Finally, the user supplies an optional time estimator for each task, which estimates how long it will run on each specified resource. These estimates are used by the optimizer for planning the DAG. The user could determine these estimates by benchmarking the task on different configurations. If a time estimator is unspecified for a task, currently the optimizer defaults to the heuristic of choosing the resource with the lowest hourly price.¹

**Example.** Listing 1 shows an application consisting of two tasks. The train task trains a model. It reads the input data from S3 and writes the output (the trained model) to the object store of the cloud it is assigned to run on, which is determined by the optimizer. By using Resources, a dictionary of resource labels, the user specifies that this training task requires either an nvidia-v100 accelerator or a google-tpu-v3-8 accelerator with 4 host vCPUs. The user also provides a train_time_estimator_fn lambda that estimates the task’s run time on these two accelerators. For example, one can compute a rough estimate by dividing the total number of floating operations required for training the model by the accelerator’s performance in FLOPS (floating point operations per second), or use a more accurate benchmarking-based predictor.

The infer task performs model serving by loading the model checkpoints from the previous. It takes the trained model as input, i.e., set_input(train.output(0)). The Airflow-like statement, train >> infer, enforces this dependency. These two tasks are encapsulated in a Dag object. The DAG is passed to the optimizer to output an execution plan, which is then passed to the provisioner and the executor for further instance provisioning and execution of the job.

Figure 4.1a visualizes the computational DAG. Note that I/O data are task attributes and not nodes in the DAG; we show them for clarity. While simple, this basic API already exposes many degrees of freedom. For example, while train’s input is on S3, the optimizer may choose to assign the task to a different cloud. In doing so, the optimizer must take into account the possible transfer costs, while satisfying the task’s requirements.

For convenience, SkyPilot also offers a YAML interface to specify an application in addition to the programmatic API.

¹Prior work [146] have considered performance prediction for analytics [149] and machine learning [124] workloads, which can also be leveraged.
# A simple application: train -> infer.

```
with Dag() as dag:
    train = Task('train', run='train.py',
                 arg='--data=$INPUT[0] --model=$OUTPUT[0]')
    .set_input('s3://my-data', size=150 * GB)
    # '?': saves to the cloud this op ends up running on.
    .set_output('s3://my-model', size=0.1 * GB)
    # Required resources. A set ({}) means pick any Resources.
    .set_resources({
        Resources(accelerator='nvidia-v100'),
        Resources(accelerator='google-tpu-v3-8', cpu=4)})
    # A partial function: Resources -> time.
    .set_time_estimator(train_time_estimator_fn)

infer = Task('infer', run='infer.py',
             arg='--model=$INPUT[0]')
    .set_input(train.output(0))
    .set_resources({
        Resources(accelerator='nvidia-t4'),
        Resources(accelerator='aws-inferentia', ram=16 * GB)})
    .set_time_estimator(infer_time_estimator_fn)
# Connect the tasks.
    train >> infer
```

Listing 1: API to express a simple application.

<table>
<thead>
<tr>
<th>Field</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>InstanceType</td>
<td>string</td>
<td>The type of instance offering.</td>
</tr>
<tr>
<td>vCPUs</td>
<td>float</td>
<td>The number of virtual CPUs.</td>
</tr>
<tr>
<td>MemoryGiB</td>
<td>float</td>
<td>The amount of memory in GiB.</td>
</tr>
<tr>
<td>AcceleratorName</td>
<td>string</td>
<td>The name of accelerators.</td>
</tr>
<tr>
<td>AcceleratorCount</td>
<td>float</td>
<td>The number of accelerators.</td>
</tr>
<tr>
<td>Region</td>
<td>string</td>
<td>The region of the resource.</td>
</tr>
<tr>
<td>AvailabilityZone</td>
<td>string</td>
<td>The availability zone of the resource (empty if not supported).</td>
</tr>
<tr>
<td>Price</td>
<td>float</td>
<td>The price of the resource.</td>
</tr>
<tr>
<td>SpotPrice</td>
<td>float</td>
<td>The spot price of the resource.</td>
</tr>
</tbody>
</table>

Table 4.1: Catalog schema for IaaS in a single cloud.

### 4.1.2 Catalog and Tracker

SkyPilot implements a simple catalog to support three services (IaaS, object stores, managed analytics) on AWS, Azure, and GCP. These offerings are sufficient for our target workloads. We use the clouds’ public APIs to obtain details about these offerings. In Table 4.1, we show an example of the catalog for the IaaS service in a single cloud with all information required by the optimizer below.

To keep tracking of the offerings and price changes, we host a broker catalog service, which contains
the offerings from multiple clouds and refreshes them periodically through clouds’ public APIs mentioned above. A user of SkyPilot will fetch the latest catalog from the catalog service. The catalog service can be found at: https://github.com/skypilot-org/skypilot-catalog.

In the future, cloud providers may publish such information themselves and brokers may verify this information.

4.1.3 Optimizer

The optimizer assigns each task to a cloud, location, and hardware configuration to best satisfy the user’s requirements, e.g., minimize the total cost or time. It achieves this by filtering the offerings in the service catalog and solving an integer linear program (ILP) to pick an optimal assignment.

**Filtering.** Before the actual optimization takes place, the optimizer first translates the high-level resource requirements into a set of feasible configurations, i.e., tuples of \( \langle \text{cloud}, \text{zone}, \text{instance type} \rangle \), that can be used to run each task\(^2\). We call such a configuration a *cluster*. For example, when a user specifies a resource requirement: \( \text{Resources(accelerator='nvidia-v100')} \), it can be mapped to a cluster of AWS instances \( \langle \text{AWS, us-west-2a, p3.2x} \rangle \) or Azure instances \( \langle \text{Azure, westus2-1, NC6s_v3} \rangle \). To perform this translation, the optimizer filters the offerings in the service catalog to check if they satisfy the \( \text{Resources} \) required by each task. Each task is then annotated with the list of feasible clusters.

The optimizer computes execution plans at a zone level rather than a region level. This is because even in the same region, different zones can have different instance types and prices, and the data transfer between zones is not free.

\(^2\)This also applies to most hosted analytics offerings (e.g., EMR, Dataproc) as they allow users to specify the cluster size and instance types.
**ILP-based optimization.** Consider a DAG with $N$ tasks, each with $C$ feasible clusters. Because $C$ is typically in the 10s and can be up to 100s$^3$, naively enumerating all $C^N$ possible assignments is infeasible even for modest values of $N$. To solve this, we formulate the assignment problem as a 0-1 ILP.

SkyPilot supports two types of optimization objectives: either total running cost or end-to-end run time. Our ILP formulation is inspired by Alpa [170], but we additionally consider the parallelism between tasks that do not have dependency on each other. This is critical for minimizing the DAG run time.

Given a DAG $(V,E)$ where $V$ is the set of the tasks and $E$ is the set of the edges representing the data dependencies between the tasks, our goal is to find an optimal mapping from each task in $V$ to one of its annotated feasible clusters. For each task $v \in V$, we denote the set of the feasible clusters by $C_v$. Then we use a task time estimator to obtain a time vector $t_v \in \mathbb{R}^{|C_v|}$, where each element is the time estimate for running task $v$ on a cluster in $C_v$. The time estimator can be either provided by the user or set to a default value of 1 hour. In addition, we get a cost vector $c_v \in \mathbb{R}^{|C_v|}$ by multiplying $t_v$ by the hourly price of each cluster. To account for the data transfer overhead between two tasks $(u,v) \in E$, we define a matrix $P_{uv} \in \mathbb{R}^{|C_u| \times |C_v|}$ whose $(i,j)$ element is the data transfer time when the parent task $u$ is mapped to the $i$-th cluster of $C_u$ and the child task $v$ is mapped to the $j$-th cluster of $C_v$. Similarly, we define $Q_{uv} \in \mathbb{R}^{|C_u| \times |C_v|}$ for the data transfer cost between $u$ and $v$.

When minimizing the total cost, we have:

$$\min_{s} \sum_{v \in V} s_v^T c_v + \sum_{(u,v) \in E} s_u^T P_{uv} s_v$$

(4.1)

where $s_v \in \{0,1\}^{|C_v|}$ is a one-hot vector that selects a cluster from $C_v$. The objective explicitly considers the two types of cost: the first term represents the total cost spent in executing all tasks on the selected clusters, while the second term represents the total data transfer cost. After we linearize [56] the second term, we get a 0-1 ILP, which SkyPilot solves using an off-the-shelf solver, CBC [55].

Similarly, when minimizing the end-to-end time, we have:

$$\min_{s} f_{\text{sink}}$$

s.t. $$f_v \geq f_u + s_u^T P_{uv} s_v + s_u^T t_v \quad \forall (u,v) \in E$$

(4.3)

where $s_v \in \{0,1\}^{|C_v|}$ is the one-hot decision vector and $f_v \in \mathbb{R}$ is the finish time of the task $v$. The optimization constraint ensures that a task finishes no earlier than its parents, the input data arrive, and the task produces its outputs. Under these constraints, the running time of the DAG becomes the finish time of its sink.\(^4\) Again, as we can linearize the second term, this problem can be efficiently solved by 0-1 ILP solvers.

While we cover the two representative objectives above, our ILP formulation allows any combination of cost and time to be used for the optimization. For example, we can minimize the cost under a time

---

\(^3\)For instance, the previous example that requires one V100 GPU maps to 79 feasible clusters globally across AWS, Azure, and GCP.

\(^4\)If the DAG has multiple sinks, we create a dummy sink that has a fake dependency on the real sinks.
budget (or vice versa), by augmenting Equation 4.1 with the constraint in Equation 4.3 and bounding $f_{sink}$ by the time budget. Future work can incorporate carbon footprint of cloud regions [35] into placement decisions.

### 4.1.4 Provisioner

SkyPilot implements a provisioner that reads the optimized plan and allocates a cluster for the next task ready to execute. As discussed, allocations may fail due to either insufficient capacity in a cloud’s location or insufficient quota of the user’s account. On such failures, the provisioner kicks off failover as follows. First, the failed location is temporarily blocked for the current allocation request with a time-to-live. Then, the optimizer is asked to re-optimize the DAG with this new constraint added. The provisioner then retries in the newly optimized location (another location of the same cloud or a different cloud). If all available locations fail to provide the resource, either an error is returned to the user or the provisioner can be configured to wait and retry in a loop.

We found failover to be especially valuable for scarce resources (e.g., large CPU or GPU VMs). For example, depending on request timing, it took 3–5 and 2–7 location attempts to allocate 8 V100 and 8 T4 GPUs on AWS, respectively.

### 4.1.5 Executor

After a cluster is provisioned, the executor orchestrates a task’s execution, e.g., setting up the task’s dependencies on the cluster, performing cross-cloud data transfers for the task’s inputs, and running the task (which can be a distributed program utilizing a multi-node cluster). We built an executor on top of Ray [105], a distributed framework that we use for intra-cluster task execution with fault tolerance support. Using Ray, rather than building a new execution engine, allowed us to focus on building the higher-level components new to the broker. For example, our executor implements a storage module that abstracts the object stores of AWS, Azure, and GCP and performs transfers. The executor also implements status tracking of task executions for resource management. On execution failures, the executor optionally exposes cluster handles to allow login and debugging.

The executor interface is modular. We envision other executors will be added in the future, e.g., for Kubernetes [83]. In addition, while our system formulation is generic enough to support arbitrary DAGs, our implementation of the executor has focused on supporting pipelines (sequential DAGs).

### 4.1.6 Compatibility Set

One of the distinguishing features of Sky is leveraging the already existing services and APIs across clouds (i.e., compatibility set; Section 3.1), rather than building uniform services and APIs across all clouds. However, a broker still needs to develop some glue-code to handle similar but not identical services supported by different clouds. The natural question is what is the effort to implement such glue-code? The answer for our applications so far is “minimal”.
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<table>
<thead>
<tr>
<th>Workload</th>
<th>Uses</th>
<th>Benefits from</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>IaaS</td>
<td>unique hardware</td>
</tr>
<tr>
<td>Bioinformatics</td>
<td>IaaS (spot VMs)</td>
<td>improved availability</td>
</tr>
<tr>
<td>Analytics</td>
<td>managed analytics</td>
<td>unique software service &amp; unique hardware</td>
</tr>
</tbody>
</table>

Table 4.2: Evaluated workloads, cloud services used, and benefits.

To manage clusters, SkyPilot uses Ray’s cluster launcher, which already supports AWS, GCP, and Azure. (Other frameworks could also be used, e.g., Terraform [136].) The main functionality we added is the control for automatic failover.

One of the most important components of any Sky application is storage. While the APIs provided by the object stores of the three major clouds are similar, they are not identical. Fortunately, all have libraries[66, 126, 32] exposing the POSIX interface, which allows us to mount different object stores as directories. Providing this functionality required only 400–500 lines of code (LoC) per object store.

Finally, for analytics applications we use high-level APIs, e.g., hosted analytics services provided by AWS (EMR) and GCP (Dataproc). Abstracting these services required us to implement just two methods: provisioning and termination. This involved only 200 LoC for EMR and Dataproc together.

4.2 Experiments

We conduct a series of experiments to evaluate the benefits of our intercloud broker. Overall, we found that:

- SkyPilot enables batch applications to take advantage of unique hardware, unique managed services, and improved availability across locations and clouds.

- On three applications (ML pipelines, scientific jobs, and data analytics), SkyPilot saves up to $2.7 \times$ in time, 80% in cost, and $2 \times$ in makespan, compared to using a single cloud or location.

- Even for single-cloud applications, the broker improves availability by migrating jobs across regions, a policy not supported by cloud providers’ own solutions (Section 4.2.2).

Table 4.2 shows all workload types and their respective benefits.

4.2.1 Machine Learning Pipelines

We start with running two ML pipelines on SkyPilot to leverage the strengths of different clouds. In both pipelines, the goal is to minimize the total cost. We consider two scenarios:

- Single-cloud: all tasks are constrained to a single cloud;

- Broker: each task runs according to the plan generated by SkyPilot’s optimizer, possibly on different clouds.
### Vision Pipeline

The vision pipeline consists of two tasks: train and infer (see Listing 1). The train task trains a ResNet-50 model on the ImageNet dataset (150 GB, stored on AWS S3). The infer task runs offline inference on $10^8$ images (e.g., nightly photo categorization for services like Instagram or Google Photos).

Since training deep learning models often requires iterative and heavy computations, we demonstrate a large reduction in cost and run time by moving the training data from AWS to GCP to leverage its TPU accelerators for training [47].

**Setup.** We specify resource candidates for each task as:

- **train:** 'nvidia-v100', 'google-tpu-v3-8'
- **infer:** 'google-tpu-v3-8', 'nvidia-t4', 'aws-inferentia'

For train, we use a V100 (common high-end GPU for training) or a TPU. For infer, we use a TPU, a T4 GPU (marketed as the most cost-effective GPU for model inference), or an Inferentia accelerator designed by AWS for cost-effective inference [24].

---

**Figure 4.2:** Vision pipeline: hardware and costs of each deployment. For simplicity, the zones chosen for the plans are omitted. For training we use mixed-precision and the XLA compiler [135] with TensorFlow Keras 2.5.0. For inference we use half-precision. On GCP, accelerators are attached to an n1-standard-8 VM.

Overall, both pipelines benefit from SkyPilot’s flexibility to run compute-intensive tasks on clouds with unique hardware accelerators (e.g., Inferentia, TPUs) that can provide speedups which offset the cost and latency of moving the data.

Due to space limit, we show in appendix (Section 4.2.1.3) an additional experiment on SkyPilot leveraging spot instances across clouds to run ML training with improved availability and cost.
The best single-cloud plans are shown in Figure 4.2, termed {AWS, GCP, Azure}-only. The Broker plan is SkyPilot’s optimizer output that minimizes the total cost. In this experiment, we used a simple time estimator that divides the total FLOPs required to train the model by the hardware FLOPS:

```
def train_time_estimator_fn(resource):
    train_tflops = ... # Obtained from model analysis.
    if resource.accelerator == 'nvidia-v100':
        hardware_tflops = 120
    if resource.accelerator == 'google-tpu-v3-8':
        hardware_tflops = 420
    return train_tflops / hardware_tflops
```

We used a similar FLOPs-based time estimator for infer.

**Results.** We show the plan generated by SkyPilot’s optimizer in Figure 4.1b and the results in Figure 4.2. While this pipeline is simple, its search space is already large, with a total of 2,170 possible assignments (details in Section 4.2.4), as we have multiple choices in hardware, cloud, and location. The optimizer successfully finds an optimal solution. Compared with the three single-cloud plans, the Broker plan lowers the total cost by 18%–47%, by taking advantage of the unique hardware capabilities across two clouds.

For train, the optimizer decides that, despite the input being stored on AWS, it is better to incur an egress cost and ship it to GCP to use the TPU. This choice leads to a cost of $57 ($44 compute, $13 egress) which is less than training on AWS, at $85. SkyPilot’s storage module uses GCP’s storage transfer service [67] to copy the data in about 3 minutes.

For infer, the optimizer estimates that AWS’s Inferentia is more cost-effective than the T4 GPU, after factoring in a small data egress cost (shipping the first task’s output, a 0.1 GB model, from GCP to AWS with a cost of $0.01).

To understand the cost savings, we compare the detailed time and cost per task. For training (Figure 4.3a), SkyPilot’s choice of GCP TPU takes 5.4 hours and costs $57 with egress included, which is 5.2× faster and 33% cheaper than the AWS V100 plan. (Azure V100 is similar but has $13 for egress; hence omitted.) To make the hardware more comparable, we submitted the task again requesting 4 V100s on AWS to match the FLOPS performance of a TPU v3-8: still, TPU is 1.5× faster and 42% cheaper than 4 V100s. For serving (Figure 4.3b), AWS’s custom Inferentia chip saves both cost (71%) and time (1.8× faster) compared to the widely available T4 GPU.

Thus, clouds offer unique hardware incentives to different tasks, even if the data is stored on a different cloud.

**Optimizing for time vs. cost.** To test SkyPilot’s ability to minimize the total time rather than cost (Section 4.1), we resubmit this pipeline to SkyPilot with the time-minimizing objective. The resource

---

5While crude, this estimate is a reasonable approximation for throughput-bound models with intensive matrix operations, such as ResNet.

6If we set the input 4× as large, at 600 GB, the optimizer decides against transferring the data as the egress cost will dominate.
selection for train remains the same. For infer, SkyPilot now chooses GCP TPU (estimated to take 2.5 hours and cost $21, per $10^8$ images) over AWS Inferentia (which was cost-optimal; estimated to take 8.2 hours and cost $3$).

The estimates reflect the actual ranking in Figure 4.3b. Even though the TPU costs $4 \times$ more in total than Inferentia, it reduces inference time by $5.7 \times$. This example shows that optimal placements can change based on user preferences.

### 4.2.1.2 NLP Pipeline

We next run a natural language processing (NLP) pipeline that emulates an increasingly prevalent workload: fine-tuning “foundation models” [33]. It consists of three tasks (Figure 3.1):

- **Confidential data processing**: remove sensitive information from raw data using Intel SGX hardware enclaves. We use the Amazon Customer Reviews Dataset [6] and treat it as if it contained personally identifiable information (PII) and thus must be processed securely. To remove sensitive data, we run Opaque [171] on an SGX-enabled instance to filter on a column (i.e., the filtered-out information is assumed sensitive), and output only the review texts and star ratings. The size of the output dataset is 1 GB.

- **Train**: fine-tune BERT-base [53], a popular natural language understanding model, on the preprocessed and now non-sensitive data. This model predicts a rating given a review text. We fine-tune the model for 10 epochs.

- **Infer**: use the model to classify 1M new reviews.

**Setup.** The first task requires the resource: `Resources(intel_sgx=True)`, which is currently only offered by Azure [27]. For training, we consider either 4 V100s, or a TPU v3-8. For serving, we consider either a T4 GPU, or AWS’s Inferentia.
CHAPTER 4. SKYPilot: AN INTERCLOUD BROKER IMPLEMENTATION

Due to the confidential computing requirement, the only possible single-cloud plan is to run all three tasks on Azure: a DC8 VM for SGX, an NC24s VM with 4 V100 GPUs for training, and an NC8as instance with a T4 GPU for serving.

Results. Table 4.3 shows the time and cost comparison between the single-cloud and Broker plans. Different from before, the Broker plan for this pipeline uses all three clouds. The search space is larger, with over 16K possibilities (Section 4.2.4).

As expected, the single-cloud plan restricts its choices of hardware to Azure and thus results in suboptimal cost and performance. While Azure’s Intel SGX offering is unique for secure processing, SkyPilot allows this pipeline to leverage different clouds for other tasks of the same application. SkyPilot’s optimizer picks the TPU (GCP) over 4 V100s for training, and the Inferentia (AWS) over the T4 GPU for serving. This considerably reduces both the total run time (by 62%) and cost (by 80%) compared with the Azure-only plan.

4.2.1.3 ML Training on Spot Instances across Clouds

We evaluated SkyPilot’s benefits for ML pipelines; we now show an additional experiment to demonstrate that SkyPilot can run a single ML training job on spot instances across clouds, improving resource availability and reducing costs. In the event of spot instance preemptions, SkyPilot supports migrating a job to another zone, region, or cloud where spot instances are available. We consider training a BERT model with a V100 GPU on a subset of Wikipedia, WikiText-103 (0.5 GB), for 30 epochs. For failure recovery, we save the current model checkpoint (1.5 GB) periodically to a persistent storage. Each epoch runs for around 40 minutes and each checkpointing incurs an overhead of 0.5 minutes.

We evaluate three different strategies to run the job:

• On-Demand: runs on an on-demand instance on AWS.

• SingleRegion: runs on a spot instance in a single AWS region, us-east-1\(^{7}\).

• Broker: runs on a spot instance, with SkyPilot having the freedom to choose among all US regions of AWS or GCP.

\(^{7}\)We chose it as it had the lowest preemption rate at the time of experiment among all US regions. Spot hourly price was $0.91, vs. on-demand’s $3.06.
Figure 4.4: **Loss curves of training BERT with broker.** The training is on V100 with 30 epochs. Each x marker is a preemption event; gaps between segments are the time periods when spot instances are not available. After the first preemption event, Broker migrates the job from AWS `us-east-1` to GCP `us-central1`, while SingleRegion waits in the same region.

For a fair comparison, we launch all strategies at the same time and in the same starting region. With SingleRegion, if no spot instances are available in the region when a preemption happens, it waits until they become available again and then resumes the job from the latest checkpoint. With Broker, if no spot instances are available it immediately triggers re-optimization and searches for availability in other regions and clouds; if found, SkyPilot transfers the data/model checkpoint to the new location and resumes the job there. The cost of each data and checkpoint egress across clouds is $0.2.

**Figure 4.4** plots the validation loss curve for each strategy. Around hour 6, the spot instances used by both the SingleRegion and Broker strategies get preempted. SingleRegion sticks with the same region (`us-east-1`), but needs to wait for 3 hours (dashed line) to get a new spot instance. In contrast, Broker searches for spot instances in other AWS regions, which fail to provide capacity, before finding availability in GCP’s `us-central1` region. After hour 6, the SingleRegion job experiences several more preemptions which cause further delays. Overall, the delays from using a single region adds more than 10 hours to the completion time.

**Table 4.4** shows the total cost and makespan for the three strategies. Broker finishes ~40% faster than SingleRegion because it can leverage spot instance availability across regions and clouds. Moreover, Broker is 10% cheaper than SingleRegion: despite the cross-cloud data egress costs incurred by Broker, the faster recovery time and fewer preemptions (thus, less lost progress) reduce the overall cost compared
Figure 4.5: **Dynamically adjusting to availability** on a bioinformatics workload of 40 jobs on spot CPU VMs. *Broker* moves preempted jobs to a new region, while *SingleRegion* moves preempted jobs to other zones in the same region. Note the shared x-axis. Cloud: GCP.

We submit 40 jobs to SkyPilot, each running on an n1-highmem-96 spot VM on GCP for 8–12 hours. We implement and compare two policies in SkyPilot: (1) *SingleRegion*, which retries each preempted job in other zones of the same region—this models providers’ managed instances solutions [75]; (2) *Broker*, which retries each preempted job in the next cheapest region chosen by the optimizer. We start two sets of 40 jobs together (to minimize variance due to time) in the region with the cheapest price for this VM (us-west1). We ensure the jobs are within quotas so all job migrations are due to preemptions.

Overall, the Broker policy finishes significantly faster than the SingleRegion baseline, due to experiencing fewer preemptions. Figure 4.5 (top) shows that Broker completed 75% of the jobs $1.6 \times$ or 7 hours faster than SingleRegion. At around $T = 16$ hours, all Broker jobs finished, while 30% (12) of
SingleRegion jobs were still running. The last SingleRegion job finished at $T = 32$ hours, yielding a $2 \times$ longer makespan.

Figure 4.5 (bottom) shows the speedup comes from Broker incurring $5 \times$ fewer preemptions. Since both policies started in the same region, the preemption curves initially overlapped. Broker swiftly moved the 22 preempted jobs to another region, which remained non-preemptive for the entire duration (e.g., last preemption occurred before $T = 8$ hours). The original region continued to experience a high preemption rate in all zones, causing SingleRegion to have far more stragglers.

While this example represents a good case (moving from a region with a high preemption rate to a region with a low preemption rate), it shows that SkyPilot can dynamically use multiple regions to improve availability when needed. Managed solutions from cloud providers, e.g., spot fleets [132] or managed instances [75], are confined within a region and thus cannot support such a cross-region (or cross-cloud) policy.

Finally, note that this policy is not always better than SingleRegion. For example, if the jobs started in a region with a low preemption rate, some unlucky jobs could be preempted and moved to a region with a higher preemption rate, which could be worse than SingleRegion. Importantly, SkyPilot allows new policies (cross-cloud/region) to be implemented easily, and we expect this to be an area of future research.

### 4.2.3 Managed Data Analytics

So far, we demonstrated SkyPilot’s ability to use IaaS (VMs) on different clouds. We now use the broker to run an analytics workload on the managed analytics services of two clouds: AWS EMR [9] and GCP Dataproc [63]. While VMs with the same hardware on different clouds should have mostly the same performance, we expect hosted services to exhibit more performance variations due to differences in software. We run TPC-DS [108] on the following (scale factor 100, or 33 GB of data in Parquet, generated locally on each cloud):

- **GCP Dataproc**: which runs vanilla Spark 3.1.2, on a 3-node n2-standard-16 cluster. Version 2.0.29-debian10.

- **AWS EMR**: which runs an optimized runtime [115] for Spark 3.1.2, on a 3-node m5.4xlarge cluster. Version 6.5.0.

- **AWS EMR Graviton**: like above, but on a 3-node m6g.4xlarge cluster, which uses the Graviton2 ARM-based processors custom-designed by AWS [23]. Due to its cost-performance benefits, several large companies such as Netflix and Snap have moved some of their workloads to Graviton2 from traditional x86 instances [21].

Figure 4.6a shows AWS EMR finishes 34% faster and 43% cheaper than GCP Dataproc. We ensured that GCP’s n2 cluster has the same or better hardware than AWS’s m5.4x cluster. Thus, the speedup is due to EMR’s optimized software runtime [115] for Spark, representing a unique software incentive for users with similar analytics workloads.

In addition, AWS EMR Graviton improves both the cost and run time over AWS EMR by 23% and 6%, respectively. Thus, this is a case of combining the unique software and hardware advantages to attract such workloads even more.
Using managed analytics services with SkyPilot. TPC-DS. (a) Cost (left y) and time (right y) of two hosted services in three configurations, where data is generated locally. Benefits of software and hardware offerings can combine. Mean of 3 runs. (b) Assuming data is stored in GCP, running more queries offsets the egress cost.

To understand the tradeoff between better services vs. data gravity, Figure 4.6b shows the cost of running more queries from the benchmark, assuming the data is not generated locally but initially resides in GCP and has to be copied. Here, we simply execute the TPC-DS benchmark's 99 queries multiple times to increase the number of queries we ran. With 1K queries, EMR's speed advantage already offsets the data transfer cost ($2.8). Running 2.5K queries yields a cost saving of 32% for EMR and 46% for EMR Graviton, while running 10K queries yields 42% and 55% savings, respectively.

To request a managed service for a task, we specify

```python
  task.set_managed_service(
      AnalyticsService(
          dependencies={'Spark': '3.1.2', 'Hadoop': '3.2.1', ...},
          resources=Resources(cpu=16, ram=64 * GB, num_nodes=3)))
```

where `AnalyticsService` is backed by concrete implementations such as EMR or Dataproc. The `dependencies` field specifies the desired package versions for the hosted service; such version lists are published by the cloud providers [18, 52] and recorded in SkyPilot's service catalog.

### 4.2.4 Analyzing the Broker

**Location and pricing heterogeneity in the catalog.** We analyze SkyPilot’s service catalog (over 76K entries) to see how well it captures the heterogeneity in locations and prices for all three clouds. Table 4.5 shows the results. We see that not all offerings (VMs, accelerators) are present in all zones, and there can be large price differences across zones.

Among the 294 zones across the three clouds, the latest Intel CPUs are widely offered, but AMD is only offered in 50% of the zones, while ARM is in only 30%. CPU workloads, e.g., bioinformatics (Section 4.2.2) and analytics (Section 4.2.3), can suffer from up to $2.5 \times$ price premiums if run in the...
On-demand $ Spot $

<table>
<thead>
<tr>
<th>Type</th>
<th>Hardware</th>
<th>Zones</th>
<th>Max/Min</th>
<th>CV</th>
<th>Max/Min</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>AMD (8 cores)</td>
<td>146</td>
<td>2.5×</td>
<td>16%</td>
<td>7.3×</td>
<td>59%</td>
</tr>
<tr>
<td></td>
<td>Arm (8 cores)</td>
<td>88</td>
<td>2.1×</td>
<td>12%</td>
<td>2.5×</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>Intel (8 cores)</td>
<td>248</td>
<td>1.6×</td>
<td>12%</td>
<td>9.4×</td>
<td>39%</td>
</tr>
<tr>
<td>GPU</td>
<td>K80 (1 chip)</td>
<td>56</td>
<td>9.5×</td>
<td>48%</td>
<td>5.9×</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>T4 (1 chip)</td>
<td>146</td>
<td>1.7×</td>
<td>12%</td>
<td>10.8×</td>
<td>29%</td>
</tr>
<tr>
<td></td>
<td>V100 (1 chip)</td>
<td>79</td>
<td>1.6×</td>
<td>14%</td>
<td>1.9×</td>
<td>19%</td>
</tr>
<tr>
<td></td>
<td>A100 (8 chips)</td>
<td>46</td>
<td>1.9×</td>
<td>23%</td>
<td>6.4×</td>
<td>84%</td>
</tr>
<tr>
<td>TPU</td>
<td>v2 (8 cores)</td>
<td>5</td>
<td>1.2×</td>
<td>6%</td>
<td>1.2×</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>v3 (8 cores)</td>
<td>4</td>
<td>1.1×</td>
<td>4%</td>
<td>1.1×</td>
<td>4%</td>
</tr>
</tbody>
</table>

Table 4.5: Capturing the large heterogeneity of locations and pricing in the catalog. We show for a subset of offerings, the number of zones that provide them (out of 294 zones globally across the top 3 clouds), the pricing ratios of the most costly to the cheapest zone, and the coefficients of variation (CV) of prices across zones. CPUs are the latest generation in the “general-purpose” family.

most expensive zone, which increase to 9.4× if spot instances are used. These differences are even larger for NVIDIA GPUs, which are present in just 16–50% of all zones, and their prices vary by up to 9.5× for on-demand and 10.8× for spot. Finally, despite TPUs being offered only in 4–5 (or 5%) GCP zones, there is still a 10%–20% price difference across those zones.

This significant heterogeneity in locations and pricing makes it hard for users to manually find the best placement. By capturing this heterogeneity, SkyPilot’s catalog enables the optimizer to automatically exploit these differences.

Optimizer overhead. We evaluate SkyPilot’s optimizer overhead on a variety of DAGs. Figure 4.7 shows the search space sizes and the optimization time for the two ML pipelines in Section 4.2.1 and 3 other DAGs (see below). Despite the pipelines’ simple structures (Vision, NLP), their search spaces already have 2K–16K possible assignments, making them non-trivial or infeasible to optimize by hand. Using the ILP, however, our optimizer can find an optimal solution in under 1.4 seconds.

Additionally, we test on three larger and more complex DAGs, found in Airflow’s repository [13]: the first two (Figure 4.8a, Figure 4.8b) are commonly used in the real world [96], while the third (Figure 4.8c) has a more complex structure.

We assume each task requires an 8-vCPU Intel VM in US zones, which leads to 55 feasible clusters for each task. We assign random time estimates (sampled from $U(0,1)$ hours) to each task and a random data transfer size (sampled from $U(0,100)$ GB) to each edge. While the search spaces for the DAGs are combinatorially large ($10^{34}$–$10^{73}$ possible assignments), optimization takes at most 48.2 seconds. Since each task in a DAG is coarse-grained (e.g., can take hours), this optimization time is a negligible portion of the DAG run time.
4.3 Deployment Experience

When SkyPilot is firstly open-sourced, it supported three major clouds, including AWS, Azure and Google Cloud. It was deployed to dozens of users from 3 universities and 4 other organizations who have been using the broker to run both adhoc and recurring batch jobs in the clouds for many months. Later on, the user base and community of open-source SkyPilot project [130] grew significantly with more than tens of organizations adopted and more than ten clouds supported.

These users have switched to the intercloud broker from their prior solutions of manually interacting with specific clouds, either via web consoles or low-level APIs. Below, we discuss our experiences and learning with the system from the users’ feedback.

Figure 4.7: **Search spaces and optimization times.** Timing is measured on an M1 MacBook Pro; mean of 3 runs. Objective is cost. Locations of feasible clusters are limited to all US zones on 3 clouds.

Figure 4.8: **Larger DAGs found in Airflow’s repository.** (a) Sequential: $|V| = 20, |E| = 19$. (b) Fork-Join: $|V| = 42, |E| = 44$. (c) Complex: $|V| = 38, |E| = 53$.

If resource availability changes during run time, the DAG may need to be re-optimized to generate a revised execution plan. As the process of re-optimization involves updating the list of feasible clusters and restarting the ILP optimization, its overhead is comparable to that of the initial optimization.
4.3.1 Signals for the Two-sided Market

As more users adopted SkyPilot, we have seen a strong incentive from the cloud providers to join the Sky. Although we only implemented the support for the three clouds with the most market share initially, communities and cloud providers are excited to contribute and add the support for their own clouds, leading to the support of more than half a dozen of community-contributed clouds in SkyPilot. Later on, we observed that some AI users who had been mainly using a single major cloud with SkyPilot, started running their workloads on those smaller community-contributed clouds, due to the lower cost and better availability for the same GPU accelerators on those clouds. This shows some early signal for the two-sided market (described in Section 2.4, where smaller clouds can join the competition more easily as the Sky lower the barrier for the user to migrate workloads from a cloud to another.

4.3.2 Benefits of an Intercloud Broker for Users

By surveying our users, we found that users value the broker not only for cost reduction, but also for improved availability (see Section 4.2.2) and in general for improving their productivity. For example, users like the broker’s ability to automatically find availability and provision scarce resources across clouds or regions, especially during the era when GPU shortage [139] is a wildly acknowledged issue for organizations willing to develop, train or serve AI models. The easy access to best-of-breed hardware (e.g., TPUs) and the fault tolerance the broker can provide for potential hardware failures is another reason people adopt SkyPilot. Moreover, by interacting with the broker rather than the clouds, they value the ability to simply package existing programs with the unified interface, run the same jobs on different clouds with no change to their code or workflow.

4.3.3 Leveraging Spot Offerings for Cost Savings

With AI being one of the core use case for SkyPilot, the ability of using spot instances for the expansive high-end GPUs became one of the most important feature SkyPilot provides to users. As a broker system, SkyPilot not only start a user’s job but also keep monitoring and recovering it from any spot preemption triggered by the cloud provider. This feature could save a user more than 3× cost depending on the type of the GPUs used. During the deployment, we have observed many open questions to be solved when leveraging spot offerings, including how to handle a deadline-sensitive job that cannot tolerate too many preemptions (see Chapter 5), how to select the next region or cloud to go to when a preemption happens with both cost and reliability taken into consideration, etc. There remains a big room for the exploration of broker policies.

4.3.4 Cluster Reuse for Faster Development and Debugging

Users have reported that the typical provisioning time of several minutes for a new cluster is too long, especially during the iterative code development phase. To alleviate this, we added the ability to reuse existing clusters for running a new application. This also helps the debugging of Sky applications as the users can log into a cluster to inspect and troubleshoot.
4.3.5 Moving Data is Acceptable for Many Workloads

Data gravity can prevent workloads from being moved across clouds. However, we found that for many batch workloads, cross-cloud data transfers are not as slow or costly as we expected. In fact, moving data can be profitable even after factoring in the egress (Figure 4.2; Figure 4.6).

There are several reasons for this. First, the computation complexity of many batch jobs, such as ML training, is typically super-linear in the input size. Second, many datasets are not excessively large. For example, a study from Microsoft reports that most production ML datasets are between 1 GB to 1 TB [118]. Our results (Section 4.2.1.1) suggest that a 1 TB dataset can likely be moved in ~20 minutes with a cost of ~$90. Depending on the job, this delay and cost can be easily offset by the destination offering better hardware, software, or pricing.

4.3.6 On-premise Clusters as Part of the Sky

Users have requested the support for running jobs on on-premise clusters through the broker. There are several benefits. First, this would enable users to take advantage of idle local clusters and burst to the cloud when they are overloaded. Second, the broker would offer the same interface that hides the heterogeneity (to the extent possible), so the same Sky applications could run both in the cloud and locally. The latest version of SkyPilot (v0.5.0) supports Kubernetes and vSphere, which are two popular management tools for on-premise clusters, and people found it useful to interact with the same SkyPilot interface while still utilize their on-premise resources along with clouds. Challenges include designing spillover policies and handling compatibility and storage.

4.4 Conclusion

This chapter describes the design, implementation, applications, and early deployment of an intercloud broker, SkyPilot. SkyPilot enables users to seamlessly run their batch jobs across clouds to minimize cost and/or delay. With the early deployment of SkyPilot, we have gathered interesting evidence and momentum for building the “Sky of Compute”. We see this as the first step towards a paradigm we call Sky Computing, which we hope will transform the cloud computing ecosystem to better meet user needs.
Chapter 5

Can’t Be Late: a Broker Policy with Spot

In Chapter 4, we initiated our exploration into Sky Computing by implementing an intercloud broker system for computational batch jobs, which we named SkyPilot. This system has not only proven beneficial in practice but also enriches the scheduling landscape by providing a broader action space with the support of workload migration. With jobs being managed by brokers, online policies need to be designed for brokers to take advantage of the offerings across clouds that can be dynamic during job execution.

SkyPilot incorporates a managed spot feature, enabling jobs to operate on less reliable spot instances by automatically detecting and recovering from spot preemptions. A naive online policy is adopted for handling preemptions, which simply waits until a new spot instance becomes available. This approach is cost-effective for long-running jobs, saving more than $3 \times$ of cost; however, it becomes problematic for deadline-sensitive applications due to the absence of availability guarantees. A more clever policy is required for brokers to enable the use of spot instances in deadline-sensitive applications, achieving significant cost savings while still meeting deadlines.

To allow jobs to meet deadlines while leveraging spot instances, we propose a simple idea: use on-demand instances judiciously as a backup resource, i.e., having a broker unifies the offerings of both spot and on-demand instances and strategically utilize them. However, due to the unpredictable spot instance availability, determining when to switch between spot and on-demand to minimize cost requires careful policy design. In this chapter, we first provide an in-depth characterization of spot instances (e.g., availability, pricing, duration), and develop a basic theoretical model to examine the worst and average-case behaviors of baseline policies (e.g., greedy). The model serves as a foundation to motivate our design of a simple and effective policy, Uniform Progress, which is parameter-free and requires no assumptions on spot availability. Our empirical study, based on three-month-long real-spot availability traces on AWS, demonstrates that it can (1) outperform the greedy policy by closing the gap to the optimal policy by $2 \times$ in both average and bad cases, and (2) further reduce the gap when limited future knowledge is given. These results hold in a variety of conditions ranging from loose to tight deadlines, low to high spot availability, and on single or multiple instances. By implementing this policy on top of our intercloud broker, SkyPilot in Chapter 4, we achieve 27%-84% cost savings across a variety of representative real-world workloads and deadlines. The spot availability traces are open-sourced for future research.\footnote{See spot traces: https://github.com/skypilot-org/spot-traces}
5.1 Introduction

As organizations continue to migrate their workloads to clouds, the need to minimize operational costs has become a critical concern [152]. One of the top contributors to cloud spending is the cost of compute instances [147], which are typically offered in two pricing models: on-demand and spot $^2$. On-demand instances are available but come at a premium cost. In contrast, spot instances are typically $3–10 \times$ cheaper (Table 5.1), but are less available and they can be preempted unexpectedly. As a result, more applications such as analytics [43], AI [141, 151, 95], HPC [97], and CI/CD workloads [7], are leveraging spot instances to reduce costs. To handle preemptions, these jobs either checkpoint periodically and recover from the last checkpoint on restart [167, 90], or re-execute the entire job.

However, while many applications can tolerate uncertainties introduced by spot instance preemptions, others cannot. One such category is delay-sensitive applications where a job needs to finish by a certain deadline [89]. Examples include processing new user data to keep an AI model up-to-date in a recommendation system, or analyzing the latest information to make timely decisions in a trading application. Therefore, most of deadline-sensitive applications eschew spot instances in favor of on-demand instances, thus trading off cost for predictability.

In this paper, we resolve this tradeoff by enabling an application to leverage spot instances while still meeting its deadline. For simplicity, we focus on recoverable jobs running on a single instance, and assume the running time of the job is known, as well as its deadline. A job can be in one of three states: (1) running on a spot instance, (2) running on an on-demand instance, or (3) idle, i.e., waiting for a spot instance to become available. We design scheduling policies that periodically decide whether a job should remain in the same state or switch to another state. When a job switches to a non-idle state we assume there is a delay, e.g., the overhead of provisioning/setting up a new instance, and re-starting from a previous checkpoint. Due to the high unpredictability in spot instance availability (Section 5.2.2), the key challenge lies in striking a balance between cost optimization and deadline adherence to effectively leverage the low cost of spot instances without missing the deadline.

A simple solution to this problem would be for a job to use a spot instance up to the point at which the remaining computation time equals the remaining time to deadline, and then switch to an on-demand instance until it finishes. While this “greedy” policy (Section 5.3.4) guarantees that the job will meet its deadline, we show that it is sub-optimal. We do so by developing a theoretical framework to study the worst-case behavior (e.g., competitive ratio) of the policy (Section 5.4).

To address the limitations of “greedy” policy, we propose a simple and effective policy, called Uniform

---

Table 5.1: Cost savings of spot vs. on-demand instances.

<table>
<thead>
<tr>
<th></th>
<th>V100 GPU</th>
<th>64-core CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS</td>
<td>3×</td>
<td>2–6×</td>
</tr>
<tr>
<td>Azure</td>
<td>3–6×</td>
<td>3–10×</td>
</tr>
<tr>
<td>GCP</td>
<td>3×</td>
<td>4–11×</td>
</tr>
</tbody>
</table>

$^2$In this paper, we do not consider “reserved” instances, whose economics involves volume contracts and is more complex.
Progress, which aims to make uniform progress towards deadline, by distributing the job computation uniformly across the time. Uniform Progress requires no assumption about spot instances’ availability and is parameter-free. Using simulations on real-world traces we show that Uniform Progress outperforms greedy policy and approaches an optimal policy with limited knowledge of the future (knowing how long the next spot instance is going to last) in a variety of scenarios—from loose to tight deadlines, and from low to high spot availability. We build a prototype of Uniform Progress and evaluate it in a cloud setting on three real-world workloads: ML training, scientific batch jobs, and data analytics. Results show that Uniform Progress achieves 27–84% cost savings while meeting deadlines.

This paper is organized as follows. First, we provide an in-depth characterization of spot instances across various cloud regions, examining their availability patterns, pricing, and lifetime to inform our policy design (Section 5.2). Next, we develop a theoretical model that captures the essential dynamics of spot instances, which enables us to examine the worst-case behavior of a given policy (Section 5.3, Section 5.4). We then present our policies for jobs with both single and multiple instances (Section 5.5) and conduct a comprehensive empirical study on months-long real-world traces of spot instances (Section 5.6). We build a prototype implementation that supports the proposed policies in a cloud setting, and evaluate these policies on three real-world workloads (Section 5.7). Finally, we review related work in Section 5.8.

In summary, this paper makes the following contributions:

1. We introduce a problem of using spot instances to minimize the cost of running a job with deadline adherence.
2. We develop a theoretical framework to study the worst and average-case behavior of baseline policies, providing insights on the tradeoff between cost and deadline.
3. We propose Uniform Progress, a simple but effective policy which is parameter-free and requires no assumptions on spot availability. Empirically, we show the significant improvement of the policy in a wide variety of scenarios.
4. We implement a prototype system with Uniform Progress, and evaluate it on real-world workloads.

Finally, we open source our three-month traces of spot instance availability to encourage future research in this area.

5.2 Characterization of Spot Instances

In this section, we characterize spot instance availability and pricing over time and across availability zones. We observe high volatility in availability but a smooth pricing pattern. We use these insights to drive the design of our scheduling policy.

5.2.1 Methodology of Spot Trace Collection

We collect spot availability traces from public clouds. A trace is a time series showing whether a particular spot instance type is available at a given time in a zone. We collect these traces over a three-month period and in nine AWS availability zones (three in us-west-2, four in us-east-1, two in us-east-2).
A key challenge of trace collection is that it can be prohibitively expensive. For example, a spot V100 instance costs about $1/hour. If we collect a real preemption trace where an instance is kept live as much as possible modulo preemptions, collecting three-month long traces in all nine zones could cost over $10,000. Instead, we propose an approximation: we collect availability traces, where we try to launch a spot instance every 10 minutes to probe if it is available and then immediately terminate it. To validate this approach, Figure 5.1 shows a high correlation between the real preemption and availability signals over a week-long period. This approach reduces the cost of trace collection by about $100. For completeness, we also include real preemption traces in our evaluation of policy performance on multi-instance jobs (Section 5.6.6) and real-world workloads (Section 5.7.2).

In this work, we focus on a few scarce instance types, i.e., Nvidia V100 and K80 GPU instances, which are now in high demand due to the rise of Generative AI and large language models (LLMs). Focusing on these scarce instance types is thus both useful and interesting, as they are frequently preempted, providing a good testing ground for scheduling policies.

### 5.2.2 High Variance in Spot Availability

Our analysis reveals that spot availability varies significantly across zones and over time. Figure 5.2 (left) shows the availability traces of 9 AWS zones over 2 weeks. We observe a large difference across zones (e.g., us-west-2a vs us-east-1a). The periods of unavailability can last for hours or even days.

To understand spot availability distributions, we overlay 6-hour windows on a 2-week period (thus, $14 \times 24/6 = 56$ windows per zone) and count the fraction of availability probes that succeeded in each window. Figure 5.2 (right) plots the distributions of spot availability fractions in the 56 windows per zone, which approximate the fraction of time spot instances are available in each zone. We observe that each zone can go from being highly available to mostly unavailable across time (e.g., in us-east-2b, the difference between p25 and p75 is about 70%) and there is little correlation across zones. In addition, Figure 5.3 shows changes in spot availability fractions over time. We observe a highly volatile pattern: availability can change from 100% to 0% within hours.

The results above suggest that scheduling policies should be robust to highly unpredictable availability patterns. For generality, in this paper, we make no assumptions on spot availability patterns. We discuss existing prediction-based approaches in Section 5.8 and leave this direction to future work.
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Figure 5.2: **Spot Availability is highly unpredictable and volatile.** Traces are across nine AWS zones collected. **Left:** Availability. Horizontal lines are available periods. Vertical bars are changes from available to unavailable, followed by grey gaps indicating unavailable period. **Right:** Boxplots of spot availability fraction, *i.e.*, percentage of the time an instance is available in 6-hour windows.
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Figure 5.3: **High volatility of spot availability fraction.** Availability can jump from 100% to 0% within hours. Price ratio: spot price divided by on-demand price.
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### 5.2.3 Relative Stability in Spot Pricing

In contrast, we observe that spot pricing is much more stable than availability. **Figure 5.3** shows the price ratio of spot to on-demand for AWS stays almost constant despite significant changes in availability. In the three-month-long trace, we observe only a 5% price variation on average over any one-week period, validating the recently introduced smooth pricing model on AWS [112]. GCP’s spot instance prices are even more stable as it is guaranteed to only change once every 30 days [64].

### 5.2.4 Correlation of Multi-Instance Availability

To understand the behavior of multiple spot instances, we analyze 2-week *preemption* traces and 2-week *availability* traces for clusters of 4 and 16 instances, respectively (see Section 5.6.1 for details). Notably, over 94% of the time, either all or none of the instances are available in each cluster. This suggests availability tends to change *simultaneously* for multiple instances (bulk preemption is also observed in [70]), up to a count of 16.
5.3 Using Spot for Deadline-Sensitive Jobs

In this section, we present a simple model to formulate the problem, discuss when a policy matters, and then give three rules for policy design followed by a basic greedy policy.

5.3.1 Problem Setup

We consider two types of instances with the same hardware: an on-demand instance, which is always available\(^3\), and a spot instance, whose availability is unpredictable. We assume that spot availability is non-adversarial, meaning that it is independent of the job’s choices and observable factors, except for Section 5.4.1, where we adopt competitive analysis for the worst case study.

We focus on long-running (hours to days) jobs where preemptions are likely. We firstly assume each job uses one instance. We will extend it to multiple instances in Section 5.5.5 and evaluate it in Section 5.6.6.

For a deadline-sensitive job, we denote remaining computation time at time \(t\) as \(C(t)\) and remaining time-to-deadline as \(R(t)\). This implies that the job’s total computation time is \(C(0)\), and deadline is \(R(0)\). Based on the definition, we can derive that \(R(t) = R(0) - t\) and when a job is progressing, \(\frac{\partial C(t)}{\partial t} = -1\).

We assume that both \(C(0)\) and \(R(0)\) are given and the job is fault-tolerant to interruptions. For example, ML training typically has a consistent per-epoch time, indicating a predictable total runtime, and the model weights can be checkpointed and resumed for fault tolerance. Additionally, computation times for many recurring jobs (e.g., data analytics, scientific HPC, CI/CD) can be derived from past executions.

To account for overheads of starting the job on a new instance, we introduce changeover delay, \(d\), which includes the time required to launch an instance, set up dependencies, and recover any potential progress loss caused by gaps between checkpoints or restarting the most recent unsaved execution. Whenever a job switches to a new spot or on-demand instance, a changeover delay occurs, meaning that \(C(t)\) does not decrease for a duration of \(d\) while \(R(t)\) continues to decrement. A delay \(d\) is charged at the new instance type’s price. Switching from an instance to idle (i.e., termination) does not incur a delay. We will extend the model to consider variety with \(C(0)\) and \(d\) in Section 5.5.6, and evaluate it in Section 5.6.7.

The goal is to minimize the cost for completing job’s computation time \(C(0)\) before deadline \(R(0)\), i.e., \(C(R(0)) \leq 0\), using spot and on-demand instances. For simplicity, we define the price for an on-demand instance to be \(k > 1\), and a spot instance to be \(1\). We assume that cloud providers charge every second when an instance is alive.\(^4\) Based on the observation in Section 5.2.3, we assume both the on-demand and spot price are fixed throughout the time before deadline \(R(0)\).

5.3.2 Scheduling Policy

At any time \(t\), a job can be in one of the following three states: idle, running on a spot instance, or running on an on-demand instance. While we assume that on-demand instances are always available, spot instances can be in one of two states: available or unavailable. The job’s state space is the combination of any of the

\(^3\)This is a simplifying assumption. In practice, some on-demand instance types can hit unavailability.

\(^4\)Cloud providers have different billing practices, e.g., AWS does not charge for spot instances preempted within the first hour, while GCP does.
instance state and the spot state, except for an impossible case where the instance state is spot with spot state unavailable (Table 5.2). A scheduling policy is invoked to decide how a job moves across instance states.

In the ideal case where changeover delay \( d = 0 \), the problem is simple. An optimal policy is to use a spot instance whenever it is available, \( i.e., \) transition between state \( 2 \) and \( 3 \), until \( C(t) = R(t) \). After that, the job cannot stay idle, as it needs to utilize all the remaining time before deadline to make progress. Since there is no changeover delay, the policy can use spot whenever it is available and switch to on-demand when it is not, \( i.e., \) transition between \( 3 \) and \( 5 \). This policy is optimal because it utilizes all available spot instance lifetimes before the deadline, without additional cost. Figure 5.4a shows an example decision trace of how this policy performs for a job with \( C(0) = 48 \) hours and \( R(0) = 60 \) hours on a real spot availability trace, where the policy utilizes every spot lifetime, and runs the remaining computation with on-demand instances.

However, when changeover delay \( d > 0 \), which is the practical case, the problem becomes non-trivial. The policy now has to decide whether it is worth switching to a different instance at the expense of losing time \( d \) without making progress, which increases the risk of missing the deadline. For example, applying the optimal policy above for \( d > 0 \) would result in missing the deadline, since every switch costs an

<table>
<thead>
<tr>
<th>Spot State \ Instance State</th>
<th>Idle</th>
<th>Spot</th>
<th>On-Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spot Available</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Spot Unavailable</td>
<td>2</td>
<td>-</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5.2: State space for a job.

Figure 5.4: Example decision traces of policies on real spot availability on AWS.
additional time $d$.

In the remainder of this paper, we focus on designing policies for the more practical $d > 0$ scenario.

## 5.3.3 Rules for Policy Design

Based on the problem setting, we propose three basic rules that all policies without future knowledge should follow to avoid unnecessary cost or missing the deadline.

**Thrifty Rule.** The job should remain idle after the job complete, $C(t) = 0$.

**Safety Net Rule.** When a job is idle and $R(t) < C(t) + 2d$, switch to on-demand and stay on it until the job complete.

The policy is required to guarantee the job finished by the deadline. After $R(t) < C(t) + 2d$ becomes true, it is no longer safe to move from idle to spot. Otherwise, when the changeover delay of the spot finishes, the remaining time will become $R(t) < C(t) + d$, which means any preemption to the spot instance will result in missing deadline. Note that one could wait until $R(t) = C(t) + d$ then move to on-demand, but there is no gain for waiting an additional $d$ if the job is idle.

**Exploitation Rule.** Once start using a spot instance, stay on it until it is preempted.

If the job is on a spot instance, any progress made will always cost the minimum price any policy could get, i.e., the spot price. Voluntarily switching from spot to idle or on-demand will have no benefit, but less progress or more cost.

This rule will not violate the deadline because the Safety Net Rule guarantees that $R(t) \geq C(t) + 2d$ holds at the time $t$ when the job is moved to the current spot instance. After the changeover delay is incurred and the job starts progressing, $R(t) - C(t)$ will not change, i.e., $R(t) \geq C(t) + d$ holds, meaning the remaining time is enough for at least one changeover even if the current spot is preempted. The job will be able to switch to on-demand when Safety Net Rule kicks in.

## 5.3.4 Greedy Policy

Based on the three rules, we propose a straightforward greedy policy. The greedy policy behaves as follows:

1. Stay on any available spot instance until it is preempted (Exploitation Rule), and keep waiting if no spot instance is available, i.e., transition between ② and ③ in Table 5.2.

2. (Safety Net Rule) When $R(t) < C(t) + 2d$ holds and the job is idle, move to on-demand and stay there until the end.

In Figure 5.4b, we show the decision trace of the greedy policy on the same spot availability trace as before (Figure 5.4a). The greedy policy acts much more conservatively than the previous optimal policy without changeover delay. That is because greedy can no longer afford frequent switches between
on-demand and spot instances as before without missing the deadline. Thus, we now turn our attention to: can we do better than greedy while not assuming future knowledge?

5.4 Theoretical Analysis

In this section, we delve into theoretical aspects of the problem and prove the existence of a policy that is better than greedy in both worst and average cases.

5.4.1 Worst Case with Competitive Analysis

We first look into the worst case by investigating the competitive ratio $c$ of a policy without knowledge of future spot availability, which is the ratio of the cost of the policy to the best omniscient policy with full knowledge of future spot availability. By “worst” case, we assume that spot instances are chosen by an oblivious adversary, who can base their decisions on complete knowledge of the job’s policy but not on random coin flips used by the policy. Our goal is to prove that there is a policy with lower competitive ratio $c$ than greedy, i.e., performs better in the worst case.

To simplify the presentation, we assume changeover delay $d$ is small and ignore the term $O(d)$. Also, we use $R(t) = C(t) + d$ as Safety Net Rule’s condition, instead of $R(t) = C(t) + 2d$, which will not affect the conclusion, due to negligible $O(d)$.

A natural bound for $c$ is $1 \leq c \leq k$, where $k$ can be reached when the oblivious adversary choose a case that a given policy have to use all on-demand, and the omniscient policy could use all spot instances. We can prove that for any $R(0), C(0)$, a deterministic policy cannot perform better than greedy.

**Theorem 1.** For any deterministic policy $P$, $c \geq k - O(d)$.

**Proof.** Since the policy $P$ is deterministic, the adversary can choose spot availability as follows. It makes the spot available only when $P$ starts using on-demand or $R(t) = C(t) + d$. If $P$ switches to the spot, the adversary waits for $d$ units of time, then preempt the spot, so $P$ makes no progress on any spot instances, i.e., must use at least $C(0)$ units of on-demand.

With that adversary, we examine $P$ have to use all on-demand while omniscient policy can finish the job with all spots. Consider the first time $t'$, where $R(t') = C(t') + d$. Over $t' \leq t \leq R(0)$, $P$ cannot switch...
to spot, but the omniscient policy could as it knows the spot will remain available, i.e., \( P \) makes \( C(t') \) progress on on-demand, while omniscient is on spot. Next, \( P \) must have accumulated the \( C(0) - C(t') \) before \( t' \). Due to the adversary, any work accumulated before \( t' \) should be on on-demand when a spot is available. Thus, the omniscient policy can make \( C(0) - C(t') \) of progress on those spots before \( t' \). \( \square \)

With Theorem 1, we can conclude that a policy has to be randomized to beat greedy, whose competitive ratio \( c = k \), as an adversary can simply make spot available from \( t' \), where \( R(t') = C(t') + d \). We now construct a better policy on top of greedy. We first extend greedy to an \( n \)-sliced greedy policy, in which we divide the time into \( n \) even slices with length \( \frac{R(0)}{n} \) and apply greedy in each of these slices with \( \frac{C(0)}{n} \) progress to make. The upper figure in Figure 5.5 is an example of \( n \)-sliced greedy, with a deadline \( R(0) = 6 \) and 3 slices. In each slice, the policy enforces the job to make \( \frac{C(0)}{n} \) progress, at least half of the remaining progress is done on spot instance:

\[
\begin{align*}
    c \leq \left( \frac{1}{n} + \frac{1 - 1/n}{2} \right)k + \frac{1}{2} + O(d) = \frac{k + 1}{2} + \frac{k - 1}{2n} + O(d) < k
\end{align*}
\]

When deadline \( R(0) \) is more than \( 2 \times \) longer than computation time \( C(0) \), the worst case (the largest gap to omniscient policy) for RSF policy is bounded, i.e., provably better than greedy.

For \( R(0) \leq 2C(0) \), we can simply use on-demand until \( R(i) = 2C(i) \) then start using RSF policy. We denote this \textit{modified RSF (MRSF)} policy.

**Corollary 1.** Let \( a = \frac{R(0)}{C(0)} - 1 \) for \( 0 < a \leq 1 \). MRSF policy has:

\[
\begin{align*}
    c \leq k - ak + a\left( \frac{k + 1}{2} + \frac{k - 1}{2n} \right) + O(d) = k - a\left( \frac{(k-1)(n-1)}{2n} \right) + O(d) < k
\end{align*}
\]

With MRSF policy, we shown that there exists a policy that performs better than greedy for any \( R(0), C(0) \) in worst cases by randomization and distributing job progress.
5.4.2 Average Case with Stochastic Model

Since spot availability is a complex stochastic process, we propose a simpler model that is analytically tractable for the development of practical policies. With that model, we will show that $n$-sliced greedy is better than greedy in the average case.

In order to model the spot process, we consider a smoothed version where we assume that a fractional spot is always available, with a ratio $r < 1$, i.e., a job running on the fractional spot makes $r$ amount of progress per unit of time. For example, if spots have 4-hour average lifetimes and 1-hour average wait times after preemption. Then, the fractional spot has a ratio, $r = 4/(4+1) = 0.8$, and a job using it makes 0.8 amount of progress per unit of time.

Similar as Section 5.4.1, for simplicity, we assume that $d$ is relatively small and ignore terms of $O(d)$. We first consider greedy policy. It will use the fractional spot until $R(t') = C(t') + O(d)$ and then switch to on-demand. At time $t'$, the job progress on the fractional spot would be $C(0) - C(t') = rt' - O(d)$, i.e., $C(t') = C(0) - rt' + O(d)$, and the remaining time would be $R(t') = R(0) - t'$. We can derive $t'$ and expected payment (total cost) $p$:

$$R(t') = C(t') \implies R(0) - t' = C(0) - rt' + O(d)$$

$$t' = \frac{R(0) - C(0) + O(d)}{1-r}$$

$$p = rt' + (R(0) - t')k + O(d) = (r - k)t' + kR(0) + O(d)$$

We can observe that the payment depends on the fractional spot ratio $r$. For simplicity, we will drop $O(d)$ in following formulas. Since $r - k < 0$, payment $p$ reduces when the time $t'$ spent on the fractional spot increases.

In Figure 5.6a, we calculate both actual and theoretical costs, $p$, for greedy policy on real availability traces for a 48-hour job with various deadlines (52 to 92 hours) and small changeover delays. It illustrates...
that theoretical costs with the significant simplified stochastic modeling matches well with actual costs.

We now consider the \( n \)-sliced greedy policy from Section 5.4.1. For a fixed \( r \), the \( n \)-sliced greedy has the same expected payment as original greedy. However, when we started considering the expected payment across difference traces, variance for fractional spot involves. We show that \( n \)-sliced greedy works better than original greedy in average.

Consider spot fraction \( \mathcal{R} \) as a random variable with mean \( r \) and variance \( v \). We can prove that the expected time on the fractional spot \( E[t'] \) increases with the variance \( v \), i.e., larger \( v \) indicates lower expected cost:

\[
E[t'] = \frac{R(0) - C(0)}{1 - r} E[\delta] + \frac{\delta^2}{(1-r)^2} + \cdots
\]

where the second equation is derived from Taylor expansion for \( \delta \to 0 \). By construction, \( E[\delta] = 0 \) and \( E[\delta^2] = v > 0 \). When we take the first three terms, we get an approximation:

\[
E[t'] = \frac{R(0) - C(0)}{1 - r} (1 + \frac{v}{(1-r)^2})
\]

Proof. Let \( \mathcal{R} = r + \delta \). Based on Equation 5.2, we have \( E[t'] \):

\[
E[t'] = \frac{R(0) - C(0)}{1 - (r+\delta)} = \frac{R(0) - C(0)}{1 - r} \cdot E[\delta] + \frac{\delta^2}{(1-r)^2} + \cdots
\]

We calculate the difference of the expected time on the fractional spot \( E[t'] \) for policies with variance \( v_1 \) and \( v_2 \)

\[
\Delta = \frac{R(0) - C(0)}{(1-r)^3} (v_1 - v_2)
\]

Since \( \Delta > 0 \) when \( v_1 > v_2 \), we can conclude that \( E[t'] \) increases with the variance \( v \).

With the formula above, we calculate the difference of \( n \)-sliced (with variance \( \hat{v} \)) to original greedy (with variance \( v \)):

\[
\Delta = \frac{R(0) - C(0)}{(1-r)^3} (\hat{v} - v)
\]

where \( \hat{v} \) is the variance over slices with length \( \frac{R(0)}{n} \) and \( v \) is the variance for traces with length \( R(0) \). Since \( \mathcal{R} \) is averaged over time, we expect \( \hat{v} > v \) (shown in Figure 5.6b), i.e., \( \Delta > 0 \). We can conclude that \( n \)-sliced greedy has larger \( E[t'] \), leading to a lower expected cost \( p \) than original greedy in average case. Also, as \( v \) increases with \( n \), \( n \)-sliced policy can achieve better performance with more slices, when \( d \) is relatively small.

5.5 Methodology

Building on our theoretical analysis, we now propose policies for real-world cloud settings. In this section, we will examine the performance of a Time Sliced policy derived from the theoretical analysis, and extend it to a parameter-free Uniform Progress policy. Additionally, we present a upper bound of cost savings through the Omniscient policy, which has the knowledge of future spot availability, and a Partial
Figure 5.7: Example decision traces comparing Time Sliced and greedy policy. Time Sliced policy cuts costs by better utilization of available spot near deadline.

Lookahead Omniscient policy that only has a shorter lookahead of the future (e.g., 6 hours). Then, we will discuss an interesting scenario when the next spot lifetime is given, and propose an extension that combines Uniform Progress with a Next Spot Lifetime Oracle. Lastly, we extend the policies to multiple instances, and relaxed job computation times and changeover delays for generality.

5.5.1 Time Sliced

Based on the \( n \)-sliced greedy policy in Section 5.4.1, we propose the Time Sliced policy. We divide the time before deadline, \( R(0) \), into slices, and assign each slice a proportionate computation time \( C(0)/n \) and deadline \( R(0)/n \), denoted as \( C_i \) and \( R_i \) for slice \( i \). In each time slice, we apply greedy policy – switching to on-demand instances when \( R_i(t) < C_i(t) + 2d \). We make two changes compared to the \( n \)-sliced greedy policy: (1) jobs can continue on spot instances whenever available after \( C_i(t) \leq 0 \), and (2) if a slice makes more progress than required, we reduce the required computation in the succeeding slice, \( C_{i+1} \). We do not apply randomness as in the competitive analysis for simplicity based on the assumption that clouds are non-adversarial.

Figure 5.7 presents example decision traces for both greedy and Time Sliced. The spot availability trace shows when spot is available on cloud. The greedy policy utilizes all available spot until \( R(t) < C(t) + 2d \). At this point, the job cannot tolerate another changeover delay and must stay on on-demand until the end, rendering available spots close to deadline unusable. In contrast, Time Sliced policy’s decision is divided into seven slices (with alternating colors), with greedy applied in each slice. Due to the progress made in earlier slices, Time Sliced allows more slacks to switch between spot and on-demand instances when the deadline is close. This enables better utilization of spot instances, reducing total cost. In this specific example, Time Sliced reduces 30% cost compared to greedy.

In Figure 5.8, we evaluate Time Sliced by comparing it to greedy in terms of average cost savings.
across 600 random p3.2xlarge availability traces on AWS. Picking the optimal number of slices enables Time Sliced to achieve 33-62% additional cost savings for relatively tight deadlines. These results suggest that ensuring uniform progress throughout a job’s lifetime leads to better utilization of spot availability in expectation. We apply this idea in the design of Uniform Progress below.

5.5.2 Uniform Progress

Although Time Sliced policy with the best slice number $n$ outperforms greedy, selecting the optimal $n$ for different cases is not practical. We take the uniform progress idea from Time Sliced policy and design a parameter-free policy, denoted as Uniform Progress.

5.5.2.1 Pushing the Slices to the Extreme

Time Sliced policy guarantees uniform progress by enforcing it in discrete slices. While progress can be left behind within a slice, it is ensured by the end of each slice. At the end of a slice $t_i$, $t_i = i\frac{R(0)}{n}$, i.e., $i=t_i\frac{n}{R(0)}$. The current progress, $cp(t_i) = C(0) - C(t_i)$, is guaranteed to meet the expected progress, $ep(t_i)$:

$$cp(t_i) \geq ep(t_i) = i\frac{C(0)}{n} - t_i\frac{C(0)}{R(0)}$$  \hspace{1cm} (5.4)

Note that when the slice number $n = 1$, there is only one $t_i$, i.e., $t_1 = R(0)$, and Time Sliced becomes greedy policy and only enforces progress $C(0)$ at deadline $R(0)$. When more slices involve, with larger $n$, Equation 5.4 applies to more time steps $t \in \{ \frac{R(0)}{n}, \frac{2R(0)}{n}, ..., \frac{nR(0)}{n} \}$. According to the stochastic model in Section 5.4.2, $n$-sliced greedy will perform better when $n$ increases, given small changeover delays. Intuitively, this is due to a more aggressive enforcement of progress. For instance, increasing $n$ from 2 to 10 within a 50-hour deadline ensures expected progress made every 5 hours instead of every 25 hours.
We adapt this idea into Time Sliced by pushing $n \to \infty$, making each slice infinitesimal. That enforces Equation 5.4 at any $t \leq R(0)$, i.e., fully distributing progress within the deadline:

$$cp(t) \geq ep(t) = t \frac{C(0)}{R(0)}, \forall t \leq R(0)$$

(5.5)

5.5.2.2 Uniform Progress Policy

We propose a parameter-free policy, called Uniform Progress (plain), that switches among three instance states: idle, spot, and on-demand. The policy, based on Equation 5.5 and the rules in Section 5.3, has the following rules:

1. Uniform Progress: When the job is idle and $cp(t) < ep(t)$, switch to on-demand and stay on it to catch up progress.

2. Taking Risks: Switch to spot whenever it is available (even when $cp(t) < ep(t)$). Stay on the spot until it is preempted (Exploitation Rule).

To avoid missing deadline, we also apply Safety Net Rule on top. The first rule asks the policy to maintain steady progress, while Taking Risks rule allows the policy to utilize any available spot instances by taking the risk of changeover delays.

In Figure 5.9, we show an example decision trace. Similar to Time Sliced, Uniform Progress (plain) can achieve better cost savings compared to the greedy policy by evenly distributing progress within the deadline. However, during periods when spot life/wait time are relatively short, the policy suffers from
frequent switches between spot and on-demand instances. When the job is on on-demand, and a spot becomes available, our policy will immediately switch to spot. If the spot is preempted by the cloud shortly, the job may make little progress. When that happens, $cp(t) < ep(t)$ can still hold and the job will be scheduled to on-demand again, wasting two changeover delays, $2d$ (one for spot and one for on-demand).

To address that, we propose adding hysteresis to the policy. Although the policy does not know or control the lifetime of a spot instance, it can ensure that the progress made on on-demand instances is sufficient to compensate for potential losses in the worst-case scenario. We thus add another rule:

3. Hysteresis: When the job is on on-demand, stay on it until $cp(t) \geq ep(t + 2d)$.

We call the resulting policy Uniform Progress. Figure 5.9 shows that the hysteresis mitigates frequent switching by enforcing more progress on on-demand, and improves cost savings.

Figure 5.10 compares the state transitions of Uniform Progress and Time Sliced. Both policies share the uniform progress idea, but Time Sliced is discretized, relying on Safety Net Rule within each slice and slice boundaries to jump off an on-demand instance. In comparison, Uniform Progress replaces slice parameters with a global uniform progress checker, $cp(t) \geq ep(t)$, and a hysteresis, $cp(t) \geq ep(t + 2d)$.

We will evaluate the policies above in Section 5.6. In order to properly assess a policy’s performance relative to the best cost savings, we next discuss several policies, which have access to future knowledge, and use them as cost saving upper bounds.
5.3 Omniscient

First, we propose the Omniscient policy, which assumes full future knowledge and generates the theoretically optimal plan.

5.3.1 Omniscient Policy

The Omniscient policy minimizes cost for a given availability trace and deadline \( R(0) \). We define some binary variables:

- \( a(t) \) whether a spot instance is available at time \( t \).
- \( s(t), v(t) \) indicate the policy choose to use a spot/on-demand instance at time \( t \).
- \( x(t), y(t) \) represent changeover delays happen to a spot/on-demand instance at time \( t \).

By discretizing time, we can represent the policy as a cost minimization problem:

\[
\min_{s(t), v(t)} \sum_{t=0}^{R(0)} [s(t) + v(t)k] \quad (5.6)
\]

\[
\forall t, s(t) + v(t) \leq 1, s(t) \leq a(t) \quad (5.7)
\]

\[
\sum_{t=0}^{R(0)} [s(t) + v(t)] \geq d \sum_{t=1}^{R(0)} (x(t) + y(t)) + C(0) \quad (5.8)
\]

\[
\forall t, x(t) \leq s(t), x(t) \leq 1 - s(t-1), x(t) \geq s(t) - s(t-1) \quad (5.9)
\]

\[
\forall t, y(t) \leq v(t), y(t) \leq 1 - v(t-1), y(t) \geq v(t) - v(t-1) \quad (5.10)
\]

Equation 5.7 ensures the policy to choose only one instance at a time and only use spot when it is available; Equation 5.8 requires the total time on spot and on-demand instances to be larger than sum of the time spent on changeover delays and the job runtime; Equation 5.9 and Equation 5.10 set variables \( x(t) \) and \( y(t) \) to 1 when a changeover occurs for spot and on-demand instances, respectively. The resulting formula is an integer linear programming (ILP) problem and can be solved using ILP solvers [101, 55].

5.3.2 Partial Lookahead Omniscient Policy

Omniscient, with complete knowledge of future spot availability, produces an unachievable bound. To better understand the impact of partial knowledge, we propose Partial Lookahead Omniscient, which has limited foresight into future spot availability. By partitioning the deadline into \( n \) slices, it can only see complete availability within each slice. To incorporate that knowledge, we modify Omniscient formula to minimize the average cost of progress made in a slice \( i \) while ensuring the job progress at the end to be at least \( iC(0)/n \).

Instead of minimizing the total cost for the progress, in Partial Lookahead Omniscient policy, a job can make more progress than it is assigned in each slice and reduce the computation time required in the next slice by the additional progress made. Therefore, we modify the ILP formula for the Omniscient policy
with the following formula for a slice $i$ to minimize the average cost of the progress made in that slice:

$$\min_{s(t > t_{i-1}), v(t > t_{i-1})} \frac{\sum_{t=t_{i-1}}^{t_i} [s(t) + v(t)k]}{P_i}$$

(5.11)

$$\forall t, s(t) + v(t) \leq 1, s(t) \leq a(t)$$

(5.12)

$$P_i = \sum_{t=t_{i-1}}^{t_i} [s(t) + v(t)] - d \sum_{t=t_{i-1}+1}^{t_i} (x(t) + y(t))$$

(5.13)

$$\forall t, x(t) \leq s(t), x(t) \leq 1 - s(t-1), x(t) \geq s(t) - s(t-1)$$

(5.16)

$$\forall t, y(t) \leq v(t), y(t) \leq 1 - v(t-1), y(t) \geq v(t) - v(t-1)$$

(5.17)

where the Equation 5.13 ensure the total progress at the end of the slice is at least $c_p(t_i) \geq \frac{iC(0)}{n}$, and the Equation 5.15 avoids making more total progress than the job computation time.

### 5.5.4 Next Spot Lifetime Oracle

Both Omniscient and Partial Lookahead Omniscient policies assume complete knowledge of future availability with different lookahead windows. We propose a more realistic scenario where cloud providers offer an oracle $o(t)$ that returns the lifetime of the next spot instance a job can acquire at the current time $t$. This assumption is reasonable as providers can determine when to reclaim a spot instance.

Uniform Progress can be extended to leverage this oracle. We introduce two new conditions to replace the hysteresis:

1. If the job is idle, we only switch to spot when the average cost per unit of progress is lower than on-demand cost $\frac{o(t)}{o(t) - d} < k$, i.e., $o(t) > \frac{kd}{k-1}$.

2. If the job is on on-demand instance, we switch to spot only when the average cost per unit of progress, considering switching to spot and back to on-demand, is less than staying on the current on-demand: $\frac{o(t) + kd}{o(t) - d} < k$, i.e., $o(t) > \frac{2kd}{k-1}$.

### 5.5.5 Extending to Multiple Instances

All the discussions above are based on single-instance scenario. We now extend the policies to multiple instances. We assume gang-scheduling is required, i.e., all instances must be running for a job to progress. This is typical in distributed ML training [86, 129, 87] and HPC workloads [34]. A cluster may consist solely of spot instances, on-demand instances, or a mix of both. We call clusters with an identical resource type *homogeneous* and those with a mix *heterogeneous*. Changeover delays are incurred when a cluster...
is reconfigured, i.e., the number of spot/on-demand instances in it changes, unless it has no instance after reconfiguration.

We introduce a new rule for all multi-instance policies:

**Polarization Rule.** For a job requiring $N > 1$ instances, a policy should either use no instance or $N$ instances at any time.

Since gang-scheduling is required, a cluster with fewer than $N$ instances incurs unnecessary costs without job progress. Thus, once any instance is preempted, a policy should immediately reconfigure the cluster to either 0 or $N$ instances.

We now extend previous policies to multiple instances.

### 5.5.5.1 Extending Greedy and Uniform Progress.

First, observing that spot availability tends to change simultaneously for multiple instances (Section 5.2.4), we propose each policy should produce homogeneous clusters. We will show that this assumption does not harm performance on reasonably large clusters (Section 5.6.6). Combining this with Polarization Rule, the action space for a policy is simplified to either: $N$ spot, $N$ on-demand, or no instances at any time $t$.

The problem for multiple instances is now equivalent to the single instance, with the one-to-one mapping of states (Section 5.3.2):

- **Cluster state:** $N$ spot, $N$ on-demand, or no instances map to spot, on-demand or idle states for single-instance jobs.

- **Spot state:** If available spot instances $a(t) < N$, it is equivalent to a spot being unavailable in the single-instance scenario, and $a(t) = N$ maps to a spot being available.

Thus, for multi-instance jobs, we directly execute greedy and Uniform Progress using the mappings above.

### 5.5.5.2 Extending Omniscient.

**Omniscient (Homogeneous).** For Omniscient, we can also restrict it to produce homogeneous clusters and get Omniscient (Homogeneous), where all instances in a cluster with $N$ instances should be the same type (all spot, all on-demand, or none). We revise the semantics of the original variables:

- $a(t)$: the number of spot instances available at time $t$.
- $s(t), v(t)$ indicate the policy chooses to use all spot or all on-demand for the cluster at time $t$.
- $x(t), y(t)$ represent the changeover delay that happens to the spot/on-demand cluster at time $t$. 
The Omniscient policy with the same instance type can be represented as:

$$\min_{s(t), v(t)} \sum_{t=0}^{R(0)} N[s(t) + v(t)k]$$  \hspace{1cm} (5.18)

$$\forall t, s(t) + v(t) \leq 1, s(t) \leq a(t) / N$$  \hspace{1cm} (5.19)

$$\sum_{t=0}^{R(0)} [s(t) + v(t)] \geq d \sum_{t=1}^{R(0)} (x(t) + y(t)) + C(0)$$  \hspace{1cm} (5.20)

$$\forall t, x(t) \leq s(t), x(t) \leq 1 - s(t - 1), x(t) \geq s(t) - s(t - 1)$$  \hspace{1cm} (5.21)

$$\forall t, y(t) \leq v(t), y(t) \leq 1 - v(t - 1), y(t) \geq v(t) - v(t - 1)$$  \hspace{1cm} (5.22)

**Omniscient (Heterogeneous).** To obtain a better theoretical upper bound for cost savings, however, we further adapt Omniscient to support heterogeneous clusters, denoted as Omniscient (Heterogeneous), by modifying the ILP Equation 5.6 to factor in a mixed cluster configuration. We first update the definition of variables as follows:

- $s(t), v(t)$: the number of spot and on-demand instances in the cluster at time $t$.
- $p(t)$: whether the cluster is UP at time $t$.
- $z(t)$: whether changeover delay is triggered at time $t$.
- $m(t), n(t), j(t), k(t)$: intermediate binary variables.

The following is the Omniscient policy for multi-nodes with gang scheduling.

$$\min_{s(t), v(t)} \sum_{t=0}^{R(0)} [s(t) + v(t)k]$$  \hspace{1cm} (5.23)

$$\forall t, s(t) + v(t) - N \cdot p(t) = 0, s(t) \leq a(t)$$  \hspace{1cm} (5.24)

$$\sum_{t=0}^{R(0)} [s(t) + v(t)] \geq d \sum_{t=1}^{R(0)} z(t) + C(0)$$  \hspace{1cm} (5.25)

$$\forall t, s(t) - s(t - 1) \leq N \cdot z(t)$$  \hspace{1cm} (5.26)

$$\forall t, v(t) - v(t - 1) \leq N \cdot z(t)$$  \hspace{1cm} (5.27)

$$\forall t, m(t) \leq s(t) - s(t - 1) + (N + 1) \cdot j(t)$$  \hspace{1cm} (5.28)

$$\forall t, n(t) \leq s(t - 1) - s(t) + (N + 1) \cdot (1 - j(t))$$  \hspace{1cm} (5.29)

$$\forall t, n(t) \leq v(t) - v(t - 1) + (N + 1) \cdot k(t)$$  \hspace{1cm} (5.30)

$$\forall t, z(t) \leq m(t) + n(t)$$  \hspace{1cm} (5.31)

Equation 5.26 and Equation 5.27 set $z(t) = 1$, when either the number of spot or on-demand increases in the cluster; Equation 5.28 to Equation 5.32 enforces $z(t) = 0$ when $s(t) = s(t - 1) \land v(t) = v(t - 1)$, i.e., the
number of spot or on-demand used by the job does not change. That said, Equation 5.26 to Equation 5.32 make sure \( z(t) = 1 \) iff changeover delay happens at time \( t \).

### 5.5.6 Relaxing Computation Time and Changeover Delay

In real-world scenarios, exact computation times and changeover delays may be uncertain. We generalize our model to accommodate such variability.

**Computation time.** To account for the inaccuracies of a user-provided job computation time \( \bar{C}(0) \), we denote the difference to the actual job computation time as \( \delta = C(0) - \bar{C}(0) \). Given that no policy can predict \( C(0) \) precisely beforehand, we adjust the deadline guarantee of the policies to be best effort, ensuring a finish time within the original deadline plus the difference, \( R(0) + \delta \). This is guaranteed by having all policies stay on the current instance and switch to on-demand \(^5\), after the job does not finish but has already made \( \bar{C}(0) \) progress, i.e., \( \bar{C}(t) \leq 0 \). When a user overestimates a job’s computation time \( \bar{C}(0) > C(0) \), it should finish before the original deadline. Otherwise, if the job computation time is underestimated \( \bar{C}(0) < C(0) \), the job should finish within the original deadline plus the difference. Note that there is no additional \( d \), as Safety Net Rule guarantees that when \( \bar{C}(t) \to 0 \), the job should either be on on-demand already or \( R(t) \geq \bar{C}(t) + d \), i.e., there is a spare \( d \) for the job to switch to on-demand.

**Changeover delay.** We now adjust the model to factor in system stragglers and variations in changeover delay. We assume that no policies can foresee the exact changeover delay until its occurrence, though the average changeover delay is given. If the maximum possible changeover delay, \( \hat{d} \), is also given (e.g., the most significant possible progress loss is triggered), we can prove that policies should be able to ensure a deadline of \( R(0) + 2(\hat{d} - d) \).

**Proof.** With the assumptions, all variance of changeover delay will be directly reflected in \( C(t) \).

We consider the last moment a job is idle before it finishes (at time \( t \)), there are three cases:

1. \( R(t) > C(t) + 2d \): Safety Net Rule should never be triggered, causing the maximum time the job finishes to be \( R(0) - R(t) + C(t) + \hat{d} < R(0) + \hat{d} - 2d \).

2. \( R(t) = C(t) + 2d \): Safety Net Rule kicks in at \( t + \epsilon \), and the guaranteed deadline should be \( R(0) - R(t) + C(t) + \hat{d} \), i.e., \( R(0) + \hat{d} - 2d \).

3. \( R(t) < C(t) + 2d \): It means the job was on a spot instance and got preempted. In this case, at the time \( t' \) the job jumped onto the spot instance, we have \( R(t') \geq C(t') + 2d \). Thus, the worst case for the guaranteed deadline would be the job experience two maximum changeover delays, once for jumping onto a spot, and once for jumping onto an on-demand instance. That said, the bound for the finish time would be \( R(0) - R(t') + C(t') + 2\hat{d} \leq R(0) + 2(\hat{d} - d) \).

Combining the three cases, the bound for the deadline guaranteed should be \( R(0) + 2(\hat{d} - d) \).\(^\square\)

\(^5\)If the job was on a spot instance, it should switch to on-demand after the spot instance is preempted (Exploitation Rule).
Table 5.3: **Compute time spent on on-demand and spot instances**, averaged across 8 scenarios for a job fraction of 0.8. “Spot Util.” indicates the fraction of compute time on spot leveraged by a policy vs. the Omniscient policy.

<table>
<thead>
<tr>
<th>Policy</th>
<th>On-Demand (hours)</th>
<th>Spot (hours)</th>
<th>Spot Util.</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-Demand</td>
<td>48.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0%</td>
</tr>
<tr>
<td>Greedy</td>
<td>30.8 ± 17.7</td>
<td>17.2 ± 17.7</td>
<td>63%</td>
</tr>
<tr>
<td>Uniform Progress</td>
<td>25.1 ± 15.3</td>
<td>22.9 ± 15.4</td>
<td>84%</td>
</tr>
<tr>
<td>Omniscient</td>
<td>20.7 ± 15.5</td>
<td>27.4 ± 15.5</td>
<td>100%</td>
</tr>
</tbody>
</table>

If a user would like to ensure the original deadline with a given maximum changeover delay, they can specify a new deadline \( R(0) - 2(\hat{d} - d) \).

With the new model, policies can account for the variety, by guaranteeing a bounded relaxed deadline \( R(0) + \delta + 2(\hat{d} - d) \).

## 5.6 Evaluation

In this section, we conduct experiments to assess the performance of the proposed policies using real spot instance traces collected from the cloud.

### 5.6.1 Datasets and Setup

We collected spot availability traces on AWS (Section 5.2.1). These traces include a 2-week availability trace started on 10/26/2022, with four instance types: p3.2xlarge/p3.16xlarge (1/8 V100), p2.2xlarge/p2.16xlarge (1/8 K80), and two availability zones: us-west-2a and us-west-2b. Moreover, we collect a 2-month long availability trace started on 02/15/2023 for p3.2xlarge instances across nine zones from regions, us-east-1, us-east-2, and us-west-2. For multiple instances, we collect 2-week preemption traces for 4 p3.2xlarge in 3 AWS zones (us-east-1f, us-east-2a, us-west-2c), and 2-week availability traces for 16 p3.2xlarge in 3 zones (us-east-2a, us-west-2b, us-west-2c). All the availability traces were collected with a 10-minute probe interval. As demonstrated in Section 5.2.1, availability and preemption traces are highly correlated, indicating that the performance of the policies on availability traces should reflect their real-world performance. We will use preemption traces in Section 5.6.6 for multiple instances benchmark and Section 5.7.2 for real system evaluation.

We evaluate the policies on both 2-week traces, and 2-month traces. For all experiments, we randomly sample 300 starting points for each trace, considering each pair of instance type and zone. We consider cases where the job fraction \( \frac{C(0)}{R(0)} > 0.6 \), i.e., the deadline is relatively tight, as the problem becomes less interesting when deadlines are loose and available spot instances within deadline are sufficient to complete the job. For loose deadlines, jobs can utilize spot instances whenever they are available until the remaining time-to-deadline \( R(t) \) is relatively tight compared to the remaining computation time \( C(t) \), and then start
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Figure 5.11: Cost savings (higher is better) against on-demand instances on real spot availability traces. Omniscient (8 slices) is Partial Lookahead Omniscient. Larger job fraction means tighter deadline. Each sub-plot is on a (instance type, zone) trace. Values in ‘(x)’ are average spot fractions (percentages of time a spot instance is available) across all samples in the trace.

applying policies, see Section 5.6.8. The computation time is set to 48 hours for consistent comparison across different settings (experiments for different computation times can be found in Section 5.6.8). Unless noted, changeover delays $d$ are set to 0.2 hours and costs are normalized by on-demand costs in all experiments.

Baselines. To our knowledge, existing methods in literature (Section 5.8) do not consider switching between spot and on-demand in a cost optimization and deadline adherence setting for batch jobs. Thus, we compare our results against policies with future knowledge, which serve as strong upper bounds.

5.6.2 Time Spent on On-demand and Spot Instances

We first show different policies’ overall compute times on on-demand vs. spot instances, which exclude changeover delays. Such breakdowns examine how well spot instances are utilized. Table 5.3 shows the results with a fixed job fraction $\frac{C(0)}{R(0)} = 0.8$ on the 2-week traces, averaging across eight (instance type, availability zone) pairs, each with 300 randomly sampled traces. We observe that our Uniform Progress runs on spot instances 21% longer than greedy policy on average, reducing the gap to Omniscient’s spot usage by 57%.
5.6.3 Various Deadlines

Figure 5.11a evaluates the cost savings achieved by the policies across various deadlines (represented as job fractions) on the 2-week availability traces. Our Uniform Progress consistently surpasses the greedy in cost savings in all cases, while approaching savings of Omniscient policy.

While Uniform Progress excels, there is still a gap to Omniscient. We compare Uniform Progress with Partial Lookahead Omniscient policy with 8 slices, which assumes strong knowledge of the future (around 6 hours of lookahead): Uniform Progress achieves similar performance in most cases, despite lacking future knowledge. This suggests any other policy without future knowledge may not yield much higher savings.

We also investigate the potential improvement of Uniform Progress policy by assuming cloud providers offering an oracle for the lifetime of the next spot instance (Section 5.5.4). With such knowledge, cost savings improve significantly, nearing the theoretical optimum when deadlines are tighter.

The conclusions also hold on the 2-month traces, see Figure 5.11b.

5.6.4 Impact of Spot Fraction and Deadline

To better understand the influence of spot fractions (the percentage of time a spot instance is available) and deadlines on policy performance, we categorize them into two dimensions: low or high spot fraction, and loose or tight deadline. Tight deadline represents job fraction $C(0)/R(0) > 75\%$, while high spot fractions are defined as those exceeding 50%. Our 2-week traces have an even distribution between high and low spot fractions, while the 2-month traces show a dominance of high spot fractions, which forms 72% of all cases. This aligns with our earlier observation of the volatile nature of spot instance availability (Section 5.2.2).
Figure 5.13: Impact of changeover delays ($d$). Values in ‘(x)’ are average spot fractions over all samples in the trace.

Figure 5.12a and Figure 5.12b present the performance of the policies compared to Omniscient policy (theoretical upper bounds for cost savings) in the four categories, on 2-week and 2-month datasets respectively.

For tight deadlines, the number of feasible instance switches is limited to at most $\frac{R(0) - C(0)}{d}$, demanding strategic planning of each changeover. When spot availability is high and deadline tight (the rightmost group of bars), all policies lacking future knowledge exhibit a relatively large gap to the optimal. Nevertheless, Uniform Progress still reduces the gap by $\sim 2 \times$ compared to the greedy policy. This efficiency arises from its uniform progress guarantee and hysteresis, which optimize spot utilization within the deadline while avoiding frequent changeovers. The small gap between Uniform Progress with the next spot lifetime oracle and Omniscient policy confirms that the ability to skip short spot lifetimes and strategically switching from on-demand to spot with the opportunity cost in mind is crucial to achieve close to optimal performance.

As deadlines loosen and spot availability increases, all policies perform closer to Omniscient policy, as jobs have greater flexibility to wait for spot instances and switch between resource types, i.e., judicious planning becomes less important.

Additionally, we show the performance of Time Sliced policy with the best number of slices (within 50 slices). Time Sliced policy outperforms Greedy because of uniform progress it guarantees, but worse than Uniform Progress, potentially due to a higher overhead between slice switches.

Regardless of the different categories, our Uniform Progress policy reduces the gap to optimal by nearly $2 \times$ compared to greedy policy for both average and tail (p75) cases.
5.6.5 Different Changeover Delays

In Figure 5.13, we evaluate the performance of policies across various changeover delays. Our Uniform Progress performs consistently similar to the Partial Lookahead Omniscient policy. As changeover delays increase, cost savings compared to on-demand instances are reduced. This is because for each spot instance being used, a larger changeover delay means we pay the same price for less actual progress, so that switching to spot instances becomes less economical. Both Uniform Progress and Partial Lookahead Omniscient approach the greedy policy as \( d \) increases. However, Uniform Progress combined with the next spot lifetime oracle consistently remains close to the upper bound, due to its ability to skip short spot lifetimes and judiciously calculate the opportunity cost of switching from an on-demand to a spot instance.

5.6.6 Multiple Instances

We now evaluate the policies on multi-instance jobs. Figure 5.14a shows the cost savings on 4-instance clusters for various policies compared to the theoretical upper bound set by our Omniscient (Homogeneous) policy (Section 5.5.5). The difference between Omniscient (Homogeneous) and Omniscient (Heterogeneous) is negligible (at most 1%), which validates the use of homogeneous clusters in our policy formulation. Our Uniform Progress consistently outperforms the greedy policy, especially in high-spot-availability, tight-deadline conditions, which agrees with the conclusion on single-instance jobs (Section 5.6.4). We observe a similar win for clusters with 16 instances (Figure 5.14b). Due to monetary budget limits, we leave the extension to larger clusters \((N > 16)\) to future work.

5.6.7 Relaxed Computation Time and Changeover Delay

We show that the variations for computation time and changeover delays introduced in Section 5.5.6, marginally influence the cost savings. In Figure 5.15, we apply a uniformly distributed variance to the computation time and changeover delays, and compare all policies with Omniscient policy, which
possesses exact knowledge of the job and delays. The experiments are conducted in the same settings as Section 5.6.4, with a single instance, high spot fraction, and tight deadline. All policies can guarantee deadlines in the new model. The performance of Omniscient with only spot availability information degrades when the variance of computation time increases. When a user-provided job computation time is larger than the actual one \( C(0) > C(0) \) (overestimate), it cannot fully utilize spot instances close to the deadline, while, for \( C(0) < C(0) \) (underestimate), it has to use on-demand after exceeding the original deadline \( R(0) \). Similarly, it performs worse when the variance of changeover delay increases, due to sub-optimal decisions made with partial information. However, in all cases, we observe Uniform Progress outperforms greedy with a relatively stable gap, indicating its robustness.

5.6.8 Ablation Study for Experiment Setup

We now examine the ablation study of the basic setups for our experiments to further show the generality of Uniform Progress.

Loose Deadline In this chapter, we mainly discuss policy design for jobs with relatively tight deadlines, as very loose deadlines will likely lead to jobs able to finish on spot instances only. As mentioned in Section 5.6.1, when a loose deadline is given, a job can utilize spot instances whenever available until timestamp \( t_0 \), when the remaining time to deadline \( R(t_0) \) becomes tight compared to the job progress \( C(t_0) \), and apply the policy. We conduct experiments for loose deadlines, by setting the switch point at \( \frac{C(t_0)}{R(t_0)} = 0.7 \).

In Figure 5.16a, we can see that greedy policy gets close to the upper bound of the cost savings for very loose deadlines, as jobs are likely to be able to finish on spot instances only. It is worth noticing that job fraction 0.25 represents the deadline is 4x longer than the job duration. By allowing jobs to utilize as many spot instances as possible when the remaining time is abundant, all policies perform similarly in cases where loose deadlines are given.
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Various Job Computation Time. We compare the cost savings for the policies across different job computation times with the same job fraction 85% in Figure 5.16b. When job computation time is very small (comparable to the changeover delay), all policies’ cost savings drop quickly, as switching between spot and on-demand instances is not worth the cost caused by the changeover delay. However, when the job computation time increases, there is more optimization opportunity for the policies, as more changeover delay can be tolerated, leading to a larger gap between Uniform Progress and greedy policy.

5.7 Practical Usage

In this section, we discuss our implementation of the prototype and evaluate it with three real-workload: machine learning training, bioinformatics (HPC), and data analytics.

5.7.1 Implementation

We implemented the policies on top of the intercloud broker system in Chapter 4, SkyPilot [163]. Given an availability zone and an instance type to use, our policies drive a job’s resource provisioning and switching decisions.

In the system, a controller is in charge of monitoring spot availability and managing the job with heartbeats. All policies are invoked by the controller behind a simple interface as follows. Periodically,
Table 5.4: Detailed characteristics of real workloads. All locations are in US. Deadlines are derived from job fractions 90% and 75%, and changeover delays are the sum of VM provisioning, environment setup, and job recovery progress loss time.

<table>
<thead>
<tr>
<th>Workload</th>
<th>Location</th>
<th>Instance</th>
<th>SpotPrice (Saving)</th>
<th>Compute Deadlines</th>
<th>Changeover Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML Training</td>
<td>AWS(west-2b)</td>
<td>p3.2xlarge</td>
<td>$0.92/hr (-67%)</td>
<td>72hrs</td>
<td>84/100hrs 4+5+9mins ≈ 0.3hrs</td>
</tr>
<tr>
<td>Bioinformatics</td>
<td>GCP(east1-b)</td>
<td>c3-highcpu-88</td>
<td>$0.34/hr (-91%)</td>
<td>22.5hrs</td>
<td>24/28hrs 2+1+8mins ≈ 0.2hrs</td>
</tr>
<tr>
<td>Data Analytics</td>
<td>AWS(east-1c)</td>
<td>r5.16xlarge</td>
<td>$1.85/hr (-55%)</td>
<td>27hrs</td>
<td>30/36hrs 4+1+7mins ≈ 0.2hrs</td>
</tr>
</tbody>
</table>

Table 5.5: Cost savings for real workloads. Results of two deadlines are shown (job fractions 0.9 and 0.75).

<table>
<thead>
<tr>
<th>Workload</th>
<th>On-demand Tight DDL (0.9)</th>
<th>Loose DDL (0.75)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>$233.5 $138.2 (-41%)</td>
<td>$122.0 (-48%)</td>
</tr>
<tr>
<td>Bioinfo</td>
<td>$140.5 $51.9 (-63%)</td>
<td>$22.8 (-84%)</td>
</tr>
<tr>
<td>Analytics</td>
<td>$109.6 $80.0 (-27%)</td>
<td>$74.1 (-32%)</td>
</tr>
</tbody>
</table>

the policy observes current_instance_state (in {idle, spot, on-demand}) and a boolean is_spot_available through the controller, and then uses them to compute a decision (in the same state set). If the decided state differs from the current instance state, the decision is executed by the system’s provisioner module (e.g., switch from on-demand to spot). To obtain the boolean is_spot_available, the controller invokes cloud-specific capacity reservation APIs (e.g., AWS EC2 offers a create_capacity_reservation API) which return whether a zone has capacity for a spot instance type.

5.7.2 Real Workloads

We validate our policy across AWS and GCP platforms using real-world preemption traces with spot availabilities ranging from 70% to 90%. Metrics like changeover delays and other system lags are measured directly from the implementation and included in the evaluation.

5.7.2.1 Workload Setup

We benchmark all policies on real workloads, including Machine Learning (ML) Training, Bioinformatics, and Data Analytics. We summarize the settings of the three workloads in Table 5.4.

Machine Learning Training. We consider pre-training a RoBERTa [94] model on a subset of Wikipedia, WikiText-103, with a V100 GPU instance (p3.2xlarge) on AWS. We follow the configuration of FairSeq’s reproduction [117, 123] to train the model for around 110 epochs (each takes about 40 minutes). To be fault-tolerant, we checkpoint the model weights twice per epoch to a cloud object
store (AWS S3). The average progress loss and the time to reload the model into GPU are included in the changeover delay.

**Bioinformatics.** We run a bioinformatics workload of mapping DNA cells of sequencing data [92] on GCP. The workload has 90 independent tasks, each with a relatively short duration (15 minutes). Each task requires a powerful multi-core CPUs for parallelization. We use GCP’s latest C3 generation of compute instance, c3-highcpu-88. In this workload, interrupted tasks need to be recomputed entirely after recovery. We use the average task duration as the changeover delay (see Table 5.4).

**Data Analytics.** We run Apache Spark [167] (v3.2.0) on a widely-used benchmark, TPC-DS [108]. We use scale factor 1000 to generate 300 GB of data on a 64-core CPU instance (r5.16xlarge). The data is stored on a persistent disk, which is attachable for future instances. We run all queries 10 times. Similar to the bioinformatics workload, each query needs to start over if interrupted. We add a weighted average of query runtimes (7 mins) as progress loss into the changeover delay.

### 5.7.2.2 Results

We consider two different deadlines (job fractions 90% and 75%) for each workload. We first present detailed cost breakdowns for the ML workload with loose deadlines in Figure 5.17. Uniform Progress achieves 48% cost savings compared to only using on-demand. It outperforms Greedy (15%) and approaches the optimal (55%). Similar patterns are observed in the other two workloads. We show the cost savings in Table 5.5. For Bioinformatics’ c3-highcpu-88, the spot price is 91% cheaper than on-demand. This allows Uniform Progress to achieve 63% cost savings even when the deadline is tight and 84% savings when the deadline is loose. For the analytics workload, the spot price discount is much smaller (55%). In this case, Uniform Progress achieved 27% and 32% savings for tight and loose deadlines, respectively. Note, however, these savings still approach those achieved by the Omniscient (32% and 46%, for tight and loose deadlines).

### 5.8 Related Work

**Spot pricing and availability modeling.** AWS pioneered spot instances in 2009, using a bidding mechanism to monetize unused cloud capacity [112]. The pricing model has evolved to offer more
stability, diminishing bidding, with other cloud providers adopting similar strategies, such as GCP’s constant 30-day spot price [64], Oracle Cloud’s fixed 50% discount for preemtible instances [116], and Azure’s stable regional pricing [85]. While spot pricing is relatively stable, modeling spot availability remains challenging due to its black box nature. While prior work attempted to model preemption patterns [82] and employed ML prediction methods [162, 161, 70], we design our policy to be robust against potential changes in spot eviction strategies of the cloud providers.

Applications using spot instances. The cost-effective nature of spot instances has driven their adoption for savings. Frameworks like Bamboo [142], Spotnik [151], and Srifty [95], was developed for machine learning on spot instances. Narayanan et al. [109] showed significant reductions in machine learning training costs using spot instances across multiple clouds. CompuCache[168] leverages spot instances for in-memory data caching. However, preemptions can negatively impact application performance [11, 162], and deadline-constrained applications may struggle to effectively utilize spot instances.

Job scheduling with preemptions. Running jobs on preemptive devices is investigated on intermittent systems, where jobs can be interrupted due to sporadic harvestable energy. Many studies [61, 41, 77] focus on scheduling multiple real-time IoT tasks, due to the limited computation resources on these devices. Spot instances introduce preemption to resource-demanding batch jobs on clouds. From the cloud providers’ perspective, existing work [76, 5, 78] investigates how to maximize revenue, or enhance runtime guarantees. For end-users, earlier studies explored bidding-based policies for bag of tasks with deadlines [165, 148, 99, 120], but these approaches are less applicable to current spot markets due to changes in pricing model. Recently, Snape [162] investigates using a mix of spot and on-demand instances for long-running services. It optimizes for SLO which require the number of instances available to be close to the target one at any time. It is different from deadline-sensitive batch jobs studied in this paper, where the job can stay idle for long periods, as long as it can meet the deadline.

5.9 Conclusion

Spot instances are economically appealing, but unreliable due to the preemptions. In this paper, we resolve a critical challenge of minimizing the cost for delay-sensitive jobs by utilizing a mix of spot and on-demand instances. Our work features a comprehensive analysis of spot instances and presents a theoretical framework to assess policies in both worst and average cases. This inspires the development of our proposed policy, Uniform Progress, which is simple, parameter-free, and effective without relying on assumptions of spot availability. Our empirical study using 3-month real-world traces demonstrates a significant improvement in cost savings compared to the greedy policy, closing gaps with the optimal policy by approximately 2× on both single or multiple instances. We also find that if cloud providers were willing to offer an oracle for the next spot instance’s lifetime, it could further improve applications’ cost efficiency, by enabling our Uniform Progress to approach the upper bound of cost savings. We implemented a prototype on top of SkyPilot and showcased the effectiveness of Uniform Progress on three real workloads, reducing the cost by 27%-84%. We open source the spot traces for future research.
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Use Case: AI Training and Serving on the Sky

The launch of SkyPilot and the strategic deployment of spot instances with “Can’t Be Late” present a compelling opportunity to leverage the Sky for addressing real-world challenges. Rather than detailing complete research projects, this chapter highlights the preliminary outcomes of two initiatives that utilize the Sky. Our goal is to support the ongoing research and development in Sky Computing and intercloud brokers. In Section 6.1, we explore the development of a high-quality large language model (LLM) chatbot, Vicuna, on the Sky; in Section 6.2, we discuss the serving system we have developed for AI workloads using SkyPilot.

6.1 Vicuna: an Open-Source Chatbot

The release of GPT-4 [114] in March 2023 marked a significant event in AI, showcasing unprecedented capabilities in natural language processing. While GPT-4 is proprietary, it spurred interest in the methodologies and capabilities of such advanced systems. Meta’s Llama [143, 144], a large publicly available model, did not have its chat capabilities explored until initial initiatives began to explore these capabilities by instruction tuning it.

Fine-tuning and evaluating such models require extensive computational resources. For instance, a 13B model typically needs 8 Nvidia A100 GPUs. Given the high cost and limited availability of these resources [139, 111], Sky Computing and SkyPilot offer a viable solution by enabling access to multi-cloud resources and cost-effective spot instances.

With SkyPilot, we were able to fine-tune the Llama model on user-shared conversations to create an open chatbot, Vicuna [42], which has become one of the earliest attempts to develop open chatbots that achieve impressive quality, based on both automatic evaluation with GPT-4 and human evaluations [169].

The workflow overview of Vicuna is shown in Figure 6.1. The detailed data processing, training, and serving code can be found in our open-source project, FastChat: https://github.com/lm-sys/FastChat. In the subsequent sections, we look at Vicuna’s workflow and the substantial benefits brought by the integration with the Sky.
### 6.1.1 Dataset

As high-quality conversations were increasingly shared by users on ShareGPT.com, we recognized the potential for fine-tuning the foundational Llama model to develop a chatbot. We processed approximately 70K user-shared conversations, converting HTML back to markdown and filtering out inappropriate or low-quality samples. We also segmented lengthy conversations to fit the model’s maximum context length.

### 6.1.2 Finetuning

Our training recipe builds on the previous instruction tuning technique, Alpaca [134]. In addition to Alpaca, we added several improvements:

1. **Multi-turn conversations.** The quality of the chatbot could be affected by the number of conversation turns it trains on. To incorporate multi-turn conversations, we customized the fine-tuning loss by masking the prompt tokens from users with zero, leaving only the responses.

2. **Memory optimizations.** To enable Vicuna to handle long contexts, we expanded the max context length from 512 in Alpaca to 2048, which substantially increases GPU memory requirements. We adopted gradient checkpointing [40] and flash attention [51, 50] to reduce the memory footprint.

The 40× larger dataset and 4× sequence length for training pose a considerable challenge in training expenses. To access the available GPUs across regions/clouds and reduce the cost of fine-tuning the Vicuna model, we launched the training of Vicuna with SkyPilot. The job specification is defined in the YAML interface mentioned in Section 4.1, see the example YAML in Figure 6.2. In the YAML, we use `resources` to specify high-level resource requirements for the job, including accelerators, using spot instances, and disk size required to cache the models. We also include a `file_mounts` section that
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resources:

accelerators: A100-80GB:8
disk_size: 1024
use_spot: true

file_mounts:
/artifacts:

name: MY_BUCKET_NAME
mode: MOUNT

setup: |
# Installation of dependencies for finetuning, such as
# Huggingface, flash attention, etc.

run: |
torchrun \
--nnodes=${NUM_NODES} \
--nproc_per_node=${SKYPILOT_NUM_GPUS_PER_NODE} \
--master_port=12375 \
--master_addr=${HOST_ADDR} \
--node_rank=${SKYPILOT_NODE_RANK} \
train.py \
# Additional arguments for training

Figure 6.2: YAML specification of Vicuna finetuning job.

mounts a cloud storage to the machine, so that the Vicuna training script can periodically save checkpoints to the cloud storage, and whenever recovery happens, the training program loads the latest checkpoint from the same path the bucket is mounted to and continues the training process.

Despite the optimization SkyPilot provides to launch GPU resources on the clouds, we also utilize the managed spot feature\(^1\), with which SkyPilot will start a cheap spot controller that keeps monitoring the spot instances and recover the job from any preemption, see Section 4.2.2. It slashes costs for training the 7B model from $500 to around $140, and the 13B model from around $1K to $300.

During the training of Vicuna on spot instances, we realized the importance of scheduling deadline-sensitive jobs on spot instances, due to the tight release timeline for the model. It further motivated the in-progress “Can’t Be Late” research at the time in Chapter 5 for cost savings under given deadlines, by mixing spot and on-demand instances for training.

6.1.3 Serving

After Vicuna is trained, we hosted it on the cloud, to ease the evaluation of the model by directly interacting with it. We built an interactive service in our FastChat project based on Gradio [2] and hosted the model with SkyPilot on the cloud. During the serving, we observed that serving LLMs has very different

\(^1\)Detailed docs can be found at: https://skypilot.readthedocs.io/en/v0.5.0/examples/spot-jobs.html
requirements than existing web services, including longer computational times, more compute-intensive
demands, and harder scalability due to the availability of accelerators, which led to our later development
of the SkyPilot Serve in Section 6.2.

6.1.4 Evaluation

While largely overlooked by existing LLM benchmarks, human preferences serve as a direct measure
of a chatbot’s utility in open-ended, multi-turn human-AI interactions. To bridge this gap, we introduce
two novel benchmarks expressly tailored to assess human preferences:

1. **LLM as a judge.** We created 80 benchmark questions for 8 common categories and asked GPT-4
to rate the preference of each pair of models.

2. **Chatbot arena:** We created a crowdsourcing benchmark platform featuring anonymous battles,
where users directly interact with two anonymous models and rate them.

The details of the evaluations are described and analyzed in our previous paper [169].

6.1.5 Benefits of the Sky

With the entire Vicuna workflow launched with SkyPilot, we identified three major benefits for running
AI workloads on the Sky:

- **Packaging and running on any cloud.** SkyPilot’s user-friendly interface simplifies the configuration
  and deployment process, ensuring reproducibility and ease of use across different cloud environments.
  This feature significantly enhances the accessibility and scalability of AI projects, reducing the barrier
to entry for utilizing advanced computational resources.

- **High GPU availability.** SkyPilot’s ability to integrate with multiple clouds enables it to automatically
  locate the best available GPU resources, thereby minimizing the need for manual intervention and
  ensuring efficient resource utilization.

- **Cost reduction.** By automatically selecting the least expensive options for computational resources
  across different zones and regions, and facilitating the use of spot instances with robust recovery mech-
  anisms, SkyPilot reduces training costs by approximately threefold. This economic efficiency makes
  large-scale AI training more accessible and sustainable.

---

2 The chatbot arena can be found at [https://chat.lmsys.org](https://chat.lmsys.org)
Figure 6.3: Availability comparison for a service hosted on a single zone, a single region, and multiple regions.

6.2 SkyPilot Serve: a System for Serving AI across Clouds

With the rapid expansion of large-scale AI models, the demand for serving AI models has significantly increased, introducing several unprecedented challenges such as GPU shortages and escalating resource costs. Existing systems, originally designed for normal web services, often fall short in addressing these issues effectively.

For instance, hosted Kubernetes clusters on cloud platforms like Amazon Elastic Kubernetes Service (EKS) [8] and Google Kubernetes Engine (GKE) [68], are typically confined to a single region, if not a single zone, within the respective cloud infrastructure. This limitation restricts the accessible resource pool, severely impacting system performance and scalability.

Figure 6.3 illustrates the variations in service availability when a system has access to resources from a single zone, a single region, or multiple regions. Our observations indicate that the more extensive the resource pool a serving system can tap into, the higher the service availability it achieves. This observation underscores the need for the development of a serving system on the Sky.

We built the serving system on top of SkyPilot and open sourced it in the same project\(^3\). Due to the across-cloud nature of the broker, SkyPilot, the serving system can easily support scaling the services across multiple locations, including different regions and clouds.

6.2.1 Architecture

SkyPilot offers a good starting point for building the serving system on the Sky as it already has the abstraction to run workloads on any cloud. Figure 6.4 shows the architecture of the system. Whenever a service is launched with SkyPilot Serve, a lightweight controller is started to monitor and manage all the service replicas. The controller contains three major components: a load balancer, a replica manager, and an autoscaler.

\(^3\)The detailed docs for SkyPilot Serve can be found at: https://skypilot.readthedocs.io/en/v0.5.0/serving/sky-serve.html.
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Figure 6.4: Architecture of SkyPilot Serve.

**Load balancer.** The load balancer exposes a single endpoint to the end-users and directs users’ requests to one of the healthy replica endpoints. The information on the healthy replicas is retrieved from the replica manager with a REST API. We collocate the load balancer with the serving controller for convenience, but the load balancer is very modularized, so it can also be started outside a serving controller.

**Autoscaler.** The autoscaler component is the brain of the controller, which makes decisions about when to scale up and down the service replicas. It collects information from both the replica manager about the current replicas and the load balancer about the request patterns. With this information, the autoscaler generates plans for scaling to satisfy the service level objective (SLO).

**Replica manager.** The replica manager is the component that directly handles the life cycle of service replicas. It is in charge of monitoring and managing all the service replicas.

For monitoring, the replica manager continuously probes any existing service replicas associated with the current serving job to check their health and detect abnormalities.

For managing, when a new request for scale up is received from the autoscaler, the replica manager will submit a service job to the inter-cloud broker, SkyPilot. With the optimization of SkyPilot, the service replica will be launched on the cheapest available location from any region or cloud; when scale down is triggered by the autoscaler, the replica manager can also invoke SkyPilot’s API to terminate the replica. This broker significantly simplifies the life cycle management of the service replicas in the implementation of the serving controller.
service:
  readiness_probe: /v1/health
replica_policy:
  min_replicas: 0
  max_replicas: 10
  target_qps_per_replica: 2.5

# Fields below describe each replica.
resources:
  ports: 8080
  accelerators: {L4:8, A10g:8, A100:4}

setup: |
  # Commands for setting up dependencies

run: |
  # Commands for starting the services

Figure 6.5: YAML interface for a service.

6.2.2 Interface

To provide a simple interface, we built it directly on top of the SkyPilot job specification, as a service on each replica is equivalent to a job with an endpoint exposed. We show an example YAML interface for a service, in Figure 6.5.

In addition to the original SkyPilot job specification, the service YAML includes an additional service field, where a user can specify the requirements for the service. It mainly contains two sections:

1. readiness_probe defines the path that the service controller should use to access the replicas through HTTP requests for checking their healthiness. The path depends on the API a user’s program exposes for healthiness checks.

2. replica_policy contains configurations for the autoscaler about how it should scale the replicas based on the current replica statuses and request patterns. In the example, we show several basic configurations, including the minimum/maximum number of replicas and the target queries per second per replica, but it can have more advanced configurations when more customized autoscaler policies are added.

In the example, ports and accelerators in the resources field are also specified. Ports requires each replica to expose port 8080 as the endpoint for the service running on it so that each healthiness probe and user request are sent to the endpoint. For accelerators, multiple candidate accelerators (8 L4, 8 A10g, or 4 A100) are allowed for each replica, so that the service can utilize the multiple resource pools in different locations as well as the resource pools for different accelerator types.
6.2.3 Deployment Experience

SkyPilot Serve has garnered much attention since its first release, due to its capability to maximize resource availability with the Sky and potential cost savings it can bring by using spot instances for serving AI. Below, we discuss key aspects of the deployment experience and learnings in more detail:

**Resource availability.** Unlike traditional web services, AI services are compute-intensive and require high-end GPUs. A critical challenge is effectively leveraging available resources during periods of GPU shortages, making serving both scalable and cost-efficient. Sky Computing fits well into this scenario, as it unifies resources from different providers. With the support of Kubernetes, SkyPilot can further utilize in-house resources, integrating resource pools from both on-premise facilities and the clouds.

**Flexibility and customizability.** The world of AI is fast-evolving, necessitating a serving infrastructure that can quickly adapt to changing technologies and requirements. Designed with modularity at its core, SkyPilot Serve enables seamless integration with various inference engines, such as vLLM [84], Nvidia Triton [145], and Huggingface TGI [73], as well as models like Vicuna [42], Llama [143, 144], or Mistral [81]. This flexibility allows users to deploy a wide range of AI applications without being tied to specific technologies. Additionally, the system includes a customizable load balancer and autoscaler, which can be tailored to meet specific operational demands or performance metrics. For instance, one organization using SkyPilot Serve implemented a load-balancing policy that distributes loads across multiple replicas effectively. Users can also define custom rules for scaling up or down based on actual load, ensuring efficient resource use by prioritizing prepaid or reserved resources.

**Cold start time.** Minimizing the cold start time is critical for serving AI workloads, as it directly impacts how quickly the system can scale service replicas in response to traffic spikes. For example, if a replica takes 20 minutes to initialize, the system will fail to meet the service level objective (SLO) during that time. Cold start time typically involves provisioning the replica, downloading or reading the model weights, and setting up and initializing the inference engine. The challenge intensifies with larger models; for instance, a 70B large language model might occupy 140GB of storage, significantly prolonging the time to download and read model weights. SkyPilot Serve has made preliminary attempts to reduce the cold start time through containerization and the use of custom cloud images, but there remains substantial room for optimization.

**Leveraging spot replicas.** In Chapter 5, we explored the potential of leveraging spot instances for deadline-sensitive batch jobs, devising a policy to optimize costs relative to specific deadlines. In a serving scenario, spot instances also offer significant benefits. Unlike batch jobs, serving is stateless, making it easier to migrate and recover a service replica during spot preemption. However, serving presents unique challenges, such as a stringent need for availability and service level guarantees. A serving system must provide some redundancy to accommodate potential spot preemptions. The policies for the load balancer and autoscaler merit further investigation when incorporating spot instances.
**Heterogeneous accelerators and optimization.** Despite the management of heterogeneous resource types, spot and on-demand instances, supporting different accelerators within a single service also presents a compelling direction for system design. While a service may run on various accelerators, it must account for performance differences among the devices. For instance, A100 GPUs may be more efficient for processing a large volume of batched requests, whereas L4 GPUs might be more cost-effective during periods of low traffic. An optimizer that can automatically select the most appropriate GPU type for a given request load could significantly enhance the cost efficiency of the serving system.

### 6.3 Conclusion

This chapter has explored the use of SkyPilot and the concept of Sky Computing in facilitating the development and deployment of large language models (LLMs), particularly focusing on the Vicuna chatbot and AI workload serving systems. Through detailed discussions on the use cases of training and serving AI models, we have highlighted several key advancements and lessons learned that showcase the potential of Sky Computing and SkyPilot.

The development of Vicuna demonstrated the practical benefits of leveraging resources across clouds to address the high computational demands of training AI models. By utilizing spot instances and optimizing resource allocation, SkyPilot enabled significant cost reductions while maintaining high availability and scalability. This approach not only democratizes access to cutting-edge AI technologies by lowering financial barriers but also enhances the efficiency and sustainability of AI research and development.

In the serving domain, we build SkyPilot Serve as a framework capable of managing AI services across multiple clouds. It mitigates critical challenges such as resource shortages, and cost efficiency. The flexibility of an intercloud broker in handling various infrastructural challenges and its adaptability to a range of AI applications underscore its potential as a cornerstone in the future landscape of AI serving systems. Future directions for research may focus on further reducing cold start times, enhancing the efficiency of resource utilization, and refining the integration of spot instances in serving scenarios. Additionally, exploring the potential of heterogeneous accelerators and optimizing the balance between performance and cost will be pivotal in advancing the state-of-the-art in AI serving infrastructure.

In summary, this chapter underscores the relevance and potential of Sky Computing in advancing AI technologies. AI serves as an ideal starting point for realizing the potential of Sky Computing due to its intensive computational requirements and rapid innovation cycles. There is a promising path ahead for researchers exploring this intersection, with opportunities to extend the learnings from AI workloads to other domains. We believe that the insights gained from deploying intercloud brokers for AI can be generalized to other workloads, potentially catalyzing the growth and evolution of Sky Computing.
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Conclusion

This dissertation has significantly extended and explored the rising concept of Sky Computing over clouds. Through the introduction of intermediate layers, intercloud brokers, we have explored how these innovations could fundamentally transform user interactions with cloud services and influence the economics of the cloud market.

As a preliminary step in exploring the feasibility and implications of Sky Computing, this dissertation unveiled novel insights into cloud computing introduced by the Sky:

- The development of intercloud brokers, facilitating emerging compatible services, has proven to be plausible. These brokers ease workload migration across clouds.
- By abstracting away the underlying clouds, Sky Computing introduces new dimensions for job optimizations, leading to enhanced cost efficiency.
- Sky Computing is not merely a long-term vision that transforms the cloud market; it already can deliver tangible benefits to real-world applications and cloud users.

We conclude this dissertation by reflecting on lessons learned and identifying potential areas for future research.

7.1 Lessons Learned

Early signals of the Sky. As described in the Sky Computing, we expect that the intercloud brokers will build a two-sided market where an intercloud broker helps match jobs offered by users and services offered by clouds. During the deployment of the system, we observed some early indicators from both sides:

- Clouds’ perspective: Initially supporting only AWS, Azure, and Google Cloud, SkyPilot’s user base expanded, prompting specialized GPU cloud providers to integrate with our system. The system now supports 12 public clouds, with 8 of them contributed by the cloud providers or the community, which underscores the growing incentive for providers to participate in Sky Computing.
• **Users’ perspective:** An organization that initially used a single cloud provider expanded its infrastructure to include multiple clouds managed by SkyPilot. This transition was seamless, requiring no modifications to existing job setups, and facilitated access to specialized AI clouds, which do not offer a significant amount of services but just a service offering GPU resources and compatible with the major clouds.

Both perspectives offer early validations of our vision for Sky Computing. Firstly, the broker enables users to easily migrate their workloads across clouds, so that a user can easily choose services from multiple clouds. Secondly, a cloud with a smaller market share can still join the competition by focusing on specialized services instead of having to implement all services required by users.

**Intercloud brokers can adopt online optimization.** Originally, SkyPilot employed an optimizer that produced execution plans prior to job commencement. However, our “Can’t Be Late” research shows significant potential for online optimization – adjusting strategies in response to dynamic market conditions and resource availability. Additionally, as more providers and services join the ecosystem increasing the diversity and volatility of the services, online optimization becomes more crucial.

**Sky computing can be more decentralized with on-premises clusters involved.** The rapid growth of AI and the GPU shortage lead to organizations starting to reserve or buy high-end GPUs to build on-premises clusters or in-house data centers. While Sky Computing is mainly about clouds, we should not limit the definition of “cloud” to a provider whose core business is to offer computing services. Instead, on-premise clusters or in-house data centers can also join the Sky as a special “cloud” that is owned by one or multiple users. That said, Sky Computing abstracts away not only the centralized cloud providers but also decentralized on-premises resources that are not intentionally built as a cloud. By adding support for job scheduling systems for on-premises clusters, Kubernetes, and VMWare vSphere, SkyPilot can create a Sky with both public clouds and on-premises clusters involved, where a user job can firstly utilize the on-premise resources before spilling over to clouds.

### 7.2 Future Work

Sky Computing presents numerous research opportunities that could further refine and expand its capabilities. Here are several key areas for future exploration:

#### 7.2.1 Brokers Specialized for Various Workloads and Services

As an early step towards Sky Computing, SkyPilot initially focuses on compute-intensive batch jobs, supporting virtual machine services across different clouds. These virtual machines, while basic, have proved highly useful for users, particularly for AI workloads. However, SkyPilot only covers a limited range of compatible services. Below, we outline several services that could be further investigated and supported within Sky Computing:
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Job submission platform. Many clouds offer job submission platforms, alongside the virtual machines, such as AWS Batch [22], Google Cloud Batch [62], etc. These systems are slightly higher level than virtual machines, as a user does not need to worry about the underlying clusters used for running their jobs. A broker could be developed to take jobs from users and submit them to any available job submission system. Several open questions remain: (1) how to construct a hierarchical job queue on top of each system’s own queue, and (2) how to integrate job submission systems with virtual machine support, allowing the broker to interact at different levels of the cloud stack for the same purpose.

ML platforms and endpoints. Job submission platforms handle general job submissions, while many clouds also offer even more workload-specific services. Recently, ML-targeted platforms arose, such as AWS SageMaker [25], Google Vertex AI [69], and Azure OpenAI service [30]. These ML platforms can further simplify the finetuning and serving of AI workloads. Brokers can also be designed to interact with those ML platforms as the underlying compatible services as well.

Data storage. SkyPilot supports migrating job data using cloud services, such as Google Storage Transfer Service. Previous research, including SkyPlane, found that adding intermediate virtual machines can reduce cross-cloud data transfer times by 5x. CloudCast introduced optimization for replicating data across multiple cloud storages. A broker system could help optimize fine-grained data placement, preventing users from having to interact directly with numerous storage services. Cloud storage, such as AWS S3 [10], Google Cloud Storage [65], and Azure Blob Storage [26], are widely used for storing data. SkyPilot supports migrating job data using cloud services, such as Google Storage Transfer Service [67]. Previous research, including SkyPlane [79], found that adding intermediate virtual machines can reduce cross-cloud data transfer times by 5x. CloudCast [156] introduced optimization for replicating data across multiple cloud storages. A broker system for data could help optimize fine-grained data placement, preventing users from having to interact directly with numerous storage services.

7.2.2 Optimization for Jobs on Brokers

Various optimization metrics. Thus far, cost and time have been the primary optimization metrics explored in this dissertation’s investigation of Sky Computing. However, real-world scenarios often demand more nuanced considerations. Below are several additional optimization metrics:

- **Reserved resources utilization.** During the deployment of SkyPilot, it was observed that many enterprise users have specific contracts with one or more cloud providers. These contracts often reserve a set number of resources that can be accessed at any time, immune to the fluctuations in demand on the clouds. These reservations, typically prepaid, directly impact cost efficiency. The optimizer should account for these factors and prioritize using these resources over potentially cheaper alternatives.

- **Carbon footprints.** Given the varying operational practices of cloud providers, who manage data centers in different regions using distinct energy sources, the carbon footprint of each service can significantly differ. With global warming as a critical concern, developing metrics to measure the
carbon footprints of cloud services is essential. Brokers should proactively measure this metric, or cloud providers should reliably report these numbers.

- **Job-specific performance.** The performance of compatible services can vary significantly depending on the implementation and solutions adopted by each cloud. As demonstrated in SkyPilot experiments, even similar services from different providers can show varied job-specific performances, such as managed data analytics services and different accelerators. To automatically generate cost-effective plans for jobs, the optimizer should consider each service’s performance along with cost. The challenge lies in benchmarking these performances economically or trusting the performance metrics provided directly by the clouds.

**Trade-offs among different metrics.** In SkyPilot, optimization is currently based on a single metric. However, in many real-world cases, a single metric cannot adequately reflect the trade-offs among multiple factors, such as cost versus time spent on a job. The policy design in “Can’t Be Late” offers one approach to formulating this problem, setting a deadline constraint on a job while optimizing cost. As more metrics are introduced, more sophisticated methods for combining them should be explored.

**Online optimization.** With the deployment of SkyPilot, new dimensions for resource scheduling have emerged for jobs running on clouds. A broker can do more than static optimization to find the best locations and resources for launching a job. It can also apply online optimization during the job’s execution by monitoring the resource market for better offerings, re-optimizing with migration overhead included, and migrating the job to new offerings if the new plan provides better cost-efficiency.

The policy design for deadline-sensitive jobs on spot and on-demand instances in “Can’t Be Late” (Chapter 5) is one use case for online optimization. Potential topics for further exploration include:

- **Spot instances across multiple locations.** Our investigation initially focused on utilizing spot instances within a single availability zone. In a broader Sky scenario, leveraging spot availability across multiple zones, regions, or clouds is possible. Preliminary experiments in SkyPilot suggest that resource pools are likely isolated across multiple locations, leading to higher availability with more locations. Extending “Can’t Be Late” to multiple locations adds a new dimension to the action space for the policy – migrating across locations. Given that spot availability across multiple locations is a black box to the user, this problem could also be considered as a multi-arm bandit problem, where each location has a hidden and dynamic availability ratio. We believe this extension could further enhance cost savings for a deadline-sensitive job.

- **Very large scale elastic job.** “Can’t Be Late” was extended to multiple instances but with a relatively small number. While useful for many compute-intensive jobs, extremely large-scale jobs, such as the pretraining of large language models (LLMs), involving hundreds to thousands of instances, may require further policy design to reconfigure the proportion of spot and on-demand instances. Moreover, if the job is elastic, the total number of instances in a cluster can also dynamically change to better balance cost, computation time, and availability.
• **Live migration during execution.** Despite differences in pricing models and instance types, SkyPilot experiments have shown that using performance differences produced by compatible services across clouds (e.g., different accelerators like Nvidia GPUs and Google TPUs) can vary in cost-efficiency. However, due to demand spikes, a broker might not initially secure a resource with the best optimization metric, leading to the selection of a sub-optimal resource to start the job. During execution, if a better resource becomes available, an interesting direction would be to allow the broker to monitor these resources and determine if checkpointing and migrating the job to newly available resources is worthwhile, considering the overheads involved.

### 7.2.3 AI Serving on the Sky and Optimizations

While compute-intensive batch jobs serve as a good starting point, AI serving is another promising area of focus, particularly due to its stateless nature and ease of migration. AI typically requires longer response times due to extensive computational demands, making it more tolerant of network latency across different regions and clouds. These characteristics make AI serving well-suited for Sky Computing scenarios.

In developing SkyPilot Serve – a prototype for deploying AI serving – we explored several intriguing topics beyond the online optimization previously mentioned for general brokers:

**Spot instances as service replicas with service level guarantee.** In "Can’t Be Late," we discussed policy design using spot instances for deadline-sensitive batch jobs to save costs. Serving workloads could similarly utilize spot instances, albeit with different performance metrics to maintain. In batch jobs, total job completion time is paramount, and periods without available instances are acceptable. Conversely, in serving, the need to guarantee a service level objective makes availability a critical concern. There should always be a minimum number of instances available to keep the service operational. This necessitates a distinct policy approach for handling spot preemptions and leveraging on-demand instances to ensure availability.

**Leveraging heterogeneous accelerators.** AI workloads require accelerators, such as Nvidia GPUs. While AI training typically needs a set of homogeneous GPUs, AI service replicas can be run on different GPUs. As these accelerators come from varied resource pools in the cloud, their availability and pricing can significantly differ, as can task performance. For example, a higher-end GPU may offer better throughput but is significantly more expensive and much less available on the cloud. To ensure service level objectives are met cost-effectively, a policy must be crafted to optimize the trade-off among performance, availability, and cost.

**Connecting to existing serving systems and hierarchical optimizations.** Serving is an established domain, supported by numerous existing systems capable of handling AI workloads, such as KServe and RayServe. However, these solutions are generally confined to a single region on a cloud. With SkyPilot Serve, we have developed a serving system capable of scaling across different regions and clouds based on bare virtual machine services, utilizing SkyPilot to provision and manage all service replicas. This necessitates a broker system that reimplements many features already supported by existing serving systems.
systems, such as observability. Exploring the possibility of connecting multiple serving systems across different regions and clouds through a single broker, which would present a unified endpoint to users, is a valuable avenue. This approach would require the broker to balance loads across multiple serving systems and manage service queues and metrics from them, involving two-level scheduling where the broker not only decides which serving system to route the load to but also implicitly controls the autoscaling of the underlying systems by sending different loads to them.
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