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Abstract
Learning to Design Protein and DNA Libraries
by
Akosua Busia
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California, Berkeley
Professor Michael Jordan, Co-chair

Professor Jennifer Listgarten, Co-chair

Using next-generation sequencing, it is now possible to screen up to billions of protein or DNA
sequences in parallel for a property of interest. Consequently, high-throughput sequencing
has vastly accelerated the rate of biological discovery for both basic scientific inquiry and for
engineering novel enzymes, therapeutics, antibodies, regulatory elements, and beyond. In
such high-throughput sequencing-based screens and selections, the quality of the starting se-
quence library greatly influences the overall chance of successfully identifying sequences with
the desired property. Generalizable in silico methods for designing high-quality sequence
libraries promise to reduce wetlab experimental burden and improve the speed with which
new, functional sequences can be discovered. Machine learning, in particular, provides a
useful set of tools for implementing such methods, as it is well-suited to analyzing the large
quantities of data produced by high-throughput sequencing. In this dissertation, we will
discuss several aspects of machine learning-guided library design, and propose solutions to
challenges posed by existing technologies.

First, we introduce a framework for machine learning-guided library design, and showcase
its ability to design diverse, functional libraries in a gene therapy context. Specifically, we
(i) outline a modeling approach for predicting the property selected for in a high-throughput
sequencing-based selection experiment that explicitly accounts for uncertainty in the ob-
served sequencing data, and (ii) describe a novel machine learning-guided design procedure
that optimally trades off between a library’s average predicted property values and its se-
quence diversity. We use these methods to design a clinically-relevant adeno-associated virus
(AAV) peptide insertion library. AAVs hold tremendous promise as delivery vectors for clin-
ical gene therapy, and packaging is a general prerequisite for delivering genetic material to
a target tissue. Standard diversified libraries for engineering effective AAV delivery vectors
contain a high proportion of variants that are unable to assemble or package their genomes,



which often limits the effectiveness of downstream selections for desired properties such as
efficient infection of human tissues. Using our machine learning-guided design framework,
we systematically design effective starting libraries that are as diverse as possible whilst
being biased towards variants that are able to assemble and package the viral genome ef-
ficiently. Specifically, we design a library of peptide insertions into the AAV capsid that
achieves five-fold higher packaging fitness than the standard insertion library—known as the
“NNK” library—with negligible reduction in diversity. We further demonstrate the general
utility of our designed library on a downstream task to which our design approach was ag-
nostic: infection of primary human brain tissue. Compared to the standard NNK library,
our machine learning-designed library contains approximately 10-fold more variants that
successfully infect the human brain.

Next, we highlight a key shortcoming of the above predictive modeling approach—namely, its
extremely limited ability to share information across related but non-identical reads—that
prevents it from making effective use of sequencing data in many settings of interest. We
introduce model-based enrichment (MBE) to overcome this shortcoming. MBE is based on a
new perspective of differential sequencing analysis that uses sound theoretical principles from
the density ratio estimation field in machine learning, is easy to implement, and can trivially
make use of advances in modern-day machine learning classification architectures or related
innovations. We evaluate MBE empirically, both in simulation and on real experimental data,
and show that it improves accuracy compared to current ways of performing sequencing-
based differential analyses—including the previous section’s predictive modeling approach.
The greater flexibility of our new approach enables effective analysis across a broader range
of common experimental setups than can currently be achieved, thereby expanding the set
of biological applications for which one can learn accurate predictive models to guide library
design.

Finally, we highlight some remaining challenges for machine learning-guided library design,
including research opportunities into combining multiple sources of biological information
in the design process. In summary, this dissertation presents a number of machine learn-
ing techniques that can be brought to bear on the problem of designing improved starting
libraries for biological screens and selection experiments. The insights from this work pro-
vide further motivation for researchers to combine laboratory experiments with tools from
machine learning to efficiently engineer novel functional protein and DNA sequences.
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Chapter 1

Introduction

Genetic or protein engineering refers to the process of constructing new DNA or protein se-
quences with particular properties or functions of interest. Such engineering techniques have
successfully been used in applications spanning antibody design [28, 34]; protein binding [63,
111]; improving enzyme activity and thermostability [78, 80]; engineering gene therapy de-
livery vectors [12, 61, 62, 116]; regulatory element engineering [66] and beyond.

One powerful and widely-used approach to genetic and protein engineering leverages
high-throughput sequencing to assay a library of up to billions of sequences for a specific
property, in parallel [77, 45, 54, 109]. This approach, which we will refer to as a high-
throughput selection experiment, typically involves:

1. constructing a starting diversified library,
2. subjecting the starting library to a round of selection for a property of interest, and
3. amplifying and sequencing both the pre- and post-selection libraries.

Such high-throughput selection experiments are frequently used for directed evolution [77,
45] (Fig. 1.1), deep mutational scanning [9, 63, 23, 54, 79, 109], and functional enrichment
analysis [108], and have wide-ranging biologically-significant applications, including: improv-
ing thermostability [78]; designing antibodies and therapeutics [28, 34]; profiling pathogen
proteomes for epitopes and major histocompatibility complex binding [35, 72]; and assessing
binding [46, 63, 111], catalytic activity [78, 80], and packaging efficiency or infectivity of
viral vectors [12, 61, 62, 116].

The overall chance of successfully identifying novel or interesting sequences in a high-
throughput selection experiment depends on the quality of the starting library. Ideally, a
starting library should:

e be sufficiently diverse. A more diverse library is more likely to contain rare beneficial
mutations and to be useful for a broad variety of downstream selections [92].
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e contain mostly functional variants. A library that contains a high proportion of non-
functional variants—for example, proteins that do not fold—effectively wastes screen-
ing effort since it requires the time and resources of a large library, but yields insights
that could easily have been obtained using a much smaller one [92].

e be cheap and easy to construct. Libraries that are expensive to construct are less widely
useful. For example, the high cost of synthesizing individual genes [43] prohibits the
widespread use of fully-designed libraries that must be constructed using individual
synthesis. Currently, libraries produced using individual synthesis tend to contain
fewer successful sequences than larger libraries that are produced using cheaper but
more constrained synthesis methods [104].

Figure 1.1: Visual representation of a high-throughput selection experiment (solid lines), and directed evolution (solid
and dotted lines), which consists of high-throughput selection experiments performed iteratively.

Developing general methods for designing starting libraries with these criteria in mind
promises to improve the speed with which desirable protein and DNA sequences can be dis-
covered. Rational design is one potential method for producing efficient starting libraries.
Rational design produces libraries using prior knowledge—such as three-dimensional struc-
ture, catalytic mechanism, and the location of active sites or variable regions—and physical
models. The resulting libraries are often strongly biased towards functional sequences, which
often yields an increased overall success rate and decreases the overall number of sequences
that must be experimentally screened [52]. Rational design has been used successfully to
improve the efficacy, immunogenicity, and pharmacokinetics of protein and antibody ther-
apeutics [52]; to design enzymes with increased substrate specificity [106]; and to improve
the thermostability of polyethylene terephthalate-degrading enzymes [85]. However, ratio-
nal design’s reliance on prior physical knowledge severely limits its utility; there is great
need for general methods that do not require previous mechanistic understanding of desired
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properties. Data-driven approaches to in silico library design promise to produce efficient
starting libraries without requiring detailed physical understanding of the properties being
studied. Machine learning provides a particularly promising set of techniques for developing
such data-driven methods, as it is well-suited to analyzing large quantities of sequencing
data produced by high-throughput selection experiments.

Many different machine learning techniques have been applied to genetic and protein
engineering: several recent works have used machine learning to analyze local fitness land-
scapes based on data from high-throughput selection experiments [70, 61, 63], predict fitness
effects of mutations from evolutionary data [32, 75, 33, 59|, and suggest new libraries and
guide directed evolution experiments [113, 111, 12, 116]. This dissertation will touch on sev-
eral of these techniques, and highlight how they can be used successfully to design diverse,
functional libraries that can be used as high-quality starting points for downstream selection
experiments. Specifically, in Chapter 2, we define a framework for machine learning-guided
library design that combines a predictive model of high-throughput selection experiments
with a library design objective. We apply this framework in the gene therapy context by de-
signing a library of adeno-associated virus (AAV) capsid sequences that optimally balances
predicted packaging ability and sequence diversity. The accuracy of the predictive model
used to guide design is crucial to the overall chance of producing successful libraries. In
Chapter 3, we introduce model-based enrichment (MBE), an improved predictive modeling
approach for differential analysis using high-throughput sequencing data that is based on
a new perspective of sequencing-based assays and selection experiments. While MBE has
implications for differential sequencing analysis more generally, we demonstrate empirically,
both in simulation and on real data, that it leads to more accurate predictive models of
high-throughput selection experiments across a broad range of common experimental se-
tups. Consequently, by expanding the set of experimental applications for which one can
learn accurate predictive models, MBE further broadens the applicability of the machine
learning-guided library design approach from Chapter 2.

In the remaining sections of this chapter, we will provide general background for the
predictive modeling and library design problems.

1.1 Predictive modeling for high-throughput selection

A key desired outcome from a high-throughput selection experiment is to use the resulting
sequencing data to quantify the change in relative abundance of a particular sequence after
the bulk screen and selection occurs, which serves as a proxy for the sequence’s fitness in the
selection. This type of quantification is often referred to as estimating the log-enrichment of
a sequence between the pre- and post-selection conditions [23, 54, 79]. Due to our interest in
library design, we focus here on high-throughput selection experiments. However, this type
of log-enrichment estimation is performed much more broadly—for example, in functional en-
richment analysis [108] and differential analyses of RNA-seq and ATAC-seq experiments [94,
76, 112, 48]. In general, accurately estimating log-enrichment for large sequence libraries
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enables identification of sequences that are more (or less) likely to have a desired property,
and has the potential to reveal insights into the sequence determinants of the property of
interest.

Increasingly, log-enrichment estimates are also being used as supervised labels for training
machine learning model of fitness [12, 46, 70, 111, 116, 86, 82, 25] that allow one to pre-
dict log-enrichment for previously unobserved sequences, and often do so more accurately
than popular physics-based and unsupervised machine learning methods such as Rosetta
and DeepSequence [25]. In Chapter 2, we present a supervised machine learning approach
based on log-enrichment estimates and use it to learn a model of AAV capsid fitness from
data generated by a high-throughput selection experiment. In Chapter 3, we highlight a
key shortcoming of existing log-enrichment-based approaches—namely, their ineffective use
of sequencing data due to their extremely limited ability to share information across related
but non-identical sequences—and introduce an alternative supervised machine learning ap-
proach for differential sequencing analyses. We show that our new approach improves pre-
dictive modeling accuracy for high-throughput selection experiments compared to existing
approaches like the one in Chapter 2.

1.2 Designing sequence libraries

High-throughput selection experiments are one way to approach the genetic or protein en-
gineering problem. As such, the high-level motivation is, typically, to identify one or a few
novel sequences with high fitness compared to those previously observed. However, it is often
preferable to design large libraries of sequences rather than individual ones. For example,
one might wish to construct a library that can be used as an effective starting point for
additional iterations of high-throughput selection experiments, or to exploit cost-effective
library construction techniques to generate and screen a larger number of novel sequences
than can be characterized using expensive individual gene synthesis techniques.

Designing a library entails choosing a library construction technique and specifying its
variable parameters. Popular techniques for constructing libraries include:

e error-prone polymerase chain reaction (PCR) [17, 50, 36], a random mutagenesis
technique that introduces random point mutations into a DNA segment;

e combinatorial recombination [77, 22, 62|, which generates a library of chimeras by
recombining segments of parent sequences at fixed crossover positions;

e DNA shuffling [88, 26], which involves randomly recombining variable length segments
of parent sequences; and

e peptide insertion [19], which introduces short, random, fixed-length peptide sequences
into a fixed location in a given background sequence.
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In computational library design, the parameters that control these construction techniques
are set using computational strategies. For example, one can identify crossover positions suit-
able for combinatorial recombination by computationally minimizing disruptions to three-
dimensional structure [100, 62], or use computational analysis of single-substitution fitness
measurements to choose genomic locations and mutation probabilities for mutagenesis [81].
This dissertation focuses on machine learning-guided library design which uses a predictive
model of fitness to guide the choice of parameters for a given library construction technique.

Recall that a high-quality starting library for high-throughput selection experiments is
sufficiently diverse and biased towards functional sequences. One can encourage both of
these qualities using machine learning-guided library design by defining a multi-objective
optimization procedure that considers both the diversity of the library and the fitnesses
of its sequences, based on a trained predictive model. However, these two desiderata are,
generally, competing—for example, the library with the highest average predicted fitness
is comprised of (many copies of) only the single sequence with the maximum predicted
fitness, and therefore has the worst possible sequence diversity. In Chapter 2, we describe
a machine learning-guided library design approach that explicitly considers the trade-off
between a library’s average predicted fitness and its diversity, and produces libraries (or
parameters for the relevant library construction technique) which optimally balance these
two objectives. Further, we demonstrate this framework’s ability to systematically design a
more effective AAV peptide insertion library that achieves a five-fold higher packaging fitness
than a standard insertion library with negligible reduction in diversity.



Chapter 2

Machine Learning-Guided Library
Design with Optimal Trade-offt
Control

This chapter contains material reproduced with permission from:
Danging Zhu et al. “Machine learning-based library design improves packaging and diversity
of adeno-associated virus (AAV) libraries”. In: bioRziv (2021)

2.1 Introduction

In the previous chapter, we highlighted key qualities of starting libraries that increase the
overall chance of successfully discovering desirable sequences using high-throughput selection
experiments: a good starting library should be cost-effective, diverse, and biased towards
sequences with high fitness. By producing starting libraries that are more likely to have these
qualities, generalizable computational library design methods have the potential to increase
the efficiency with which novel protein and DNA sequences are discovered. In this chapter,
we describe a machine learning method for designing effective starting libraries. Our machine
learning-guided design framework combines a predictive model of high-throughput selection
experiments with a design optimization problem that optimally balances average predicted
fitness and diversity. We demonstrate the utility of this framework by applying it to design
a diverse library of insertion sequences into the adeno-associated virus (AAV) capsid with
improved ability to package the viral genome. Moreover, we show that this designed library
serves as a better starting library for a clinically-relevant downstream selection task—namely,
infection of human brain tissue—than the current standard AAV insertion library.

This chapter is structured as follows: in Section 2.2, we describe a standard method for
quantifying sequences using the data produced by a high-throughput selection experiment; in
Sections 2.3 and 2.4, we introduce the predictive modeling and library optimization compo-
nents of our machine learning-guided library design framework; and in Section 2.5, we apply
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this framework to design a library of AAV peptide insertion sequences that (i) achieves a
five-fold improvement in overall packaging ability when compared to the standard insertion
library and (ii) makes a better starting library for infecting human brain tissue.

2.2 High-throughput selection data

Recall from Chapter 1 that in a high-throughput selection experiment, one (1) synthesizes a
starting, or pre-selection, library of sequences, (2) performs a round of selection on the start-
ing library to produce a post-selection library, and then (3) subjects each of the pre- and post-
selection libraries to high-throughput sequencing. This yields data D = {(r;,y;)}}%, where
r; is the i read’s sequence and y; is a binary —1/ + 1 label indicating whether the read r;
arose from sequencing the pre- or post-selection library, respectively. It is often convenient to
represent D in terms of unique sequences: D’ = {(z;, nP*®, nP*")}M| where {2} C {r:} M,
is the set of unique observed sequences, n;™* = >, \cp 1{r = 2;}1{y = —1} is the observed
pre-selection read count for sequence x;, and nP* = > rep Hr =i} 1{y = +1} is the
corresponding post-selection read count (Fig. 2.1).

Figure 2.1: Schematic of the sequence dataset produced by a high-throughput selection experiment.

Intuitively, the change in relative abundance of each sequence in a high-throughput selec-
tion experiment is related to the extent to which the sequence passes the selection. Thus, by
accurately estimating this change for a large number of library sequences, one can identify se-
quences that are more (or less) likely to have the property targeted by the selection. In other
words, this change in relative abundance—commonly referred to as “log-enrichment” [23, 39,
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54, 79, 109]—is a proxy for sequence fitness with respect to the selection. As such, a key
desired outcome from a high-throughput selection experiment is to use the generated data,
D', to estimate the log-enrichment for each observed sequence.

The standard count-based log-enrichment (cLE) estimate—i. e., the log-ratio of post-
and pre-selection sequencing counts—for each sequence z; in D’ is defined as

npost npre -1
log e; = log (]\/'Zpost) (]\; ) s (21)
pre

where NPre = S pPre and Neost — SOM st Qeveral previous works have studied the
statistical properties of these count-based estimates [39, 79, 54|, which are commonly used to
measure and analyze fitness from sequencing-based assays [23]. For example, cLE has been
successfully to study local fitness landscapes of binding proteins [63], to measure antibody
affinity [28, 34|, and to assess the infectivity of viral vectors [62]. Increasingly, cLE estimates
are also being used to train machine learning models that can be used to predict the fitness
of unobserved sequences [12, 46, 111, 116, 86, 25]|. In the next section, we introduce a model-
training procedure that leverages cLE estimates and explicitly incorporates the uncertainty
in these estimates to improve predictive performance.

2.3 Predictive modeling using count-based
log-enrichment

In Section 2.2, we described the sequencing data produced by a high-throughput selection
experiment, D, as well as a quantity known as log-enrichment which can be interpreted as
a proxy for fitness and estimated from the sequencing counts in D. Next, we describe a
supervised machine learning approach that uses cLE estimates to learn a predictive model.
Specifically, we derive a new weighted least squares regression procedure for learning a model
that predicts log-enrichment from sequence.

Recall that for a given sequence, z;, the cLE estimate, loge;, is equal to the log-ratio of
normalized post- and pre-selection sequencing counts (Eq. 2.1). Intuitively, loge; is a more
reliable estimate of fitness for sequences with more observed data. For example, for fixed
NP and NPt a sequence with nP™ = 1 and n?® = 2 has the same loge; as a sequence
with n?™® = 100 and n?** = 200, yet the latter is supported by 100 times more evidence.
Indeed, for sequences with higher counts, the cLE estimate has lower variance. To capture
this heteroscedasticity in our training procedure, we compute sample weights based on the
asymptotic variance of loge;:

1 npost 1 npre
2 7 7
CR Y (R R ) 22

7 2

Although previous works have studied these asymptotic variances [39], to our knowledge,
we are the first to use them to weight data points within a supervised machine learning
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procedure. Specifically, we train a model, fy with learnable parameters 6, using the weighted

least squares loss
S
(D) =) 55 (loge: — folx:))? (2:3)
i=1 i
which accounts for the heteroscedastic noise in the observed log-enrichment estimates: when
the counts n?™ and n?** are low, o7 is larger, indicating that loge; is a noisier estimate of
fitness when computed from less sequencing data. We will refer to this modeling approach
as the weighted log-enrichment regression (wLER) approach.
In summary, we have introduced wLER, a predictive modeling approach with three steps:
(1) compute cLE estimates from observed sequencing data, (2) estimate the noise in the
observed log-enrichment estimates, and (3) use these two pieces of information to train a
supervised machine learning model via weighted least squares regression.

2.4 Model-guided library design

In this section, we develop a general library design framework that leverages a trained pre-
dictive model of fitness to suggest an improved starting library of sequences.

Maximum entropy library design

Recall from Chapter 1 that a high-quality starting library is sufficiently diverse and biased
towards sequences with high fitness. We define an optimization framework that explicitly
encourages both of these qualities by considering both the average fitness of the library—
according to a user-specified predictive model, such as a trained neural network—and its
diversity. Our approach represents libraries as discrete probability distributions over se-
quence space (Fig. 2.2). This representation allows our framework to design a library by
optimizing over the underlying library distribution, and to measure its diversity using sta-
tistical entropy. Entropy is a common diversity metric for probability distributions that has
been used extensively in ecology to describe the diversity of populations [97]. Our library
design approach aims to find maximum entropy distributions that optimize statistical en-
tropy whilst also satisfying a constraint on average predicted fitness. By varying the severity
of this constraint, one can use our framework to trace out an optimal trade-off curve be-
tween average predicted fitness and statistical entropy. The ability to generate and analyze
this trade-off curve distinguishes our approach from related model-guided design approaches
which typically analyze library diversity post hoc [12, 8]. To do so, our proposed frame-
work builds on a body of recent research that explores design methods for combinatorial
recombination libraries that optimally balance multiple objectives [65, 115, 99]. However,
these previous works only incorporate objectives which encourage sequences in the library
to differ from a given set of naturally-occurring sequences, without incorporating a notion
of diversity that explicitly encourages library sequences to differ from one another. Our ap-
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Figure 2.2: Visualization of the correspondence between a sequence library (left) and its underlying probability
distribution over sequence space (right).

proach, therefore, improves upon these techniques by (i) generalizing to library construction
techniques beyond combinatorial recombination, (ii) allowing any predictive model of fitness
to be used, and (iii) explicitly navigating a trade-off with entropy, a measure of diversity
between library sequences.

Our design approach is motivated by the maximum entropy optimization problem

max H[p] st. E,[fo(z)] >a; a€eR, (2.4)

peEP

where X is the space of all sequences that may be included in a library (e.g., all length
21 DNA sequences), P represents the set of all discrete probability distributions over X,
Hlp] = E,[—logp(x)] is the statistical entropy of the library distribution p, fp is a trained
predictive model of fitness, and « is the constraint on average predicted fitness. This opti-
mization problem has a closed-form solution known as the maximum entropy distribution [37],

pa(r) = Z(\) "t exp ()\*lfg(:v)) , (2.5)

where the constant A > 0 is a monotonic function of the constraint cutoff a, and

Z(A) =>crexp (A fo(z)) is a normalizing constant. Each distribution py represents a
point on the optimal trade-off curve between average predicted fitness and statistical en-
tropy; for a given A, it is not possible to specify another library distribution that simultane-
ously achieves higher statistical entropy and higher average predicted fitness than p,. The
parameter A controls the balance between diversity and average predicted fitness: when A
is large, p, has high diversity (i.e., H[p,] is large), and as A is decreased, the corresponding
p» concentrates more probability mass on sequences with high fp (i.e., H[p,] decreases and
E,, [fo(x)] increases). Theoretically, the entire optimal trade-off curve can be traced out by
calculating the average predicted fitness and statistical entropy of p, for every possible value
of A > 0. In practice, it is sufficiently useful to trace out a curve by choosing a finite set of
A values to evaluate.
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Figure 2.3: Visualization of the correspondence between a degenerate oligo peptide insertion library (left) and its
underlying position-wise nucleotide probability distribution (right).

Maximum entropy design for constrained libraries

Thus far, we have described how our design framework can be used to select a library
distribution, p,, that optimally balances average predicted fitness and statistical entropy.
However, in practice, the theoretical library represented by p, often cannot be exactly re-
alized experimentally. If constructing libraries using individual gene synthesis techniques,
one can sample individual sequences from p, to design a realizable library. However, given
the current high cost of individual synthesis, it is currently not cost-effective to synthesize
large numbers of individual sequences [104, 43]. Instead, our design framework can be used
to design libraries constructed using more affordable—but more constrained—experimental
techniques that are as close as possible to the theoretical p,.

To apply our maximum entropy design framework to produce libraries that can be con-
structed using a specific experimental technique, we define a set, O, containing all library
distributions that are realizable using the chosen construction mechanism. For example, in
Section 2.5 we will design libraries that can be constructed using degenerate oligo-synthesis
techniques that specify libraries using position-wise nucleotide probabilities (Fig. 2.3), and
thus the corresponding Q contains distributions of the form

gp(z) = H >, (k)3k(2?) (2.6)

where L is the sequence length, k indexes the four possible nucleotides, ¢ € R¥*# is a matrix
of position-wise distribution parameters, ¢; is the j* row of ¢, 27 is the j* position of z,
0x(x7) = 1 if the 2/ = k and zero otherwise, and

. 2.7
E?:l et (29)

dg; (k)
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denotes the probability of observing the k™ nucleotide option at the ;™ position in the
sequence.

To apply the maximum entropy formulation (Eq. 2.4) to design libraries that are con-
strained to be in O, we take a variational approach: for a given A\, we find the library
distribution ¢ € Q that is the best approximation to p, in terms of the Kullback-Leibler
divergence,

mingDicy lallpa] = maxE,fy(x)] + AH[g). (2.8)

As a concrete example, for libraries specified via position-wise nucleotide probabilities, this
is equivalent to solving

¢x = argmax By, [fo(z)] + AH([qy), (2.9)

which can be efficiently approximated using Stochastic Gradient Descent (Section A.7).

In the following section, we demonstrate our ability to design diverse, experimentally-
realizable libraries of AAV insertion sequences by solving this maximum entropy design
problem for constrained libraries (Eq. 2.9).

2.5 Designing a library of AAV capsid insertion
sequences

Next, we use our machine learning-guided design framework—which combines our wLER
(Section 2.3) and maximum entropy design (Section 2.4) approaches—to produce improved
diversified libraries of AAV capsid proteins. AAVs hold major promise as delivery vectors
for gene therapy. While naturally-occurring AAVs can be clinically administered safely
and, in some cases, efficaciously, they have a number of shortcomings that limit their use
in many human therapeutic applications. For example, naturally-occurring AAVs do not
target delivery to specific organs or cells, have limited delivery efficiency, and are susceptible
to pre-existing neutralizing antibodies [50, 18, 95]. Consequently, directed evolution of the
AAV capsid protein has emerged as a powerful strategy for engineering therapeutically-
suitable AAV variants. Although successes have been achieved with directed evolution [18,
95, 5, 36, 16, 42], several challenges slow progress. For instance, a substantial fraction of
the variants in the starting libraries for these selections are unable to assemble properly
or package their payload efficiently [95, 61, 2, 14]—a basic functional requirement for any
selection. Consequently, much of the library is wasted, thereby decreasing the chance of
successfully achieving the desired engineering goal in downstream selections. Because of
the high prevalence of non-packageable variants in starting libraries, it is typical to perform
one initial round of packaging selection (i. e., packaging, amplification, and recovery of viral
genomes) to remove these. However, as a consequence of this step, the diversity of the library
is dramatically reduced—often by as much as half [2, 14]—before the selection of primary
interest has been applied. Diversity of the starting library is one of the key determinants of
success in directed evolution because it increases the chances of identifying rare beneficial
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mutations within the library. Thus, if one could redesign the starting library to have high
diversity whilst improving packaging ability, one would increase the probability of success
for any general AAV directed evolution goal. Our machine learning-guided library design
framework allows us to do just this. In this section, we apply this framework to design a
library that balances the requirements that this library should contain AAV variants that
package, while also being as diverse as possible.

Recent studies have applied machine learning models trained on experimental data to
generate novel AAV variants [51, 12]. However, these studies examined diversity post hoc
and provided no way to systematically navigate an optimal trade-off between diversity and
packaging ability. In contrast, our approach (i) allows for the use of any predictive model
of packaging ability, (ii) explicitly addresses and controls the diversity within the designed
library, and (iii) is broadly applicable to different kinds of library constructions.

We instantiated and evaluated our library design approach by designing a library of
7 amino acid (7-mer) peptide insertions into AAV serotype 5 (AAV5) to optimally balance
diversity and average packaging fitness. The choice of AAV5 was motivated by its immediate
clinical relevance [102]: among the natural AAV serotypes, AAV5 has been suggested as an
especially promising candidate for clinical gene delivery because of the low prevalence of pre-
existing neutralizing antibodies and successful clinical development for hemophilia B [10,
101]. We focus, specifically, on peptide insertion libraries because they are both simple
and highly practical, having already been translated to the clinic (e.g., NCT03748784,
NCT04645212, NCT04483440, NCT04517149, NCT04519749, NCT03326336, and
NCT05197270) [30].

We proceed as follows: first, we use cLE (Section 2.2) to estimate the packaging fitness of
variants in a standard insertion library known as the “NNK” library, which is widely-used as
a starting point for experimental selections of AAV capsids. We, then, use these estimated
packaging efficiencies as labels to build a predictive model from peptide insertion sequence
to packaging fitness using wLER (Section 2.3). Finally, we apply the design approach from
Section 2.4 to systematically trade off library diversity with packaging efficiency. We show
that the resulting designed library has five-fold higher average packaging fitness than the
standard NNK library with a negligible decrease in diversity, suggesting that our library will
be more broadly useful. Moreover, when we subjected the NNK library to one round of
packaging selection, the resulting pool of variants still had lower packaging fitness than that
of our designed library while also being substantially less diverse. Finally, to demonstrate
the general downstream utility of our designed library for engineering tasks for which it
was not specifically designed, we show that it infected primary human brain tissue with
substantially higher efficiency than the NNK library. To the best of our knowledge, this
is the first machine learning-guided AAV capsid library design used for selection in human
tissue.
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| A T C G
Position 1 | 0.25 0.25 0.25 0.25
21025 025 025 0.25

3 0 0.5 0 0.5

Table 2.1: Table of nucleotide probabilities specified by the NNK degenerate codon.

Library preparation and packaging selection

In our study, we used AAV5 libraries with a variable 7-mer sequence inserted at positions
575-577 in the viral protein monomer, within a loop at the 3-fold symmetry axis associated
with receptor binding and cell-specific entry [57, 69] (Section A.1). For the standard NNK
library, each of the 7 amino acids in the insertion sequence is sampled at random from
the distribution corresponding to the NNK degenerate codon, which specifies a uniform
distribution over all four nucleotides (N) in the first two positions of a codon, and equal
probability on nucleotides G and T (K) in the third position (Table 2.1). The K in the third
position was chosen to reduce the chance of stop codons which typically render the protein
non-functional. Although NNK libraries are among the most promising AAV libraries [18],
a substantial fraction (> 50%) of the variants in these libraries fail to package (i. e., do not
assemble into viable capsids) and many more have lower packaging fitness than the parental
AAVS5 virus [2, 14].

First, we experimentally synthesized roughly 107 variants from the NNK library to yield
the NNK pre-packaged library. The plasmid library was then packaged and the resulting
viral particles were harvested and purified, and their genomes extracted [117], yielding the
NNK post-packaged library (Fig. 2.4; Section A.2). The sequences from both pre- and post-
packaged libraries were PCR amplified and deep sequenced with a single read run on Illumina
NovaSeq 6000. This process yielded 49,619,716 and 55,135,155 sequencing reads correspond-
ing to the pre- and post-packaged libraries, respectively. Each read contained a fixed 21
base pair (bp) primer sequence and variable 21 bp sequence containing the nucleotide inser-
tion sequence. We filtered the reads, removing those that either contained more than two
mismatches in the primer sequences or ambiguous nucleotides. After this filtering, the pre-
and post-packaged libraries contained 46,049,235 and 45,306,265 reads, respectively. The
insertion sequences were, then, extracted from each read and translated to 7-mer amino acid
sequences. This process yielded read counts for 8,552,729 unique 7-mer insertion sequences.

For each unique insertion sequence, we used pre- and post-packaged read counts to cal-
culate a cLE estimate (Eq. 2.1) quantifying its effect on packaging. Note that only 218,942
of the 8,552,729 unique insertion sequences appeared in both the pre- and post-packaged
libraries. A pseudo-count of 1 was added to each count prior to computing log-enrichment
estimates to avoid log 0 when the sequence appeared in only one of the two libraries. In all
cases, the natural logarithm was used. We also estimated a variance associated with each
log-enrichment estimate (Eq. 2.2).
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Figure 2.4: Experimental workflow for generating pre- and post-packaged AAV5 7-mer library sequencing data.
Libraries were constructed by inserting a variable 7-mer sequence in the viral protein monomer. After packaging [62,
57], AAV library vectors were produced by transfection of HEK293T cells, and capsid sequences were recovered
by PCR and subjected to next-generation sequencing (NGS). Experimental sequencing data were used to build a
supervised regression model where the target variable reflects the packaging success of each insertion sequence. The
predictive model was then systematically inverted to design libraries that optimally balance diversity (statistical
entropy) and average predicted packaging fitness.

Training and evaluation of predictive models of packaging fitness

To find the best type of predictive model to use for our machine learning-guided library
design, we compared seven classes of regression models: three linear models and four feed-
forward neural networks (NNs). Each model was trained using the cLE estimates and corre-
sponding variance estimates in the wLER framework (Section 2.3). The three linear models
differed in the set of input features used: one used the “Independent Site” (IS) representa-
tion wherein individual amino acids in each 7-mer insertion sequence were one-hot encoded;
another used a “Neighbors” representation comprised of the IS features in addition to pair-
wise interactions between all positions that are directly adjacent in the amino acid sequence;
and the third used a ”Pairwise” representation comprised of the IS features in addition to
all pairwise interactions among positions in the sequence. All NNs used the IS features, as
these models have the capacity to construct higher-order interaction features from the IS
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features. Each NN architecture used exactly two densely-connected hidden layers with tanh
activation functions. The four NN models differed in the size of the hidden layers, with each
using either 100, 200, 500, or 1000 nodes in each hidden layer.

For the linear architectures, the weighted regression loss (Eq. 2.3) is a convex function
which can be solved exactly for the minimizing model parameters. In order to stabilize
training, we used a small amount of /5 regularization for the Neighbors and Pairwise repre-
sentations (with regularization coefficients 0.001 and 0.0025, respectively). For the NNs; the
loss is non-convex and we use stochastic optimization techniques to solve for suitable model
parameters. We implemented these models in TensorFlow [1] and used the built-in imple-
mentation of the Adam optimization algorithm [40] to approximately solve Equation 2.3.

Figure 2.5: (a) Comparison of different model architectures’ abilities to predict packaging log-enrichment from AAV5
7-mer insertion sequence using “top-K” Pearson correlation between model predictions and observed count-based log-
enrichment estimates, where K denotes the fraction of test sequences with top-ranked observed log-enrichment used
to compute correlation. (a) Comparison of seven different model architectures, including three linear models with
different inputs features (Independent Sites (IS), Neighbors, or Pairwise) and four neural network (NN) architectures
distinguished by the number of nodes in each hidden layer (100, 200, 500, or 1000). (b) Comparison of weighted
versus unweighted least squares regression during training for the final selected “NN, 100” model and a baseline
“Linear, Pairwise” model. (c¢) Schematic illustrations of “Linear, IS” (left) and “NN, 4” (right) predictive models.

We compared the performance of these seven models using the Pearson correlation be-
tween model predictions and observed log-enrichment estimates on a held-out test set. We
randomly split the data into a training set containing 80% of the sequences and a test set
containing the remaining 20%. Because our ultimate aim was to design a library of se-
quences that package well, we also studied how the models’ predictive accuracy changed
when restricted to sequences in the test set with high estimated packaging log-enrichment.
Specifically, we computed the Pearson correlation on subsets of the test set restricted to
the fraction K of sequences with the highest observed cLE. By varying K, we traced out a
performance curve where, for lower K, the evaluation is more focused on accurate prediction
of higher log-enrichment estimates rather than lower ones (Fig. 2.5a, Fig. A.2). Overall,
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we found that the NN models performed better than the linear models, presumably due
to their capacity to capture higher-order epistatic interactions in the fitness function. We
selected the NN model with 100 hidden units per layer (“NN, 100”) to use for library design
because it achieved relatively high predictive accuracy on the test set (Fig. A.3), and it
performed similarly to the overall best-performing model (“NN, 1000”) whilst using many
fewer parameters.

We also assessed the effect of our sequence-specific weights by retraining two of the
models—the selected “NN, 100” model and the “Linear, Pairwise” model—using standard,
unweighted least squares regression. We, again, used Pearson correlation to evaluate the
trained models (Fig. 2.5b). Training in an unweighted manner—rather than using our wLER
approach—resulted in a small performance benefit for K near 1, but substantially degraded
the performance near K < 0.25, a regime of particular interest since it focuses on sequences
with high observed cLE and our goal is to bias our designed library towards sequences with
high packaging fitness. These results further supported our choice of the “NN, 100” model
trained with wLER for performing library design.

Experimental validation of predictive models of packaging fitness

Before proceeding to use our predictive model to design libraries, we, first, validated the
“NN, 100” model by identifying and synthesizing five individual 7-mer insertion sequences
that were not present in our experimental dataset used for training. These five sequences
were chosen to span a broad range of predicted log-enrichment (-5.84 to 4.83; Fig. 2.6). Each
of the five variants was packaged individually into viral particles, harvested, and titered
by quantifying the resulting number of genome-containing particles using digital-droplet
PCR (Section A.2). High titer values indicate the variant was capable of packaging its
genome properly in the assembled capsid. The agreement between model predictions and
corresponding experimental viral titer measurements (between 1.83x10% and 8.70 x 10! viral
genomes (vg) / uli; Fig. 2.6) demonstrates that the predictive model was sufficiently accurate
to be used for design. Note that the increased predictive accuracy on these five variants
(Fig. 2.6) compared to the full test set (Fig. 2.5a, Fig. A.3) can be largely attributed to the
choice of five sequences that spanned a large range of predicted log-enrichment (Fig. A.4).

Model-guided insertion library design

Having validated our selected predictive model, we, next, aimed to design a library that
improves upon the commonly-used NNK library. In particular, our goal was to design a
library that packages better than the NNK library, on average, whilst maintaining high di-
versity. In Section 2.4, we developed a general framework for sequence library design that
can be used with our trained predictive model of packaging fitness, and is broadly applicable
to different library construction mechanisms. We used this framework to design insertion
libraries that can be constructed using degenerate oligo-synthesis by optimizing probabilities
for each nucleotide in each position of the insertion sequence in a manner that achieves bet-
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Predicted Experimental

Sequences Log Viral Titer
Enrichment (vg/uL)

[ LSS 4.834 B.70 x 10**
DSRLSGT 3.793 1.82 % 10**
LEPDAAL 2.044 1.72% 10Y
IRWRATG (-) 1.91 1.48 x 107
RWPRRVL (-) 5.84 1.83 % 10*

Figure 2.6: Experimental packaging titers (viral genome (vg)/uL) versus predicted packaging log-enrichment for five
test variants selected to span a broad range of predicted log-enrichment. Log-enrichment scales are computed using
natural logarithm.

ter overall packaging fitness than NNK, while maintaining high library diversity. A designed
library will, thus, specify 84 (=7 amino acids x 3 codon positions x 4 nucleotide options)
probabilities (Fig. 2.3) that balance packaging fitness—approximated with our trained ma-
chine learning model—and sequence diversity. We refer to designed libraries specified in this
manner as position-wise nucleotide specified.

Recall that there is an inherent trade-off between a library’s diversity and its mean pre-
dicted packaging fitness. For example, mean predictive packaging fitness is maximized by
a library that contains only the single variant with the highest predicted fitness, while di-
versity is maximized by a library that is uniformly distributed across all of sequence space
irrespective of packaging fitness. The library that is most effective for downstream selection
will lie between these two extremes, balancing mean predicted packaging fitness with diver-
sity. We used our maximum entropy design framework to trace out an optimal trade-off
curve (Fig. 2.7a). Note that the underlying optimization problem (Eq. 2.9) is challenging
to solve exactly (i.e., it is non-convex). However, the curve can be inferred approximately
using a Stochastic Gradient Descent algorithm (Section A.7). Although libraries computed
in this manner may not lie exactly on the theoretical optimal trade-off curve, the approxi-
mate curve, nevertheless, provides useful insights. Indeed, our trade-off curve allows us to
assess what mean packaging fitness can be achieved for a given level of library diversity. As
we shall see, on this basis, one can choose promising candidate libraries.

In particular, we highlight three designed libraries—D1, D2, and D3—as representative of
three important regions of the trade-off curve (Fig. 2.7a). Remarkably, the NNK library has
a dramatically poor mean predicted log-enrichment, much lower than any designed library.
In particular, library D3 has nearly identical diversity to the NNK library, but substantially
higher mean predicted packaging fitness. This observation implies that library D3 effectively
dominates the NNK library—that is, it increases predicted packaging fitness without much
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Figure 2.7: Designed AAV5 7-mer insertion libraries. Each point in (a) represents a theoretical library designed
with our machine learning-guided design framework with one particular diversity constraint, A (higher values yields
more diverse library distributions). Entropy indicates diversity of the library distribution, while mean predicted
log-enrichment indicates overall library packaging fitness; both quantities were computed from the theoretical library
distribution. The baseline NNK library is denoted with a black “x”, while a cyan “x” denotes the “filtered uniform”
library that is uniform over all 21-mer nucleotide sequences except for those containing stop codons. Three designed
libraries have been circled and labeled D1-3 for reference. Due to the non-convex optimization problem, some dots
are suboptimal (i.e., lie strictly below or to the left of other dots) and are, therefore, further from the optimal
frontier, but are displayed for completeness. (b-d) (left) designed library parameters (probability of each amino acid
at each position) for the three designed libraries D1-3, respectively, and (right) the entropy of the distribution at
each position.

reduction in diversity. In addition, we see that, compared to D3, library D2 is less diverse
but is predicted to package better. Similarly, library D1 is less diverse than D2, but, again,
is predicted to package better.

Although the original motivation for creating the NNK library was to reduce the number
of stop codons, it does not eliminate them entirely. Therefore, for further comparison, we
computed the mean predicted packaging fitness and diversity of the theoretical library that is
uniformly distributed over all possible 7-mer sequences that do not contain any stop codons.
In practice, this library—which we refer to as the “filtered uniform” library—is not realizable
using a position-wise nucleotide specification strategy, but serves as a useful comparator. We
find that the filtered uniform library has slightly higher mean predicted packaging fitness than
the NNK library and, correspondingly, slightly lower diversity. However, these differences
are negligible compared to the differences between the NNK and D3 libraries, suggesting
that further removal of stop codons is not the primary mechanism by which our designed
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libraries achieve higher predicted packaging fitness.

Figure 2.8: Comparison of maximum entropy unconstrained and constrained AAV5 7-mer insertion libraries. Blue
points are identical to the points in Figure 2.7a with colors removed. Orange points represent unconstrained libraries
designed using the same \ values as used to produce the constrained libraries.

Richer library construction methods

Recall that each position-wise nucleotide specified designed library is defined by the 84
marginal probabilities of individual nucleotides at each position in the 7 amino acid insertion
(Fig. 2.7b-d, Table A.2, Table A.3). Our machine learning-guided design approach can,
however, be used to guide any library construction method—for example, individual synthesis
construction where we specify and synthesize individual sequences to create a library. We
use the term “unconstrained” to refer to libraries that are designed with this construction
method since individual synthesis offers the most control over sequences in the library.

We have focused our experiments on “constrained” position-wise nucleotide specified
libraries—which cannot guarantee the inclusion of any particular sequence—because they
are currently much more cost-effective and, thus, more widely used. Moreover, Weinstein
et al. [104] showed that, for a fixed cost, the use of a constrained library constructions can
yield orders of magnitude more promising leads in protein engineering than an unconstrained
approach. As the cost of individual synthesis declines, it will become increasingly useful to
use our design approach to specify unconstrained libraries that are both diverse and fit.

With this future in mind, we demonstrated the use of our approach for designing such
libraries. Specifically, we estimated the optimal trade-off curve for unconstrained libraries
using our method (Section A.6), and found that, for the same level of mean predicted fitness,
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unconstrained library designs are able to achieve greater diversity than the position-wise nu-
cleotide specified designs (Fig. 2.8). Thus, if cost were no concern, it would be advantageous
to use individual synthesis construction methods to realize the theoretical unconstrained
libraries designed using our machine learning-guided framework.

Experimental validation of designed libraries

We synthesized two designed libraries, D2 and D3, from our optimal trade-off curve (Fig. 2.7a)
to assess the accuracy of the designed libraries’ trade-off between diversity and mean pre-
dicted packaging fitness. The library D2 was selected on the basis of its location near the
“elbow” of the trade-off curve, which is suggestive of a good balance between diversity and
predicted packaging fitness. The library D3 was selected because, as previously discussed,
it dominates the NNK library by achieving much higher mean predicted packaging fitness
with a negligible decrease in diversity. After assessing the packaging fitness and diversity of
our designed libraries using laboratory experiments, we also test library D2 in a downstream
selection task—namely, infection of primary human brain tissue.

After experimentally constructing and deep sequencing libraries D2 and D3, we, first,
confirmed that the realized libraries matched the statistics of the theoretical designed library
distributions. Indeed, we found that the empirical position-wise probabilities for each amino
acid in each of the constructed designed libraries was within 5% of the designed specification
(Table A.2, Table A.3). Further, the sequencing data demonstrated that the reduction in
diversity between the NNK and designed libraries is relatively small: approximately 2.7 and
4.4 million unique variants were observed in the sequencing data for the D2 and D3 libraries,
respectively (Table A4, Fig. A.5).

Having validated that the constructed libraries were as specified, we packaged and har-
vested each library using the same methods as for the NNK library (Section A.1), yielding a
pre- and post-packaged version of each, and corresponding viral titer measurements. Deep
sequencing data for each pre- and post-packaged library confirmed that the designed li-
braries are substantially different from the standard NNK library (Table A.5). We also
found a strong positive Pearson correlation between the mean predicted log-enrichment and
experimental titer measurement for each library (Pearson=0.959; Fig. 2.9a).

It is not clear from the trade-off curve alone which of the libraries D2 and D3 is a better
general-purpose starting library since each one trades off predicted packaging fitness and
diversity differently. To assess this trade off, we subjected each of the D2, D3, and NNK li-
braries to one round of packaging selection and analyzed the diversity of each post-packaging
library using deep sequencing data. When analyzing packaged libraries, the true underlying
probability distributions corresponding to each library are not known and thus we cannot
exactly compute entropies. Instead, we estimate the effective sample size—specifically, the
effective number of variants—of each post-packaging library from the observed sequencing
data (Section A.8). Effective sample size is commonly used to estimate phylogenetic di-
versity [96, 15|, the number of non-redundant homologous sequences in multiple sequence
alignments [67], cell-type specificity of transcription factor expression [68], and population
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Figure 2.9: Experimental comparison of machine learning-designed libraries D2 and D3 to the NNK library. (a)
Experimental packaging titers (viral genome/mL) plotted against the mean predicted log-enrichment (*** p < 0.001;
two-sided student’s t-test). (b) Comparison of the effective number of variants present in each library after packaging.
(c) Experimental titers and effective number of variants for D2, D3, and NNK DNA libraries (pre-packaging selection),
and the NNK post-packaged library (** p < 0.01; two-sided student’s t-test). DNA and post-packaged libraries are
distinguished using the ’-Pre’ and ’-Post’ suffixes, respectively. In all cases, experimental titers are measured on 3
replicates, and the error bars display standard deviations across replicates.

sizes in population genetics [110] because it measures the uniformity of the distribution (i. e.,
relative abundances) of the unique observations rather than just the number of unique ob-
servations. In our context, the effective number of variants for a given library is defined
as

Ne = €Xp (Z _pempirical (5) log pempirical (S))

where Pempirical($) corresponds to the empirical read frequency of the variant with sequence
s in the corresponding sequencing data. Therefore, for a given library, the effective number
of variants reflects not just the number of unique variants, but also relative read frequencies
among variants. For example, if 100 sequencing reads are distributed among five unique
variants with read counts (25, 25, 25, 20, 5), the estimated effective number of variants is

25 20 20 b} 5

25
3 Jog 2 — o log - — 2 log ) A4S
eXp( 100 %700 100 "®100 100 ° 100) ’

whereas the estimated effective number of variants if the 100 reads are instead distributed
as (90, 3, 3, 2, 2) is

% 9 .3 3 2 9
P g 9 Jog 2 2" log =) ~ L6.
eXp( 100 %7100 “100 “®100  “100 ° 100> 6

A larger effective number of variants after packaging indicates that the post-packaging library
is less likely to be dominated by a small number of variants, and thus that it contains more
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unique variants that are able to be packaged efficiently. We were also to confirm empirically
that the effective number of variants is not sensitive to the small observed differences in read
coverage between libraries in our study (Table A.6, Fig. A.6).

An analysis of the effective number of variants revealed library D2 to be a more promising
starting library that D3 (Fig. 2.9b). Moreover, designed library D2 showed a five-fold higher
packaging titer (5.12 x 10" viral genome/mL) than the NNK library (1.02 x 10! viral
genome/mL). We also measured the titer of the post-packaging NNK library (“NNK-Post”),
and the resulting titer value (4.38 x 10'! viral genome/mL) was still lower than that of library
D2. This suggests that an additional round of packaging selection is not sufficient to lift the
NNK library’s titer level to that of library D2. Note, also, that (i) the NNK-Post library
contained only 1.48 x 10* effective variants compared to the 1.33 x 10° effective variants in
library D2, and (ii) the designed libraries differ substantially from the observed position-wise
amino acid frequencies in the NNK-Post library (Fig. A.7). Collectively, these experimental
results suggest that our machine learning-guided library design procedure yielded a more
useful starting library than the NNK library, which is currently the standard peptide insertion
library for AAV directed evolution experiments.

Human brain tissue infection using designed library

Recall that our goal was to design a broadly useful starting library, agnostic to the down-
stream selection goal. As such, having demonstrated our ability to design and construct
sufficiently diverse libraries with improved packaging efficiency, we next investigated the
extent to which these improvements translate to better performance on downstream selec-
tion tasks for which the library has not been tailored. We proceeded to further compare the
widely-used NNK library and our designed D2 library by using each to infect primary human
brain tissue. Infecting such tissue with AAV is an initial step towards numerous clinical ap-
plications in the central nervous system. We specifically focus on human tissue because AAV
selection using directed evolution is sensitive to the choice of experimental system—evolved
variants display high specificity in the context of cell types, species, and even strains within
the same species [47, 29]. Given transcriptional differences between mouse and human cell
types in the brain [44, 53] and evolutionary emergence of new cell types in the human brain
that are absent in rodents [49], careful selection of the starting biological material and model
system are crucial. To make our work relevant for therapeutic interventions in humans, we
used fresh, surgically-resected adult cortical tissues from epilepsy patients to select AAV
variants that can efficiently infect and drive gene expression in the human-specific context.

We applied approximately 50 L of each library onto a roughly 300 gm human adult brain
slice (Fig. A.8) and harvested the tissues after 72 hours of infection (Fig. 2.10a; Section A.4).
We evaluated the success of each library on this task by comparing the effective number of
variants in each library after brain infection. Recall that a higher effective number of variants
post-brain infection suggests that the starting library contained more variants that were able
to successfully infect human brain tissue and is, therefore, indicative of a more useful starting
library that yields a larger set of promising variants.
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Figure 2.10: (a) Workflow of the brain infection study. (b) Effective number of variants in NNK and D2 post-brain
infection libraries. (c) Empirical position-wise probabilities for D2 post-packaging and post-brain infection. (d) Read
frequencies of variants after packaging and brain infection. For each library, variants occurring in the top 20% were
determined by sorting unique variants by descending read count and identifying top variants accounting for 20% of
total reads. Colored variants occur in the top 20% after packaging (blue), brain infection (yellow), or both (green).
Colored numbers indicate the number of variants of each color. (e) Validation of variant VVKQRGD from the
D2 post-brain infection library. Green represents the Glial Fibrillary acidic protein (GFAP) marker; red represents
infected cells (scale bar= 100um; CP: cortical plate; IZ: intermediate zone; VZ: ventricular zone).
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We found that the designed library, D2, had a ten-fold higher effective number of vari-
ants post-brain infection than the NNK library (Fig. 2.10b; Fig. A.9)—38,350 versus 3,541
effective variants after the brain infection. Diversity can be achieved in different ways, and
we sought to determine whether diversity was spread over the length of the 7-mer insertion
sequence or if some positions might have “collapsed” to be more constrained as a result of
the selection. Therefore, for each post-packaging and post-brain infection library, we com-
puted the probability of each amino acid at each position in the 7-mer insertion, and found
largely uniform distributions over amino acids (Fig. 2.10c; Fig. A.10). This suggests that
position-wise diversity was well maintained. We, next, compared the post-packaging and
post-brain infection libraries at the level of individual variants to assess some practical im-
plications of the difference in diversity between the NNK and D2 libraries (Fig. 2.10d). We
found that a small set of variants dominated the post-packaging NNK library: the 32 most
prevalent variants post-packaging (blue and green points in Fig. 2.10e) accounted for 20%
of the total sequencing reads. There were roughly 100-fold more unique variants in the top
20% of the post-packaging D2 library (1.32 x 10* blue and green points). This indicates that
there is a much larger set of variants that package well in the D2 library and, therefore, using
D2 instead of NNK as a starting library increases the chances of discovering a variant that
packages and subsequently succeeds in the downstream selection. Indeed, a much smaller set
of variants dominated the post-brain infection NNK library: roughly ten-fold fewer unique
variants account for the top 20% of the post-brain infection NNK library compared to D2 (75
versus 727 yellow and green points). We also considered the top 50% and 80% of the post-
packaging and post-brain infection libraries (Fig. A.11) and found these conclusions to be
consistent. Thus, in practice, library D2’s higher effective number of variants post-packaging
and post-brain infection translates to a much larger set of promising individual variants af-
ter each type of selection. Collectively, the results of our brain infection study (Fig. 2.10)
demonstrate that our designed library, D2, provided a more useful balance of diversity and
packaging ability compared to the widely-used NNK library, thereby making it an effective,
general starting library for downstream selections for which it was not specifically designed.

Finally, we validated that individual AAV variants from our designed library, D2, can
successfully mediate cell-specific infection, which is a significant open challenge in AAV en-
gineering. For example, glial cells are important regulators for many aspects of human brain
function and disease, but AAVs that specifically target glial cells remain elusive [60]. To
identify top variants for cell expression validation, we applied the D2 library to prenatal
human brain tissues, dissociated and isolated glial cells, extracted the cells’ AAV genomes,
and applied deep sequencing (Section A.5). We ranked the variants in the post-glia infec-
tion D2 library by cLE (computed between the starting and post-glia infection D2 libraries)
and selected the top variants for individual validation. Each of these selected AAV vari-
ants showed high titer (approximately 10 viral genome/uL) when packaged with a GFP-
encoding genome (Table A.7). Moreover, the AAV variant containing insertion VVKQRGD
showed high levels of glial infection across multiple regions of the primary human brain
tissue in immunostaining (Fig. 2.10e). This provides further evidence that our designed
library makes an effective starting point for biologically-interesting and clinically-relevant
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downstream selections. Moreover, it will be straightforward to extend our library design
approach to cell types in the brain or other tissues for a variety of therapeutic applications
in future work.

2.6 Conclusion

In this chapter, we provided an end-to-end set of machine learning-guided library design
solutions and validated them through laboratory experiments in a therapeutically-relevant
system. Specifically, we (i) presented a predictive modeling approach for learning regression
models that can predict a property of interest based on sequencing data produced by a high-
throughput selection experiment, (ii) introduced a framework for machine learning-guided
library design that leverages a trained predictive model to design libraries that optimally
trade off diversity and the predicted property, and (iii) demonstrated the use of these methods
in an end-to-end experimental and computational pipeline for machine learning-guided design
of a library of insertion sequences into the AAV capsid. In accomplishing the latter, we
showed that we can build predictive models for packaging fitness for AAV peptide insertion
libraries that are sufficiently accurate to guide the design of libraries with improved packaging
fitness. We demonstrated that the resulting designed library makes a better starting library
for downstream brain infection selections than the current standard AAV insertion library. It
is our hope that future work will further generalize this approach to additional downstream
selection tasks for AAV, such as evasion of pre-existing neutralizing antibodies.

The machine learning-guided library design approach presented in this chapter can, in
principle, be used for other library construction techniques and extended to design libraries
with multiple desired properties—beyond diversity—Dby replacing the predictive model with
one trained to simultaneously predict multiple properties or fitnesses, as we shall see in Chap-
ter 3. Such an approach could be particularly useful for designing libraries of AAV capsids
with improved specificity across multiple cell types, which is particularly challenging using
conventional experimental approaches. However, predictive accuracy is critical to the success
of model-guided library design. Thus, when one considers applying our design approach in
more complicated settings, important concerns arise regarding the use of cLE for predictive
modeling. In Chapter 3, we will highlight key limitations of count-based log-enrichment es-
timates which drastically reduce their utility in many practical settings of interest and limit
the accuracy of predictive modeling approaches based on these estimates. We will, then,
present an alternative predictive modeling approach—which leverages ideas from the rich
density ratio estimation literature within machine learning—to address these limitations,
thereby enabling effective analysis across a broader range of common experimental setups
that can currently be achieved.
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Chapter 3

A New Model-Based Enrichment
Approach for High-Throughput
Sequencing Experiments

This chapter contains material reproduced with permission from:
Akosua Busia and Jennifer Listgarten. “Model-based differential sequencing analysis”. In:
bioRziv (2023)

3.1 Introduction

In Chapter 2, high-throughput sequencing enabled characterization of large diversified li-
braries of adeno-associated virus (AAV) capsid proteins. More generally, we can now assay
up to billions of DNA or RNA sequences in parallel for an ever-expanding set of properties of
interest using next-generation sequencing [45, 54, 109]. As a consequence, high-throughput
sequencing has dramatically changed the landscape of biological discovery—both for ba-
sic scientific inquiry into protein behavior and evolution [109, 79], and in application areas
spanning human disease and variant detection [79, 107], engineering anti-viral immunogens
and therapeutics [109, 61, 62], drug and antibiotic resistance [79, 109], regulatory element
engineering in synthetic biology [66] and beyond.

Recall that, across many of these scientific areas, a key desired outcome from a high-
throughput sequencing experiment is to quantify the change in relative abundance between
two conditions for a large number of distinct sequences, and this type of quantification is
often referred to as estimating the log-enrichment of each sequence between conditions [23,
39, 79, 54, 61, 62, 63]. For example, log-enrichment estimation is performed in differen-
tial analyses of RNA-seq and ATAC-seq experiments [94, 76, 112, 48], deep mutational
scanning [9, 63, 23, 54, 79, 109], functional enrichment analysis [108], and high-throughput
selection experiments [46, 35, 72, 12, 61, 62, 116] like those in Chapter 2 to assess the pack-
aging efficiency and infectivity of viral vectors. Such selection experiments have many other



CHAPTER 3. A NEW MODEL-BASED ENRICHMENT APPROACH 28

wide-ranging biologically-significant applications, including: antibody design and affinity
maturation [28, 34]; profiling pathogen proteomes for epitopes and major histocompatibility
complex binding [35, 72]; improving thermostability [78]; and assessing binding [46, 63, 111]
and catalytic activity [78, 80]. In general, by accurately estimating log-enrichment for a large
sequence library, one can identify sequences that are more likely to have desired properties
and potentially gain insights into the sequence determinants of a property of interest. More-
over, log-enrichment estimates computed from observed sequencing counts are increasingly
being used as supervised labels for training machine learning models that can predict log-
enrichment for previously unobserved sequences [12, 46, 70, 111, 116, 86, 82, 25], often more
accurately than popular physics-based and unsupervised machine learning methods [25].

Limitations of log-enrichment estimates

Although standard count-based log-enrichment (cLE) estimates have proven incredibly use-
ful, they suffer from an important shortcoming: the inability to share information across
non-identical reads. This inability causes a loss of important available information in a
number of practical settings, including;:

1. Short reads: when short, possibly overlapping reads are available that do not individ-
ually cover the entire sequence of interest—i. e., the entire span of sequence which we
would like to quantify.

2. Sparse reads: when few sequencing reads are available per library sequence, as is
especially common with long-read sequencing [84, 107, 38, 74].

3. Hybrid reads: when a combination of long and short reads are available.

4. Negative selection: when the goal is to discover sequences enriched in a property that
is opposite from the selection.

5. More than two conditions: when we seek to characterize sequences across multiple
conditions/selections, such as might occur when engineering viral gene therapy vectors
to selectively infect one cell type but not another.

It is well-known that cLE estimates suffer from high variance when sequencing counts are
low [39, 116, 79] (i. e., in the sparse reads and negative selection settings). Previous efforts
to mitigate variance induced by low counts use regression to “de-noise” cLE estimates by
either using a model to intelligently aggregate data across iterative selection rounds [79],
or by downweighting examples with low counts (Section 2.3). While these techniques can
improve analyses, they remain extremely limited in their ability to share information across
non-identical reads. As a simple example, if only 10 out of 300 positions in a sequence of
interest are predictive of the property of interest, better statistical power can be achieved
by calculating cLE using counts defined by only the 10 relevant positions than by count-
ing based on all 300, since the latter will cause most reads to appear to be non-identical
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and hence treated separately. A method that can automatically learn to share information
appropriately would, therefore, be of high value.

This idea of information sharing can be generalized beyond the sparse read and negative
selection settings. Ideally, to accurately estimate log-enrichment (LE), one would prefer
sequencing data with high read coverage that is comprised of reads that each individually
cover the full sequence of interest. However, in practice, individual reads often do not cover
the entire sequence of interest—this typically arises with short-read sequencing, but could
also occur when using long-read technologies to analyze large sequences of interest [74] or
in the hybrid read setting. In these settings, it is not obvious how to count reads for the
sequence of interest, nor how to calculate the desired cLE estimates. To tackle the LE
estimation problem nonetheless, one might consider estimating read-level cLE estimates and
then devising heuristics to combine them to produce a LE estimate for the full sequence
of interest. However, such an approach is unlikely to account for correlations across reads
(e.g., linkage disequilibrium) nor partial overlap between reads. Moreover, it is not clear
which out of the abundance of possible heuristics to use, and the answer is likely application-
dependent. For example, in applications where there is a known reference sequence—such as
in many RNA-seq and ATAC-seq experiments—the reference can help provide information
about how to combine reads [94]. However, this is typically accomplished by performing
alignment and assembly prior to standard cLE estimation, and thus such approaches still
suffer from many of the limitations just described. Devising an alternative approach to LE
estimation—one that is capable of “sewing” together partially overlapping reads and sharing
across non-identical reads—would enable more efficient sharing of information.

A new approach for log-enrichment estimation

Ultimately, a method that can automatically learn to share information as appropriate across
non-identical reads will improve our ability to extract important information from sequenc-
ing data in a broad range of settings, thereby providing higher statistical power given the
same type and amount of sequencing data. In this chapter, we shall see that reframing
the LE estimation problem as what is known as density ratio estimation (DRE) in machine
learning [90] enables us to develop just such a method. By leveraging a machine learning
approach that learns directly from sequencing reads without the need to pre-compute cLE
estimates as supervised labels, we make progress on overcoming the shortcomings of existing
approaches based on cLE within one cohesive framework, thereby improving performance in
each of the four previously enumerated settings.

In Sections 3.2-3.6, we will: (i) review how LE estimates are currently computed; (ii)
describe our proposed machine learning approach, model-based enrichment (MBE); (iii) pro-
vide a detailed empirical characterization of MBE using data from simulated high-throughput
selection experiments; and (iv) do the same using data from real selection experiments. Over-
all, we demonstrate empirically that MBE enables effective analysis across a broader range
of common experimental setups than can currently be achieved. While our primary moti-
vation is to improve predictions of LE on new, unobserved sequences—as this is crucial to
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the success of our machine learning-guided library design approach from Chapter 2—our re-
sults show that MBE also enables better estimation of LE for observed sequences, the more
classical use case. In particular, we will demonstrate that, compared to existing approaches
based on cLE, MBE produces predictions that correlate better with ground truth fitness
across a broad range of high-throughput selection datasets, in part due to its improved ro-
bustness to low sequencing counts. We also show that MBE enables better characterization
of sequences from negative selection experiments and is, consequently, better at identifying
selective sequences that are high in one property and simultaneously low in another—such
as one might seek in studies of AAV tropism [62, 69] where the ideal viral vector selectively
infects one cell type, but not others.

3.2 Current log-enrichment estimation approaches

Here, we review existing count-based LE estimation and regression approaches before de-
scribing our proposed MBE approach in Section 3.3.

Currently, count-based approaches to estimating LE (1) compute a cLE estimate for each
sequence from observed sequencing counts, and, optionally, (2) train a supervised machine
learning model using these observed cLE estimates as labels. To achieve (1), one subjects two
sequence libraries—one for each of two conditions A and B—to high-throughput sequencing,
yielding a dataset

D= {(Tz,yz)}z]\i1 (3-1)

where 7; is the i*" read’s sequence and y; is a binary —1/+1 label indicating whether the read
r; arose from condition A or B. For high-throughput selection experiments, the conditions
A and B correspond to pre- and post-selection, however, the methodology in this chapter
can be applied broadly to settings with sequencing data from two conditions for which we
seek to understand or predict sequence properties. In Section B.1, we also further generalize
to more than two conditions.

Next, one calculates a cLE estimate [23, 39, 54, 79, 109] for each unique sequence from
these data, D, which serves as a quantitative estimate of the extent to which the sequence has
the property being investigated. Recall from Chapter 2 that, for high-throughput selection
experiments, the cLE estimate serves as a proxy for the fitness that drives the selection
process. To compute cLE estimates, it is convenient to represent D in terms of unique
sequences: D' = {(z;,n!, nP)IM| where {z;}M| C {r;}}, is the set of unique observed
sequences,

nf= > r=ux}1{y=-1} (3.2)

(r,y)eD

is the observed read count for sequence x; in the sequencing data for condition A, and

n? = Z Hr=ua;}1{y = +1} (3.3)

(r,y)eD
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is the corresponding condition B read count. For each sequence, the cLE estimate is equal
to the log-ratio of read frequencies for conditions A and B,

s s ((25) (5) ). »

where N4 = "M nA and NB = 3™ B, In practice, it is common to add a small constant
to each count prior to calculating cLE estimates for mathematical convenience [54, 79].
These “pseudo-counts” stabilize the cLE estimates, and allow one to avoid division by zero
for sequences observed in only one condition. In our experiments in Sections 3.5-3.6, we
added a pseudo-count of 1 to each raw count.

For (2), LE regression approaches fit a model that maps from z; to loge;. In particular,
in Chapter 2, we derive a weighted log-enrichment regression (wLER) approach for fitting
such a model and show that it is beneficial compared to standard unweighted supervised

regression. Our wLER procedure assigns a weight, w; = (262)7!, to each sequence, where

1 nB 1 n
2~ - 7 . . 7
of =3 (1 NB) + (1 NA) . (3.5)

3 7

This choice of w; is motivated by a convergence argument: o2 is the asymptotic variance of
loge; [39, 116]. Recall that when the counts nt and n? are low, loge; is a noisier estimate
of fitness and the corresponding weight, w;, is smaller. Thus, training a model using wLER
accounts for the heteroscedastic noise in the observed cLE estimates. In Section 3.3, we
describe our MBE method which, in contrast to wLER, does not require explicit derivation
of a weighted loss; MBE naturally accounts for different levels of evidence arising from higher
or lower counts.

3.3 A new approach: model-based enrichment

In Section 3.2, we saw that regression-based LE estimation (or prediction) is performed in
two sequential steps:

1. compute a cLE estimate for each unique sequence [23, 39, 79, 54|, and

2. train a regression model to predict these cLE estimates from the observed sequences,

possibly weighting each sequence to account for its corresponding level of evidence [25,
70, 111, 116].

We introduce a new method, MBE, that performs both of these steps at once, resulting
in a more powerful and more general analysis framework. We do so by reframing the LE
estimation problem: in this section, we show that a cLE estimate can be viewed as an
approximation to the logarithm of what is known as a density ratio—a ratio of probability
densities of the observed sequence under each condition (Fig. 3.1). Therefore, we can estimate
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Figure 3.1: Visualization of the relationship between count-based enrichment and density ratios. (top) Each library
can be viewed as a probability distribution over sequence space, and, therefore, (bottom) count-based enrichment
scores computed based on observed sequencing reads can be viewed as a sample-based approximation of the underlying
density ratio between library distributions.

and predict LE by solving a DRE problem. Further, DRE can be effectively and accurately
performed by training a probabilistic classifier to predict which of the two densities a sample
came from (e. g., condition A or B) [27, 71, 91, 90, 31, 64, 56]. Specifically, the ratio of such
a classifier’s predicted class probabilities provably converges to the density ratio [71, 91, 90].
Through this series of theoretically-justified steps, we are able to transform the problem of
estimating LE into one of training a read-level classifier to distinguish the condition from
which a read came. Our classifier-based DRE approach differs substantially from several
recent approaches that also make use of classification: in one, cLE estimates are thresholded
and a classifier built to predict the resulting binarized labels (e.g., [12]), and in another, a
classifier is built to predict whether a sequence appeared at all in post-selection sequencing
data (e.g., [86]). Neither of these approaches address the shortcomings that we seek to
resolve with MBE.

Recall from Section 3.2 that the cLE estimate, loge;, for a given sequence, x;, is the

log-ratio of the two normalized counts ;—Z and Z—JZ (Eq. 3.4). These normalized counts are
also the observed empirical frequencies of x; in the sequencing data for conditions A and
B, respectively. In particular, these two ratios are the sample-based estimates of the true
population frequencies of x; in each library, which we denote p*(x;) and p®(x;), where p# and
p? are each a discrete probability distribution over sequence space (Fig. 2.2). Consequently,
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log e; can be viewed as a sample-based estimate of the population-level LE, which we denote
log d(x;). Specifically,
p” (x:)

p (i)
where d is the density ratio between the library distributions. By training a binary classifier
to predict the probability that a read with sequence x; came from the library in condition B,
we can estimate log d(z;), and hence the LE, using the log-ratio of the classifier’s predicted
class probabilities. It has been proven theoretically that under a correctly specified model,
this classification-based density ratio estimation method is optimal among a broad class
of semi-parametric estimators—that includes the wLER method—in terms of asymptotic
variance [71, 90] (Section B.2).

In more detail, in our MBE approach, we train a probabilistic classifier, gy with learnable
parameters 0, on the data D (Eq. 3.1) to predict y; from r; by minimizing the standard
logistic loss,

loge; =~ logd(x;) = log (3.6)

lo = Z log(1 + exp(—viga(7:)))- (3.7)

=1

This produces a model of p(y | r) and, by Bayes’ theorem, of the density ratio [71, 90]:

o) = pP(x) <p(y =+1|r= ﬂf)p(ﬂf)) <p(y =—1|r= 96)29(93))1 (3.8)

pA(x ply = +1) ply =—1)
_ply=+llr=a)ply=—-1)  Ngy(x) (3.9)
ply=—1|r=x)ply=+1)  NB(1l—gy(z))’ '

where N4 and NP are the total read counts for each condition (as in Eq. 3.4).
MBE naturally accounts for heteroscedastic noise in the observed sequencing data. To
see this, we can rewrite {¢ in terms of unique sequences,

le = anB log(1 + exp(—go(x;))) + ni* log(1 + exp(ga(z;)), (3.10)

i=1

where n#t and n? are read counts (Eq. 3.2-3.3). This form of /¢ highlights the fact that
sequences with higher counts make larger contributions to the loss than those with lower
counts, simply by virtue of having been sequenced many times. Thus, gg is biased towards
modeling d more accurately for sequences with more sequencing data, as desired. In this way,
the MBE approach accounts for heteroscedasticity in the observed sequencing data without
the need to derive a bespoke weighted loss function, unlike the wLER approach.

This MBE approach has several important practical advantages, including;:

1. the underlying classifier is trained directly on reads and can automatically learn how
to share information across reads;
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2. there is no need to explicitly compute sample weights for each unique sequence to
account for variance arising from low sequencing counts, as this is implicitly learned
by the classification model;

3. it can be easily implemented using standard software packages for learning classifiers,
and allows one to leverage standard techniques for supervised learning problems such
as cross-validation;

4. it can leverage existing model architectures, including neural networks that have been
previously established to work well for LE regression [25] and those that can handle
variable-length inputs to rationally accommodate short- and hybrid-read settings;

5. it easily and efficiently generalizes to settings with more than two conditions of interest
by replacing the binary classifier with a multi-class classifier (Section B.1).

The latter advantage enables us to naturally handle experiments with multiple rounds of
selection or properties of interest.

3.4 Experimental setup for empirical comparisons

In this section, we describe the simulated and experimental datasets used to empirically
compare and contrast our MBE approach with cLE and wLER across a broad range of
settings. Then, we provide an overview of the modeling details and evaluation methods.

Simulated high-throughput selection data

Using simulated high-throughput selection experiments, we sought to understand the strengths
and weaknesses of the MBE and wLER approaches as we changed following simulation set-
tings:

1. the length of the sequence of interest, L, ranging from 21-2,253 nucleotides;
2. whether short or long reads were used (300 vs. 10,000 nucleotides);

3. the number of unique sequences in the theoretical pre- and post-selection libraries, M’,
ranging from 8.5 x 10°-2.6 x 107;

4. the number of pre- and post-selection reads, NP and NP**—always set equal to each
other—ranging from 4.6 x 10>-4.6 x 107; and

5. the complexity of the functional mapping between sequence and property of interest.
This complexity was characterized in terms of a summary parameter controlling the
amount of epistasis, 7' (Section B.3).
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Table 3.1: Summary of simulated datasets. For each dataset we list the: library name (Library), sequence length in
nucleotides (L), number of unique library sequences (M'), epistasis hyperparameter used for fitness simulation (T'),
read type (short, long, or hybrid), % of the sequence of interest covered by individual reads (Cover), and number
of pre-selection and post-selection reads (NP™ and NP°*), which were always equal. We simulate 4.6 x 107 short
reads to match the experimental data from Zhu et al. [116], and up to 4.6 x 10° long reads to be within the current
throughput of PacBio’s technologies [38, 74]. Each dataset is described in more detail in Section B.5.

Library L M’ T Read  Cover NPre — ypost
Type
21-mer insertion 21 85x10% 140  Short 100 4.6 x 107
150-mer insertion 150 8.5 x 10%° 1000 Short 100 4.6 x 107
300-mer insertion 300 85x10% 2000 Short 100 4.6 x 107
avGFP mutagenesis 714 2.5 x 107 4760 Long 100 4.6 x 10°
avGFP mutagenesis 714 2.5 x 10”7 4760  Short 42 4.6 x 107
AAV recombination 2253 2.6 x 107 15020 Long 100 4.6 x 10°
AAV recombination 2253 2.6 x 107 15020 Long 100 4.6 x 104
AAV recombination 2253 2.6 x 107 15020 Long 100 4.6 x 103
AAV recombination 2253 2.6 x 10° 15020 Short 13 4.6 x 107

AAV recombination 2253 2.6 x 107 15020 Hybrid 100 long 4.6 x 10° long

+ +
13 short 4.5 x 107 short

We simulated libraries that correspond to three types of experimental library construc-

tions:

(a)

Insertion of a fixed-length sequence into a background sequence at a fixed position.
This library construction is motivated by our work in AAV capsid engineering in Chap-
ter 2, which aims to understand sequence determinants of AAV properties such as
packaging using libraries of 21-mer nucleotide insertion sequences into the capsid. In
this Chapter, we simulate insertion libraries with varying lengths (21, 150, and 300 nu-
cleotides). The pre-selection library is generated to be roughly uniform in nucleotide
space (technically, the NNK degenerate codon distribution).

Random mutagenesis—motivated by a study to understand the fitness landscape of
a green fluorescent protein of length 714 nucleotides [82]. Herein, we mutagenise the
green fluorescent protein across all positions using a 10% mutation rate to generate
the pre-selection library.

Recombination—motivated by an AAV directed evolution study [62], wherein several
AAV serotypes are recombined using seven crossovers separating eight recombination
blocks. We generate library sequences by recombining nine AAV serotypes using eight
equally-sized blocks. The total length of all eight blocks is 2253 nucleotides.
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A summary of the simulated sequencing datasets is provided in Table 3.1.

To simulate selection, we must simulate the ground truth fitness function for each of
these libraries. We did so as a linear function all independent amino acid sites, and T
higher-order epistatic features drawn randomly from all possible such effects in a manner that
re-capitulates the distribution of these effects in a real protein fitness landscape (Section B.3).
Combining insights from several recent works [6, 98, 11], we assumed that T scaled linearly
with the length of the sequence of interest with a fixed coefficient based on Poelwijk et
al. [70].

Next, we simulated reads from the pre- and post-selection libraries as follows (Sec-
tion B.4): first, we generate library sequences using one of the three previously described
library construction simulations. Then, we randomly perturb the empirical distribution of
the library sequences (which simulates slight distributional perturbations that may occur
with PCR amplification) to generate a pre-selection probability distribution. Next, the cor-
responding post-selection probability distribution is determined by scaling the pre-selection
distribution according to the simulated fitness of the library sequences. Finally, we sample
reads that cover the full sequence of interest from the pre- and post-selection distributions.
When simulating short reads, we randomly truncate each of these reads to 300 nucleotides.

We also perform negative selection simulations, which were motivated by experiments
wherein one seeks to identify sequences with a property, such as low-binding affinity, for
which the only available assay enriches for the opposite, such as high-binding. We, therefore,
aimed to estimate the accuracy of wLER and MBE to negatively select against an undesirable
fitness and, moreover, to identify sequences of interest that are selective—meaning that they
are simultaneously high in one fitness (the positive fitness) and low in a second (the negative
fitness). To do so, we simulated two independent fitness functions and used each, separately,
on the same pre-selection library to simulate two post-selection libraries and corresponding
reads.

Although most of our simulations did not include sequencing errors, we constructed
versions of two of the aforementioned datasets that did (Section B.5). For one of the in-
sertion datasets, we used a uniform random substitution error rate of 1%, consistent with
observed error rates of Illumina’s next-generation sequencers [24]. For one of the recombina-
tion datasets, we used SimLoRD [89] to simulate PacBio SMRT sequencing errors. As shall
be seen, the sequencing noise had little effect on our results.

Experimental high-throughput selection data

We used five experimental datasets—each comprised of sequencing data from a pre-selection
library and after one or more selections on that library—to compare the MBE and wLER
approaches. For our evaluations, we also used low-throughput experimental property mea-
surements corresponding to the selected property for each of the five sequencing datasets.
Each of the following experimental datasets and its corresponding property measurements
are summarized in Table 3.2:
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1. A library of 21-mer nucleotide insertions into a fixed AAV background sequence sub-
jected to a round of packaging selection, and packaging titer measurements for five
sequences not present in the library [116] (Chapter 2).

2. A library containing every 15 amino acid peptide in the SARS-CoV-2 proteome (which
has 14,439 amino acids) subjected to four rounds of selection for binding to human ma-
jor histocompatibility complex (MHC). For ground truth, there are /C5y measurements
for 24 peptides held out from the LE analysis [35].

3. A site saturation mutagenesis library containing all single and double amino acid mu-
tations within the 168 nucleotide IgG-binding domain of protein G (GB1) subjected
to selection for binding to IgG-FC. For ground truth, the are Aln(K 4) measurements
for 11 individual variants held out from the sequencing data [63].

4. A library containing natural chorismate mutase homologs and designed sequences sam-
pled from a direct coupling analysis model. All sequences are of length 288 nucleotides.
For ground truth there are biochemical measurements for 11 variants held out from
the sequencing data [80].

5. A p-glucosidase enzyme (Bgl3) error-prone PCR random mutagenesis library subjected
to a heat challenge and high-throughput droplet-based microfluidic screening. All
sequences are of length 1506 nucleotides. For ground truth, there are T5q (temperature
where half of the protein is inactivated in ten minutes) measurements for six mutants
held out from the sequencing data [78].

Table 3.2: Summary of experimental datasets. For each dataset we list the: library description (Library); sequence
length in nucleotides (L); number of unique library sequences after holding out experimentally-validated variants, if
needed (M'); number of experimentally-validated variants (n); % of the sequence of interest covered by individual
reads (Cover); number of pre-selection reads (NP™); and number of post-selection reads (NP°"). For the dataset
from Huisman et al. [35], the number of reads for each round of selection is presented on a separate row.

Library L M’ n  Cover NP INPpost
AAVS5 insertion [116] 91 8552,729 5 100 46,049,235 45,306,265
SARS-CoV-2-derived peptide [35] 45 167,841 24 100 44,073 88,032
SARS-CoV-2-derived peptide [35] 45 167,841 24 100 88,032 169,730
SARS-CoV-2-derived peptide [35] 45 167,841 24 100 169,730 235,787
SARS-CoV-2-derived peptide [35] 45 167,841 24 100 235,787 160,863
GB1 double site saturation [63] 168 536,953 11 100 324,434,913 262,112,210
Chorismate mutase homolog [80] 288 3,063 11 100 1,228,687 1,929,212

Bgl3 random mutagenesis [78] 1506 468,194 6 100 1,177,842 710,555
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Model architectures and training

We implemented wLER and MBE using several model architectures. To enable direct com-
parison of the two methods, we kept the set of architectures and allowed hyper-parameters
the same for both approaches, excluding the final layer and loss which dictate whether the
model is for regression (WLER) or classification (MBE). Specifically, we used eleven different
model architectures: the seven architectures from Section 2.5—three linear models and four
fully-connected neural networks (NNs)—and four additional convolutional neural network
(CNN) architectures that operate on variable-length sequences, allowing us to train on short
reads and make predictions on the full-length sequences of interest. Recall from Section 2.5
that the linear models each use one of three input representations: (1) an “independent
site” (IS) representation, (2) a “neighbor” representation, and (3) a “pairwise” representa-
tion. All NNs use IS input features and have two hidden layers, and differ by the number
of hidden units: 100, 200, 500, or 1000 units per layer. The CNNs differ in the number of
convolutional layers used (2, 4, 8, or 16), but all use IS input features, convolutions with a
window of size 5 and 100 filters, residual and skip connections, and a global max pooling
layer as the penultimate layer. As the linear and NN architectures and hyper-parameters
are from our study that used wLER, to the extent the selected architectures may favor one
of the two approaches, they would favor wLER.

Several of our experiments simulate negative selection against an undersirable fitness, and
selectivity experiments that select for sequences that are simultaneously high in a desirable
positive fitness and low in an undesirable negative fitness. For simplicity, in these experiments
we used only one model architecture—the smallest NN architecture—as a two-output model,
one for the positive fitness and one for the negative (Section B.1). We used this architecture
because it was the simplest non-linear model architecture we explored—meaning it is capable
of capturing higher-order epistasis whilst being relatively parsimonious. Based on the results
of our initial simulation experiments, this choice of architecture does not systematically
benefit either of the wLER or MBE approaches (Fig. B.1).

For all real experimental datasets (except for the Bgl3 dataset), we similarly used the
smallest NN architecture because it tended to achieve better cross-validation performance
than the linear architectures, and comparable performance to the larger NN and CNN ar-
chitectures whilst being more parsimonious (Fig. B.8a-1). For the Bgl3 dataset, we used
a simpler linear model because overfitting was observed with the NNs (Extended Data
Fig. B.8m-0). For the one dataset that had multiple rounds (Huisman et al. [35]), we used
a multi-output model with one output per round and took the final prediction to be the
average of the predictions for each round.

All models were trained using the AMSGrad Adam optimizer [73] with default learning
rate (1073) for ten epochs. For the linear models and NNs, we used the default value for
Adam’s € parameter (1077); for the CNNs, we set ¢ = 17 and applied gradient clipping with
a threshold of 1 to stabilize training.
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Evaluation methods

Using both the simulated and experimental datasets, we compared three approaches, as
appropriate: standard cLE, wLER, and MBE. wLER and MBE can be used to both (i)
make predictions on sequences not observed in the training data, and (ii) make predictions
on sequences in the training data itself to yield LE estimates—which can be thought of as
“de-noising” cLE estimates. We refer to these two tasks, respectively, as prediction and
estimation. cLE can only be used for estimation.

To compare wLER to MBE on any given dataset, we used all model architectures and
hyper-parameters for both methods, and then selected the best combination for each of
wLER and MBE separately. No model or hyper-parameter selection is required for cLE
since it does not use any model or have any parameters.

An important point to appreciate throughout is that we cannot use straightforward cross-
validation to assess the accuracy of each method because we cannot use ground truth fitness
values during training, but rather only to evaluate performance. We also cannot use, say,
cLE estimates for standard cross-validation, as these are not ground truth values. Hence,
in simulated settings, we perform slightly modified cross-validation where we use only se-
quencing data to train, and evaluate performance on each fold by comparing predictions
to the held-out sequences’ ground truth fitness values. For the real experimental datasets
where ground truth fitness values for the library sequences are unknown, we use available
low-throughput (non-sequencing-based) experimental fitness measurements for validation.
These low-throughput measurements may still be corrupted by noise, but are more direct
measurements of the property of interest than the sequencing-based assays.

In our simulations, we use three-fold cross-validation to compute the Spearman corre-
lation between ground truth fitness and predicted LE to compare the performance of each
method. Additionally, we use a generalized Spearman correlation that focuses on sequences
that have the highest ground truth fitness—the focusing is controlled by a threshold on true
fitness, which we sweep through a range of values, such that at one extreme, we compute
the Spearman of all sequences in the test set, and on the other, of only the most truly fit
sequences (as in Section 2.5). The test fold is always comprised of full sequences of interest,
even when the training data contained reads that were shorter. We averaged the Spearman
correlations computed on each fold to produce one cross-validated correlation value, and
we use William’s t-test [87] to assess statistical significance of the difference between the
cross-validated Spearman correlations.

Each selectivity simulation is defined by two different simulated fitnesses, a positive fitness
and negative fitness. For the positive fitness, we use the generalized Spearman correlation
described above to evaluate predictive performance. For the negative fitness, we use a similar
generalized Spearman correlation that focuses on sequences with lowest—instead of highest—
ground truth fitness. We also define the selectivity of a sequence as the difference between
its positive and negative fitness values, and compare how well wLER and MBE identify test
sequences with high selectivity. To do so, for each method, we (i) rank the sequences in
each test fold according to predicted selectivity—the difference between predictions for each
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fitness—and take the top ten, and then (ii) compare the two ground truth fitness values of
each of the chosen sequences to the fitness values of a theoretical optimally-selective sequence
that has the maximum true positive fitness and minimum true negative fitness observed in
the given dataset. We use McNemar’s test [55] to assess the statistical significance of the
difference between the methods’ accuracy at identifying the 1% of test sequences with highest
selectivity.

Using the real experimental data, we compare the wLER and MBE approaches by com-
puting Spearman correlation between predicted LE and low-throughput experimental prop-
erty measurements. We use a paired t-test to assess statistical significance of the performance
difference between wLER and MBE aggregated across all five experimental datasets.

3.5 Results on simulated high-throughput selection
data

Across all simulated datasets, our MBE approach made significantly more accurate LE pre-
dictions than wLER (Fig. 3.2a) according to standard Spearman correlation (p < 107Y).
The improvements of MBE over wLER in terms of Spearman correlation values ranged from
0.005 to 0.561, with an average of 0.177. In no cases did MBE perform worse than wLER.
We also found that our MBE method performed better when faced with both Illumina- and
PacBio-like sequencing error (Fig. 3.2, Fig. B.5). In addition, MBE was less sensitive to the
choice of model architecture, to such an extent that even the worst-performing MBE model
performed better than the best-performing wLER model on several datasets (Fig. B.la).
Similarly, for the estimation task, MBE outperformed wLER across all simulated datasets
(Fig. 3.2b, Fig. B.1b). Collectively, these results demonstrate a clear win for MBE over
wLER across a broad range of settings. In the subsequent sections, we examine each of
the following settings in more detail for a more comprehensive view of the strengths and
weaknesses of each method: sparse reads, short reads, hybrid long and short reads, negative
selection, and selection for sequence selectivity.

Sparse read setting

We define the sparse read setting as occurring when the average number of sequencing reads
per library sequence was lower than 0.02. In our experiments, this includes the simulated
long-read datasets for the avGFP mutagenesis and AAV recombination libraries. We hypoth-
esized that the MBE approach would have a particular advantage in this setting because of
its improved ability to combine information across similar but non-identical reads. Indeed,
on the prediction task, MBE maintains comparable accuracy to wLER on test sequences
with high ground truth fitness, while improving accuracy in the other regimes (Fig. B.2a-b,
Fig. B.3). Additionally, MBE had lower variance than wLER across the different test folds
(Fig. B.3). We also note that the longer the sequence of interest, the more MBE outper-
forms wLER-—this nicely matches our intuition as the longer the read, the more sparse the
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Figure 3.2: Simulated library results. Spearman correlation between ground truth fitness and cLE, wLER, and MBE
estimates on full-length sequences of interest for the tasks of (a) prediction and (b) estimation. For wLER and MBE,
each panel displays the Spearman correlation achieved by the best-performing model architecture for each method
on each simulated dataset. The cLE approach can only be used for estimation (not prediction), and additionally,
only for experiments where the sequencing reads were long enough to cover the sequences of interest (“Cover=100").
Thus, cLE is missing from some experiments. All differences are statistically significant (p < 107'°). Results shown
are for the best architecture for each approach, as described in main text. For comprehensive results across all model
architectures see Fig. B.1.
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setting (Fig. 3.2a, Fig. B.3d-e, Fig. B.4). We observed similar trends for the estimation task
(Fig. 3.2b, Fig. B.1b, Fig. B.6).

We also explored how predictive performance was affected by the number of sequencing
reads collected. When we increase the total number of long reads for the AAV recombination
library (from 4.6 x 10% to 4.6 x 10°), more unique sequences with low counts occur in the
data (Extended Data Fig. B.4). Consequently, wLER is particularly challenged because it
is trained using cLE estimates that cannot share data across non-identical reads to mitigate
the effects of low sequencing counts. In fact, wLER is so challenged that, for many model
architectures, its performance degrades when provided with more long-read sequencing data
(Extended Data Fig. B.2a-c). In contrast, MBE follows a more intuitive pattern: more
training data always either maintained or improved performance, but never hurt the overall
performance metrics (Fig. 3.2, Extended Data Fig. B.2).

Short- and hybrid-read settings

In practice, experimenters often offset the sparsity of long-read sequencing by augmenting
with higher-throughput short-read sequencing, thereby creating hybrid-read datasets. Moti-
vated by this idea, we compared performance of the wLER and MBE methods when trained
on short- and hybrid-read datasets. Again, our results follow our intuition: in both settings,
MBE outperformed wLER (Fig. 3.2a, Fig. B.2d-f). In fact, because wLER cannot lever-
age partial overlap between reads, its accuracy actually decreased when long-read data was
supplemented with additional short reads, despite the fact that this creates a larger overall
training set. In contrast, MBE, again, behaved more intuitively: its accuracy improved with
this larger dataset.

Negative selection

In negative selection experiments, the property being selected for is opposite from the prop-
erty of interest. Thus, a key goal is to produce accurate predictions for sequences with low
ground truth fitness. The post-selection counts for such low-fitness sequences are, by defini-
tion, low, making these estimates extremely challenging. To analyze this specific use case,
we compared wLER and MBE predictive accuracy using generalized Spearman correlation
focused on sequences with low ground truth fitness. MBE achieved higher predictive accu-
racy, not only overall, but also specifically on the subset of the test sequences with lowest
true fitness (Fig. 3.3).

Selection for sequence selectivity

A key reason to seek high predictive accuracy for the negative selection task is so that we can
leverage this task to perform a selectivity experiment, wherein we seek to identify sequences
that are simultaneously high in a positive fitness and low in the negative fitness. We found
that MBE yielded better predictive accuracy on both fitnesses than wLER (Fig. B.7a-b,
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Figure 3.3: Simulated negative selection prediction results. Comparison of wLER and MBE predictive accuracy for
simulated negative selection using the 100-unit NNs on the (a) 21-mer insertion (4.6 x 107 short reads), (b) avGFP
mutagenesis (4.6 x 10° long reads), and (c) AAV recombination (4.6 x 10° long reads) datasets. Dot size represents
the fraction of test sequences with lowest ground truth fitness used to compute Spearman correlation. In these
experiments, we focus on sequences with lower ground truth fitness, which are the smaller dots. The dashed black
line represents equal performance of the two approaches.

d-e, and g-h). Moreover, MBE was better than wLER at identifying selective sequences,
where we measured a sequence’s selectivity using the difference between its positive and
negative fitness values—the larger this difference, the more selective the sequence is for the
positive selection relative to the negative selection. MBE was more accurate than wLER in
identifying top selective sequences: the best sequences identified by MBE were, on average,
closer to a theoretical optimally-selective sequence, compared to wLER (Fig. 3.4, Fig. B.7c, f,
and i). Overall, for each of dataset, MBE was significantly better than wLER at identifying
the 1% of test sequences with highest true selectivity (p < 1073).
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Figure 3.4: Simulated sequence selectivity prediction results. Comparison of wLER and MBE (using 100-unit NNs)
for identifying selective test sequences over three simulated datasets: (a) 21-mer insertion (4.6 x 107 short reads), (b)
avGFP mutagenesis (4.6 x 10° long reads), and (c) AAV recombination (4.6 x 10° long reads). Colored points show the
true positive and negative fitness of the top ten test sequences identified from each of three test folds from three-fold
cross-validation according to each model’s predicted selectivity (i.e., difference in predicted positive and negative
fitness values). To gauge overall performance, the average point from each method is also plotted in black-and-white,
as is a theoretical optimally-selective sequence (star) with the maximum positive fitness and minimum negative fitness
among all sequences in the relevant dataset. Distance from optimal to average is conveyed by a circular contour line
through the average point for each method.

3.6 Results on experimental high-throughput
selection data

Having characterized the behavior of wLER and MBE in a broad range of simulated set-
tings, we applied these methods on real experimental data. Across all the experimental
datasets, MBE achieved better predictive accuracy than wLER (Fig. 3.5, Fig. B.9). For
the SARS-CoV-2 dataset from Huisman et al. [35], we also found that predictions of ex-
perimental 1C5y by MBE were more accurate than the predictions by NetMHCIIpan4.0, a
model specifically devised to predict peptide binding to MHC II molecules (Table B.1). Re-
call that an important challenge with experimental data is that, to obtain the best ground
truth experimental values possible, we require access to detailed biophysical assays rather
than sequencing-based proxies. Consequently, the validation data we have access to have ex-
tremely limited sample sizes (ranging from 5-24 test points), thereby limiting our our ability
to detect statistical significance on each dataset individually. Nevertheless, the trends that
we observed on the simulated data continue on each dataset, and when performance over all
of them is considered jointly, the improvement of MBE over wLER is statistically significant
(p < 0.03) (Fig. 3.5). Thus, our experimental results (Fig. 3.5) demonstrate that switching
from a LE-based approach to MBE leads to comparable or improved results across a range of
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Figure 3.5: Real experimental prediction results. Comparison of Spearman correlation between wLER or MBE
predictions and n experimental property measurements from Zhu et al.[116], Huisman et al.[35], Olson et al.[63],
Russ et al.[80], and Romero et al.[78]. Each method is trained on real pre- and post-selection sequencing data, then
used to predict the fitness of the n unobserved test sequences. The 100-unit NN model architecture is used for all
datasets except that from Romero et al.[78], for which the linear architecture with IS features is used. The average
performance improvement of MBE over wLER over all five experimental datasets, jointly, is statistically significant
(p < 0.03).

laboratory applications, including: clinically-relevant selection experiments in gene therapy
and immunology, a yeast-display assay, an mRNA display screen for protein binding, and
both an in vivo complementation assay and microfluidic screen for enzyme activity.

3.7 Conclusion

Quantitatively characterizing the difference in sequence abundances between two conditions
using high-throughput sequencing data—as occurs in high-throughput selection experiments
like those in Chapter 2—is a key component in answering a large range of scientific questions.
Not only do we wish to quantify the differences in observed data, but we also often want
to predict the difference for sequences not yet observed—for example, in order to design
improved starting libraries for further rounds of experimentation. Until now, such quan-
tification was accomplished by counting the number of times a sequence occurred in each
condition and taking the ratio of these counts (after normalization). Optionally, one may
then have constructed a regression model to predict these count-based log-enrichment ra-
tios. A key issue underlying this approach is the inability of count-based estimates to share
any information across sequences that are not identical, when such sharing of information
can be extremely valuable. In this Chapter, we introduced and evaluated a framework that
overcomes this key limitation. This new framework is based on a reformulation of the log-
enrichment estimation problem that uses density ratio estimation, implemented using any
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standard machine learning classifier. Our new method, model-based enrichment, improves
performance over competing approaches based on either raw counts or weighted regression on
count-based log-enrichment. In particular, we show this improvement holds across a broad
range of simulated and real experimental data from high-throughput selection experiments
on large sequence libraries. Our method enables estimation of log-enrichment in challenging
experimental setups comprised of, for example, short reads spanning a sequence of interest;
long reads with poor coverage; a mixture of both short and long reads; and settings with
more than two conditions, such as when we seek to find sequences enriched by one selection
and negatively selected by another—as occurs in designing libraries of gene therapy viral
vectors that selectively infect one cell type but not another. In general, our approach also
helps to mitigate poor estimates arising from relatively little sequencing data. It will be
valuable to perform further validation of these results as more experimental data become
available.

Our newly-developed method can immediately leverage any advances in general ma-
chine learning classifiers, and naturally handles sequencing reads of variable lengths within
a given experiment whenever the classifier itself does so—as we demonstrated using con-
volutional neural networks. The predictive performance of such variable-length classifiers
can potentially be further improved by incorporating other informative inputs in addition
to read sequence. For example, in applications where it is possible to align to a known ref-
erence sequence prior to modeling, one may incorporate the mapped position for each read
as an additional input. We anticipate that, as high-throughput selection experiments and
sequencing-based assays continue to become more varied in their applications, the full po-
tential of model-based enrichment to improve predictive performance and guide challenging
downstream tasks such as library design and protein engineering will be further revealed.
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Chapter 4

Concluding Remarks

In this dissertation, we have discussed several key problems relating to the application of
machine learning to designing libraries of biological sequences, including;:

e Chapter 2: optimally balancing the competing goals of library diversity and fitness
within a principled computational framework; and

e Chapter 3: improving the accuracy and robustness of fitness estimation and prediction
from high-throughput sequencing-based assays and selection experiments.

In the coming years, as new experimental technologies are introduced that lower the cost
of synthesizing large, designed libraries and enable higher-throughput characterization of
protein, DNA, and RNA structures and properties, we can anticipate that the set of technical
problems related to machine learning-guided library design will only continue to grow in
scope.

Looking to this future, it will be critical for researchers tackling these problems to rec-
ognize the utility that statistical and machine learning theory can have in guiding both
computational and experimental approaches to design. Although advances in machine learn-
ing model architectures often outpace the development of accompanying theory, theoretical
insights from even simplified systems can facilitate more efficient collection and use of bio-
logical sequence data. For example, in Chapter 3, theoretical knowledge of the asymptotic
efficiency of classification-based density ratio estimators guided the development of a new
perspective of high-throughput selection, and a more statistically efficient approach for es-
timating and predicting fitness based on sequencing-based assay data. Additionally, recent
work combining density ratio estimation techniques with theory of statistical uncertainty and
robustness led to a novel computational design approach that can take into account models’
predictive uncertainty, ultimately resulting in more reliable design decisions and quantitative
risk estimates for practitioners [21]. In the last few years, several studies have successfully
leveraged signal processing and compressed sensing theory to help gain understanding into
the role of epistasis in sequence-fitness landscapes [11, 3, 20]. Such insights from compressed
sensing theory can also be used to (i) inform both experimental and computational decisions
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regarding the type and amount of assay data required for modeling [11], and (ii) decipher
epistatic signals in machine learning models of fitness to potentially guide experimentalists
towards new biological insights or interpretations [20].

An important advantage of data-driven design approaches is that, unlike rational design,
a detailed physical understanding of the sequence properties being studied is not a prereq-
uisite. However, to further improve the overall success of machine learning-guided design,
an important challenge will be to efficiently combine information from large-scale data with
the type of domain knowledge used for rational design, when available. Intuitively, model-
ing approaches that can intelligently combine multiple sources of data—and automatically
learn which sources are most useful in a given application—promise to be more powerful
than computational approaches based on single sources. For example, design approaches
that coherently combine high-throughput assay data, structural information, evolutionary
information from known homologous sequences, and prior domain knowledge regarding ac-
tive sites and mechanisms of action promise to be much more informative than approaches
utilizing only one of these information sources. Indeed, recent work has clearly shown that
combining assay and evolutionary data when training machine learning models can improve
predictive accuracy compared to using either type of data alone [33]. Combining structural
models with knowledge of important protein symmetries or interfaces has also been shown
to improve design success rates [103]. Future modeling techniques for sequence and library
design should strive to efficiently combine multiple types of information—for example, by
developing new loss and objective functions that capture multiple information sources—to
enable more accurate predictive and generative performance.

Computational approaches that intelligently combine multiple sources of information
will be of critical importance in making progress on the problem of designing protein active
sites—one that is, currently, particularly challenging to solve with machine learning tech-
niques. Often, machine learning-guided design approaches are used to design areas on the
protein surface (e.g., Chapter 2) or parts of the protein around the active site while pre-
serving critical active site residues (e. g., by designing around a fixed active site motif [103]).
In the last few years, model-guided design approaches have emerged that incorporate evo-
lutionary and molecular structure information with domain knowledge about active sites,
binding conformations, and stabilizing mechanisms in order to produce libraries of func-
tional active site designs [105, 114]. Success rates for these approaches remain low at present
(as low as 0.03% [114]). What is clear, however, is that further development of modeling
and optimization frameworks that incorporate both large-scale data and application-specific
domain expertise in principled ways will be important in improving our ability to design
novel, functional protein active sites using machine learning techniques.

In the short-term future, innovations in the space of machine learning-guided library
design are likely to be driven by the invention and refinement of laboratory techniques.
Computational researchers continuing work in this area will find it advantageous to study
the complex biology underlying relevant experimental techniques, and use this knowledge to
guide their research directions. At the same time, experimentalists will benefit from close
relationships with computational scientists; an understanding of which data are likely to
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be most useful for modeling purposes will inform decisions regarding which specific labo-
ratory techniques to adopt or develop. For example, such symbiotic relationships between
computational and experimental researchers motivated the study in Chapter 2, which was
performed in tandem with experimentalist in Professor David Schaffer’s research group from
project conception through final experimental validation of cell-specific viral vectors. It is
our hope that, by having demonstrated the clear advantages of such collaborations, the work
presented here will encourage computational and experimental researchers to form fruitful
collaborations in the design space. Ultimately, it will be the insights gained from such re-
lationships that will accelerate progress towards the ultimate goal of generalizable sequence
design and engineering, to the benefit of the scientific community as a whole.
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Appendix A

Supplementary Information:
Designing Adeno-Associated Virus
Capsid Insertion Libraries

A.1 Construction of insertion libraries

In Chapter 2, we used libraries with a variable 7 amino acid (7-mer) insertion region flanked
by amino acid linkers (TGGLS) introduced at position 575-577 in the viral protein monomer.
Each 7-mer NNK oligo was synthesized (Elim) and introduced to the 5 end of the right frag-
ment by a primer overhang (7mer_F; Table A.1). For machine learning-designed libraries,
instead of using NNK, we specified position-specific nucleotide probabilities (Table A.2) at
the time of synthesis (GeneWiz) to be incorporated at the 5’ end of the 7mer_F primer. Left
and right fragments were each PCR amplified by primers Seq_F/Seq_R and 7mer_F /7mer_R,
respectively (Table A.1). PCR products of the two fragments were then purified individually
and subjected to overlap extension PCR, (using HindIII_F and NotI R primers) with Vent
DNA polymerase (Thermo Fisher) with equimolar amounts of the left and right fragments
for a total of 250ng DNA templates. The resulting library was then digested with HindIII
and Notl (New England Biolabs, Inc.) and ligated into replication incompetent AAV pack-
aging plasmid pSub2repKO [62] for library construction. The resulting ligation reaction
was electroporated (Bio-Rad) into Escherichia coli for plasmid production and purification.
HEK293T cells were originally obtained from the American Type Culture Collection (Manas-
sas, VA, USA) and cultured in DMEM (GIBCO) with 10% fetal bovine serum (Invitrogen)
and 1% penicillin/streptomycin (GIBCO) at 37°C and 5% COs. The passage number of
293T for packaging AAV libraries was between 10-15.
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Primer Sequence (5 - 3)

Seq_F GGTGGAGCATGAATTCTACGTC

Seq_R GCTCTGGTTGTTGGTGGCC

Tmer_F GGCCACCAACAACCAGAGCACCGGTNNKNNKNNKNNKNN
KNNKNNKGGCTTAAGTTCCACCACTGCCC

Tmer_R GCTCTGGTTGTTGGTGGCC

Vg F GCGGAAGCTTCGATCAACTACG

Vg R CGCAGAGACCAAAGTTCAACTGA

HindIII.F TTCCACGTCTTTATATGGTGCCCAGTC

NotI R CGCAGAGACCAAAGTTCAACTGA

Table A.1: Primer sequences for PCR reactions.

A.2 Vector packaging and production

AAV library vectors were packaged as described previously [62, 57] with transfection of
HEK293T cells. Specifically, in a 75-80% confluent density 15 cm dish of HEK293T cells,
13.5 pg of pHelper, 9 ug of pBluescript (Addgene), 70 ng of the capsid plasmid library,
and 5 pg of pRepHelper were co-transfected by the polyethyleneimine (PEI) method. This
1:2 x 10~* molar ratio was calculated such that > 90% of cells received approximately one
or zero members of the capsid plasmid library to minimize occurrences of cross-packaging,
assuming each cell receives approximately 50,000 total plasmids [7]. Cells were harvested
72 hours later, and the supernatant was collected. The cell pellet was resuspended in a
lysis buffer (50mM Tris, 150mM NaCl, pH 8.5) and frozen/thawed three times using dry
ice/ethanol. The lysate was then incubated at 37°C for 30 minutes with an addition of 10
U/mL of Benzonase (Invitrogen). Then, the lysate was first spun at 2000 rpm for 2 minutes,
followed by a 10,000 rpm spin for 10 minutes, before the supernatant was all collected for
purification. Collected virus was purified via iodixanol density centrifugation and buffer
exchanged into PBS by Amicon (Ultra-15, Millipore) filtration.

This packaging process has the potential to be confounded by cross-packaging, in which
viral particles are composed of viral genomes and capsid proteins derived from different li-
brary variants. To minimize cross-packaging, we diluted the plasmid library to a previously
determined concentration that minimizes the event of multiple members of the capsid plas-
mid library entering into the same cell [50, 83]. To quantify capsid cross-packaging in a
given library, we used green fluorescent protein (GFP) plasmid mixed with capsid libraries
in 1:7 molar ratio and determined correctly-packaged versus cross-packaged viral particles
using either Cap-specific or GFP-specific primers, respectively (Fig. A.1, Table A.8). These
findings quantitatively characterized cross-packaging and provided experimental evidence of
similar but minimal levels (less than 2%) of cross-packaging in all libraries in our study in
Chapter 2.

To characterize the packaging ability of individual sequence plasmids (Fig. 2.6), each
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plasmid was packaged separately, and its titer was measured separately. Specifically, in a
75-80% confluent density 15 cm dish of HEK293T cells, 12 ug of pHelper, 10 ug of the
pRepCap (AAV capsid variant), and 6 ug of GFP-encoding AAV vector plasmid were co-
transfected by the PEI method. 72 hours later, collected virus was purified and buffer
exchanged into PBS. We, then, measured the packaged viral titers using ddPCR with GFP-
probe (CGCGATCACATGGTCCTGCTGG).

A.3 AAV viral genome extraction and titer

Packaged AAV vectors were first combined with equal volume of 10X DNase buffer (New
England Biolabs, B0303S) and 0.5 uL 10 U/uLL DNase I (New England Biolabs, M0303L)
incubate for 30 minutes at 37°C. Then, equal volume of 2x Proteinase K Buffer was added
with sample to break open capsid. After heat inactivating for 20 minutes at 95°C, the
sample was further diluted at 1:1000 and 1:10,000 and use as templates for titer. DNase-
resistant viral genomic titers were measured using digital-droplet PCR (ddPCR) (BioRad)
using with Hex-ITR probes (CACTCCCTCTCTGCGCGCTCG) tagging the conserved re-
gions of encapsidated viral genome of AAV. After primary tissue infection, capsid sequences
were recovered by PCR from harvested cells using primers HindIII_F and NotI_R (Table A.1).
A 75-85 base pair region containing the 7-mer insertion was PCR amplified from harvested
DNA. Primers included the Illumina adapter sequences containing unique barcodes to allow
for multiplexing of amplicons from multiple libraries. PCR amplicons were purified and
sequenced with a single read run on Illumina NovaSeq 6000.

A.4 Primary adult human brain slice culture, library
infection, and extraction

UCSF consent statement. De-identified tissue samples were collected with previous
patient consent in strict observance of the legal and institutional ethical regulations. Sample
use was approved by the Institutional Review Board at UCSF and experiments conform to
the principles set out in the WMA Declaration of Helsinki and the Department of Health
and Human Services Belmont Report.

Adult surgical specimens from epilepsy cases were obtained from the UCSF medical
center in collaboration with neurosurgeons with previous patient consent. Surgically ex-
cised specimens were immediately placed in a sterile container filled with N-methyl-D-
glucamine (NMDG) substituted artificial cerebrospinal fluid (aCSF) of the following compo-
sition (in mM): 92 NMDG, 2.5 KCl, 1.25 NaH,PO,, 30 NaHCO3, 20 4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid (HEPES), 25 glucose, 2 thiourea, 5 Na-ascorbate, 3 Napyru-
vate, 0.5 CaCly-4H,0 and 10 MgSO,4-7H50. The pH of the NMDG aCSF was titrated pH
to 7.3-—7.4 with 1M Tris-Base at pHS8, and the osmolality was 300—305 mOsmoles/Kg.
The solution was pre-chilled to 2—4°C and thoroughly bubbled with carbogen (95% O, /5%
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COg) gas prior to collection. The tissue was transported from the operating room to the
laboratory for processing within 40—60 minutes. Blood vessels and meninges were removed
from the cortical tissue, and then the tissue block was secured for cutting using super-
glue and sectioned perpendicular to the cortical plate to 300 um using a Leica VT1200S
vibrating blade microtome in aCSF. The slices were then transferred into a container of
sterile-filtered NMDG aCSF that was pre-warmed to 32—34°C and continuously bubbled
with carbogen gas. After a 12 minute recovery incubation, slices were transferred to slice
culture inserts (Millicell, PICMO03050) on six-well culture plates (Corning) and cultured in
adult brain slice culture medium containing 840 mg MEM Eagle medium with Hanks salts
and 2mM L-glutamine (Sigma, M4642), 18 mg ascorbic acid (Sigma, A7506), 3 mL HEPES
(IM stock) (Sigma, H3537), 1.68 mL NaHCO; (892.75 mM solution, Gibco, 25080-094),
1.126 mL D-glucose, (1.11M solution, Gibco, A24940-01), 0.5 mL penicillin/streptomycin,
0.25 mL GlutaMax (at 400x, Gibco, 35050-061), 100 puL 2M stock MgSO,-7TH,O (Sigma,
M1880), 50 puL 2M stock CaCly-2H,0 (Sigma, C7902), 50 pL insulin from bovine pancreas,
(10 mg/mL, Sigma, 10516), 20 mL horse serum-heat inactivated, 95 mL MilliQ HyO (as
previously described [93]). The following day after plating, adult human brain slices were
infected with the viral library at an estimated of 10,000 MOI (N=3 per group) based on the
number of cells estimated per slice. Slices were cultured at the liquid—air interface created
by the cellculture insert in a 37°C incubator at 5% CO; for 72 hours post infection.

Seventy-two hours after infection with the viral library, cultured brain tissue slices were
first rinsed with DPBS (Gibco, 14190250) twice and detached from the filters. Then me-
chanically minced to 1mm? pieces and enzymatically digested with papain digestion kit
(Worthington, LK003163) with the addition of DNase for 1 hour at 37°C. After the enzy-
matic digestion, tissue was mechanically triturated using fire-polished glass pipettes (Fisher
Scientific, cat#13-678-6A), filtered through a 40 pum cell strainer (Corning 352340), pelleted
at 300xg for 5 minutes and washed twice with DBPS. Following mechanical digestion, the
slices were first treated with lysis buffer (10% SDS, 1M Tris-HCL, pH 7.4-8.0, and 0.5M
EDTA, pH 8.0) with the addition of RNase A (Thermo Scientific, EN0531) for 60 min-
utes at 37°C and proteinase K (New England Biolabs, P8107S) for 3 hours at 55°C. The
enzymatically-digested tissue homogenate was then proceeded to the Hirt column protocol
as previously published [4].

A.5 Primary prenatal human brain slice library
infection and cell purification

De-identified primary tissue samples were collected with previous patient consent in strict
observance of the legal and institutional ethical regulations (see Section A.4). Cortical brain
tissue was immediately placed in a sterile conical tube filled with oxygenated artificial cere-
brospinal fluid (aCSF) containing 125 mM NaCl, 2.5 mM KCIl, 1mM MgCl,, 1 mM CacCl,,
and 1.25 mM NaH,PO, bubbled with carbogen (95% O3/5% CO3). Blood vessels and
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meninges were removed from the cortical tissue, and then the tissue block was embedded
in 3.5% low-melting-point agarose (Thermo Fisher, BP165-25) and sectioned perpendicular
to the ventricle to 300 pum using a Leica VT1200S vibrating blade microtome in a sucrose
protective aCSF containing 185 mM sucrose, 2.5 mM KCI, 1 mM MgCl12, 2 mM CaCl2, 1.25
mM NaH2PO4, 25 mM NaHCO3, 25 mM d-(+)-glucose. Slices were transferred to slice
culture inserts (Millicell, PICM03050) on six-well culture plates (Corning) and cultured in
prenatal brain slice culture medium containing 66% (vol/vol) Eagle’s basal medium, 25%
(vol/vol) HBSS, 2% (vol/vol) B27, 1% N2 supplement, 1% penicillin/streptomycin and Glu-
taMax (Thermo Fisher). Slices were cultured in a 37°C incubator at 5% CO,, 8% O at the
liquid—air interface created by the cell-culture insert.

Cultured brain slices were washed twice with DPBS (Gibco, 14190250), detached from
the filters and enzymatically digested with papain digestion kit (Worthington, LK003163)
with the addition of DNase for 30 minutes at 37°C. Following enzymatic digestion, slices
were mechanically triturated using a fire-polished glass pipette, filtered through a 40 pm cell
strainer test tube (Corning 352235), pelleted at 300xg for 5 minutes and washed twice with
DBPS.

Dissociated cells were resuspended in MACS buffer (DPBS with 1 mM EGTA and 0.5%
BSA) with addition of DNAse and incubated with CD11b antibody (microglia) for 15 minutes
on ice. After the incubation, cells were washed in a 10 ml of MACS buffer and loaded on
LS columns (Miltenyi Biotec, 130-042-401) on the magnetic stand. Cells were washed 3
times with 3 ml of MACS buffer, then the column was removed from the magnetic field and
microglia cells were eluted using 5 ml of MACS buffer. The flow-through cells were then
gently prepared to separate out neurons using polysialylated-neural cell adhesion molecule
(PSA-NCAM), and the flow-through cell population was used as glial-cell type. Cells were
pelleted, re-suspended in 1 ml of culture media and counted.

A.6 Maximum entropy design of unconstrained
libraries

In Section 2.5, we consider constrained library designs, where one specifies the marginal
probabilities of observing each amino acid at each position. In contrast, unconstrained li-
braries are specified by listing all the oligonucleotide sequences that comprise the library.
Unconstrained libraries are more flexible than constrained libraries because they provide
more control over the contents of the library, but this increased flexibility comes at a sub-
stantially higher monetary cost per oligonucleotide. Therefore, when considering constrained
versus unconstrained libraries, one must trade off flexibility and library size.

Although we did not experimentally construct any constrained libraries in our study in
Section 2.5, demonstrate that it is possible to apply our maximum entropy formulation to
the design of unconstrained libraries. For the purposes of comparison, we exactly compute
the entropy and mean predicted log-enrichment of the maximum entropy library defined by
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Equation 2.5 by enumerating all possible 7-mer insertion sequences and evaluating the same
predictive model, f(z), used to design the constrained libraries (Fig. 2.7) for each sequence.
In general, even when it is not possible to fully enumerate the relevant sequence space, it
is conceptually straightforward to build a list of sequences that approximates the maximum
entropy library by sampling from this distribution with, for instance, Markov Chain Monte
Carlo algorithms. This resulting set of samples represents a particle-based approximation to
px and thus will approximately respect the Pareto optimal property of the maximum entropy
library.

We computed the entropy and mean predicted log-enrichment for unconstrained libraries
corresponding to 404 different settings of A (Fig. 2.8). We can see that, compared to con-
strained libraries, the unconstrained library construction allows one to build a library with
greater diversity at the same level of mean predicted fitness. As oligonucleotide synthe-
sis becomes cheaper, unconstrained library synthesis will became correspondingly cheaper.
Therefore, our results suggest that at some point, it is likely that unconstrained libraries will
become the libraries of choice.

A.7 Stochastic gradient descent for optimizing
nucleotide probabilities

In Section 2.5, we design position-wise specified libraries by optimizing the individual prob-
abilities of each nucleotide in each position according to the objective in Equation 2.9. Here,
we describe the Stochastic Gradient Descent (SGD) algorithm we used to solve this non-
convex objective. We used a variant of SGD based on the score function estimator [41] to
solve Equation 2.9. We randomly initialized a parameter matrix, ¢(*), with independent
Normal samples, and then updated the parameters according to

6O = -V 4 BV, F (pD) (A.1)

for t = 1,...,T, where we define F(¢) = Eq,[fo(z)] + AH [gg] to be the objective function
in Equation 2.9. For the experiments in Section 2.5, we used S = 0.01 and the number of
iterations was set to T" = 2000 as we observed convergence of the objective function values
in most runs of the optimization within this number of iterations. After T iterations, we
assumed that we had reached a near-optimal solution (i.e., that ¢7) can be used as a decent
approximation of ¢, ).

We now derive the gradient in Equation A.1. First, we recognize that the gradient of the
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entropy is given by
VsH[gs] = =V, [log g4 (v)]

=- ZX Voo () log g(x)

— 26;( (log g4 (2)Vsas(x) + qo(2) Vs log g4 ()

_ _mze;( (log gy (2)qe () V 5 10g g4 () + o () Vs log g4 ()
—_ ; q6(z) (1 + log gy(2)) V4 log g4 ()

= —E,, [(1+10g 4(z)) Vs log g4(2)]

where in the third line we have used the equality V,q,(z) = gs(x)V,loggs(x). We, then,
have

Vi F(0) = Vg, [fo(x)] + AV Hlgy] (A.2)
= By, [fo()V1og gy ()] = Ay, [(1 + log g4 (x)) Vg log g()] (A.3)
= AEq, [(fo(x) = A(1 + log gy (2)))V s log gy ()] (A.4)
= By, [wa(2) Vg log gy ()], (A.5)

where wy(z) := fy(z) — A(1+1og gs(z)). Using the notation from Section 2.4, the individual
components of V,loggs(x) are given by

0 8
J
6 e®iwi
— 1 A7
9¢jk % S 1€¢ﬂ (A7)
¢]l
agb qb]ilﬂ - agb]k ]'Og E (Ag)
4
. 1 0
= Op(2?) — g edit (A.9)
* Z?:l et =1 i
) — = (A10)
. Z?:l e?it
— 8u(a?) = o, (). (A1)

Using Equation A.6 in Equation A.2 gives a expression for the components of the gradient
in the SGD algorithm (Eq. A.1):

8;?ij(¢) = Eq, [wa(z) (6(27) — g, (k)] - (A.12)
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The expectation in Equation A.12 cannot be solved exactly, so we used a Monte Carlo
approximation:

0
0P

F(0) % 57 3" () (0u(e]) = a5, (0) . 7~ u(a), (A13

where M is the number of samples used. In the experiments in Section 2.5, we used M = 1000
samples to perform library optimizations for 2,238 different settings of \.

In practice, the nucleotide sequences sampled from g, must be translated to amino acid
sequences before being passed to the predictive model f, which is a model trained to predict
log-enrichment from amino acid sequence. For notational simplicity, we have omitted this
translation step from the above equations.

A.8 Comparison of constructed libraries via effective
number of variants

Statistical entropy is closely related to another notion of diversity known as effective sample
size: the effective sample size of a library with entropy H is defined as N, = e and is equal
to the number of unique variants required to construct a library with entropy H under the
constraint that equal probability mass is placed on each variant. This can be seen by noting
that H = log N, = — vajl Ni log NL This interpretation of statistical entropy is commonly
used in the population genetics literature, first introduced by Wright in 1931 [110].

In Section 2.5, we were able to compare designed theoretical library distributions by
computing the statistical entropy of each exactly in terms of its position-wise nucleotide
probabilities. However, when analyzing post-selection libraries, there is no known underly-
ing probability distribution for which we can exactly compute entropy. Consequently, we,
instead, estimated and compared the effective sample size of the empirically observed dis-
tribution in each post-selection library. Specifically, we estimates the effective number of
variants in a library using the observed sequencing data,

Ne = €exp <_ Z pempirical(s) 10g pempirical(s)) 3 (A14)

seS

where pempirical($) corresponds to the empirical frequency of the sequence s appearing in the
post-selection sequencing data, S.

A.9 Supplementary results
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Library D2
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C

G

Position 1
2
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9
10
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13
14
15
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17
18
19
20
21

Table A.2: Marginal nucleotide probabilities of machine learning-designed library distributions D2 and D3.
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0.18
0.21
0.14
0.23
0.28
0.35
0.13
0.21
0.13
0.26
0.16
0.09
0.36
0.13
0.22
0.29
0.1
0.16
0.28
0.17

0.04
0.47
0.19
0.02
0.33
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0
0.17
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0
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0
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0
0.08
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0.01
0.11
0.35
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0.09
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0.21
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0.25
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0.22
0.22
0.32
0.25
0.24
0.34
0.22
0.28
0.45
0.2
0.32
0.23
0.23
0.2
0.39
0.26

0.09
0.25
0.28
0.12
0.35
0.23
0.08
0.19
0.17
0.07
0.35
0.26
0.06
0.14
0.27
0.08
0.2
0.27
0.04
0.17
0.25

0.43
0.37
0.27
0.13
0.27
0.22
0.16
0.34
0.27
0.43
0.2
0.28
0.17
0.29
0.3
0.19
0.35
0.36
0.32
0.3
0.24

0.27
0.16
0.2
0.48
0.18
0.33
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0.15
0.31
0.26
0.11
0.24
0.49
0.12
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0.22
0.14
0.44
0.14
0.25
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Library D2 | A T C G Library D3 | A T C G

Position 1 | 0.13 0.05 0.40 0.42 Position 1 | 0.22 0.10 0.42 0.25
21018 0.50 0.27 0.05 21022 029 034 0.15

31020 0.21 0.27 0.32 31024 032 025 0.19

410.14 0.03 0.18 0.65 41026 0.14 0.12 0.48

51022 0.36 0.28 0.14 51019 0.39 025 0.17

61027 027 024 0.22 61021 0.26 021 0.32

71035 0 014 0.51 71022 0.09 0.15 0.54

81013 0.19 0.36 0.32 81032 0.22 032 0.14

91020 0.34 0.30 0.16 91024 020 0.25 0.31
1010.13 0 0.06 0.81 10 | 0.25 0.08 0.41 0.26

11 10.27 0.14 0.21 0.38 11]10.33 0.38 0.18 0.11
1210.16 0.31 0.35 0.18 121021 0.29 0.26 0.24
1310.09 0 0.08 0.83 131 0.28 0.07 0.16 0.49

141 0.37 0.14 0.35 0.14 141 0.45 0.16 0.27 0.12

151 0.12 0.53 0.22 0.13 1510.19 0.31 0.28 0.22

16 1022 0 0.12 0.66 16 | 0.32 0.09 0.18 0.41

171 0.30 0.10 0.24 0.36 1710.23 0.24 0.33 0.20

181 0.1 045 0.33 0.14 18 10.22 0.30 0.35 0.13

19 1 0.16 0.01 0.09 0.74 191 02 0.04 0.32 0.44

201 0.29 0.14 044 0.14 201 0.38 0.19 0.29 0.14

211 0.16 041 0.28 0.18 21 10.25 030 0.23 0.22

Table A.3: Marginal nucleotide probabilities of synthesized D2 and D3 libraries approximated using deep sequencing.
193,228 and 212,388 total sequencing reads were assessed for library D2 and D3, respectively.

Library Condition Number of Number of Effective Number
Filtered Reads Variants of Variants
NNK Pre-packaging 46,046,268 6,439,964 1,391,453
Library D2 Pre-packaging 32,906,886 2,730,606 1,325,880
Library D3 Pre-packaging 58,980,102 4,438,600 1,852,644
NNK Post-packaging 45,303,374 2,326,627 14,774
Library D2 Post-packaging 37,940,372 1,603,734 232,221
Library D3 Post-packaging 54,340,339 1,670,527 71,958
NNK Post-brain infection 152,436,128 4,113,029 3,541
Library D2 Post-brain infection 147,317,910 5,021,387 38,350

Table A.4: Number of total sequencing reads (after filtering based on mismatches in primer sequences; see Section 2.5),
number of unique variants, and effective number of variants in each sequencing pool. Each row corresponds to a
sequencing pool, which is indicated by the Library and Condition columns.
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Libraries Condition Number of Percent
Common Variants Common Variants

NNK and Library D2 Pre-packaging 4,772 0.17

NNK and Library D3 Pre-packaging 17,899 0.40
Library D2 and Library D3 Pre-packaging 111,556 4.09
NNK, Library D2, and Library D3  Pre-packaging 1,016 0.04
NNK and Library D2 Post-packaging 5,035 0.31

NNK and Library D3 Post-packaging 8,327 0.50
Library D2 and Library D3 Post-packaging 41,263 2.57
NNK, Library D2, and Library D3 Post-packaging 1,095 0.07

Table A.5: Analysis of overlap between sequence pools. Each row represents two or three pools of sequences indicated
in the ‘Libraries’ and ‘Condition’ columns, and the two rightmost columns show the number and percentage of common
variants that appear in all of the row’s pools.

Library Condition Number of Number of Effective Number
Filtered Reads Variants of Variants
NNK Pre-packaging 32,906,886 5,311,946 1,336,116
Library D2 Pre-packaging 32,906,886 2,730,606 1,325,880
Library D3 Pre-packaging 32,906,886 3,387,033 1,783,804
NNK Post-packaging 37,940,372 2,014,332 14,651
Library D2 Post-packaging 37,940,372 1,603,734 232,221
Library D3 Post-packaging 37,940,372 1,262,483 71,217
NNK Post-brain infection 147,317,910 4,000,976 3,537
Library D2 Post-brain infection 147,317,910 5,021,387 38,350

Table A.6: Library diversity analysis with artificially equalized sequencing depth. This table displays equivalent
analyses as Table A.4, when each of the pre-packaging, post-packaging, and post-brain infection sequencing pools for
Library D2, D3 are subsampled to have exactly the same number of total reads as the corresponding pool of NNK
prior analysis.

Insertion Sequence Experimental Titer (vg/ul)

VINVVRA 2.84 % 102
KVSNAAN 5.97 x 1012
VVKQRGD 9.14 x 10'2

Table A.7: Experimental packaging titers (viral genome (vg)/uL) for glia-infecting AAV variants selected from
machine learning-design library D2.
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Library  Capsid titer (vg/mL) GFP titer (vg/mL)

NNK 1.12 x 10" 2.43 x 107
Library D2 6.81 x 10! 8.96 x 10°
Library D3 2.39 x 10! 5.23 x 10°

Table A.8: Quantification of cross-packaging in three AAV insertion libraries: NNK, Library D2, and Library D3.
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Figure A.1l: Schematic illustrating the use of green fluorescent protein (GFP) to identify cross-packaging.

Figure A.2: Comparison of models for predicting AAV5 7-mer insertion packaging log-enrichment in the same for-
mat as Figure 2.5: models are compared using “top-K” Pearson correlation between predicted and observed log-
enrichment, where K denotes what fraction of top test sequences according to observed log-enrichment are used to
compute correlation. Curves and error bands are computed using three-fold cross-validation.
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Figure A.3: Paired plot comparing predicted and observed log-enrichment of each sequence in the held-out test set
for the 100-unit neural network (NN) model.

Figure A.4: Correlation between predicted and observed log-enrichment for five variants whose predicted log-
enrichment values are near the quartiles of all predictions on the test set. This choice of variants mimics the process
of choosing the variants that were tested in Figure 2.6.
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Figure A.5: Histograms showing the empirical distributions of read counts and count-based log-enrichment estimates
in the (a) NNK, (b) D2, and (c) D3 libraries. The first and second columns of histograms show the distribution of pre-
and post-packaging read counts, respectively. The final column shows the distribution of observed log-enrichment
estimates.
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Figure A.6: Library diversity analysis with artificially equalized sequencing depth. Analyses are equivalent to (a)
Figure 2.9a, (b) Figure 2.9¢, and (c) Figure 2.10b when each of the pre-packaging, post-packaging, and post-brain
infection sequencing pools for Library D2 and Library D3 are subsampled to have exactly the same number of total
reads as the corresponding NNK sequencing pool prior to analysis.
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Figure A.7: Comparison between empirical frequencies of amino acids in the post-packaged NNK library and amino
acid probabilities in designed libraries (left) D1, (center) D2, and (right) D3. Each point represents a unique amino
acid at one of the seven insertion positions: its position on the vertical axis represents the empirical frequency of
the specified amino acid at that position in the post-packaged NNK library, while its position on the horizontal axis
represents the probability of the specified amino acid at that position in the relevant designed library.
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Figure A.8: Characterization of primary adult human brain section in culture. Brightfield (left); Immunostaining
(right): DAPI (blue), Nissl (Cyan), and NeuN (magenta). The middle area is white matter, and the surrounding
area is grey matter.

Figure A.9: Comparison of diversity (entropy) between synthesized NNK and machine learning-designed D2 libraries
before and after packaging and infection of primary adult human brain tissue. Library D2 present a comparable level
of initial diversity (pre) to that of the NNK library, but has substantially higher diversity than the NNK library after
both packaging (post-packaging) and primary human brain infection (post-brain infection).
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Figure A.10: Empirical marginal probabilities of amino acids at each insertion position in NNK library after packaging
and primary brain infection based on deep sequencing data.
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Figure A.11: Scatterplots illustrating the behavior of individual variants in the NNK and machine learning-designed
D2 libraries over packaging and primary human brain infection selections. Each row is identical to Figure 2.10d
except for the top percentage of reads that is assigned colors. From top to bottom, variants that are in the top 20%,
50%, and 80% of total reads are assigned colors.
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Figure A.12: GFP fluorescence signals across three libraries (Library D2, Library D3, and NNK) with positive control
(100% GFP-ITR plasmid) at 24, 48, and 72 hours after transfection in HEK293T cells (Scale bar = 40 pm). During
early times (24 hours after transfection), the amount of GFP signal is similar across libraries and is significantly less
than the positive control.
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Appendix B

Supplementary Information: A New
Model-Based Enrichment Approach
for High-Throughput Sequencing
Experiments

B.1 Multi-output modeling

In Chapter 3, we presented weighted log-enrichment regression (wLER) and model-based
enrichment (MBE) methods for estimating and predicting log-enrichment given sequencing
data from two conditions. In practice, one often aims to compare sequences across more
than two conditions. For example, one may wish to perform multiple rounds of selection for
a property of interest (e.g., [35]) or to select for multiple different properties (e. g., [62]).
Here, we describe generalizations of the MBE and wLER approaches that can be used to
model high-throughput sequencing data collected from more than two conditions.

In the multi-condition setting, one has sequencing data D" = {(r;, y;)}M, where 7; is the
ith read’s sequence and y; is a categorical label indicating the condition from which the read
r; arose. For example, if one runs an experiment selecting for k € N different properties, one
can define y € {0,1,...,k} where y; = 0 indicates a read from the pre-selection sequencing
data, and y; = j for j € {1,...,k} indicates a read from the post-selection sequencing data
for the 7' property.

It is straightforward to handle multiple conditions using the MBE approach: instead
of using a binary classifier, one trains a multi-class classification model, gy, to predict the
categorical label y; from read sequence r; using a standard categorical cross-entropy loss. This

; 0,7
2N
pO Nfgg’

where p’ denotes the true probability distribution corresponding to the library in the 5th
condition and g denotes the predicted class probability for y = j.
For the wLER approach, the data D" can be converted into cLE estimates for each unique

produces a model of p(y | 7) which can be used to estimate the density ratios d’
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where nf is the number of times the sequence x; appeared in the sequencing data for the
7' condition and N7 is the total number of reads from the ;' condition. One can, then, fit
a multi-output regression model that jointly predicts the cLE estimates for each condition
from sequence. The overall loss for training a such a multi-output model, fy, using wLER is

k M/ . . .
> > willoge! — fi ()

=1 i=1

sequence:

where w] is the weight for the i sequence and j* condition, and fj denotes the j™ model
output.

B.2 Asymptotic optimality of model-based
enrichment

In this section, we review key parametric convergence results which imply that, under
the assumption of a correctly specified parametric model, the proposed model-based en-
richment (MBE) estimator is optimal among a broad class of semi-parametric density ra-
tio estimators—including the weighted log-enrichment regression (wLER) method [116]—in
terms of asymptotic variance.

We begin by recalling some notation: let p# and p® be two probability distributions,

d= Z—i be their density ratio, and

D= {(7“17%)}1]\11 (B.1)

be a dataset of observed samples where y; is a binary label indicating whether the sample r;
is from p? (y; = —1) or p? (y; = +1). Further, let N4 and N® be the number of samples
from p# and p?, respectively. Recall that the MBE approach uses logistic regression to learn
a classifier that predicts p(y; | 7;), and these predicted class probabilities give an estimate
of the density ratio (Online Methods). In other words, the MBE approach estimates the
density ratio using the parametric model

log dg(r) = 0y + ¢, (1) (B.2)

where 0y € R, 0 = (6y,0,) € R is a b-dimensional parameter, and ¢y, is a real-valued
function (e. g., defined by the choice of model architecture).

Whenever correctly-specified density models for both p# and p? are unavailable, direct
density ratio estimation of g—]j—as performed by the MBE approach—is preferable com-
pared to separate density estimation of p* and p? in terms of asymptotic unnormalized
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Kullback—Leibler divergence to the true density ratio, d [90]. Moreover, Qin [71] showed
that, if the logistic regression model is correctly specified—that is, if the true density ratio
d is realized by dy« in the parametric model-—then the MBE approach is optimal among a
large class of semi-parametric density ratio estimators in the sense that it has the smallest
asymptotic variance. Specifically, the class of semi-parametric estimators in Qin’s analysis
is a class of generalized moment-matching estimators:

{én | mo(1) € Rb,VarpA [n9(r)] and Var,s[ns(r)] are finite,

LA > nén(ri)dén(ri)ﬂ{yi:—l}:% > g, (r)1{ys = +1}}.
N N

(ri,y:)ED (ri,y:)€ED

This class of estimators contains several popular density ratio estimators, including the
Kullback-Leibler (KL) importance estimation procedure [90, 91] that learns a density ratio
model by minimizing empirical KL divergence between d - p* and p?®. Other estimation
techniques, including weighted and non-linear least squares regression, can also be cast in
terms of generalized moment-matching optimization [58] and, therefore, the wLER approach
is included in Qin’s class of estimators, as are several other existing log-enrichment regression
approaches [12, 70]. Thus, under a correctly specified parametric model, the MBE approach
is the preferred density ratio estimation technique—and, in the context of this work, the pre-
ferred technique for quantifying sequences based on sequencing data from a high-throughput
screen or selection—in terms of asymptotic variance.

B.3 Simulating ground truth fitness

Recall from Section 3.4 that we constructed several simulated datasets to help analyze the
strengths and weaknesses of MBE, wLER, and cLE across different practical settings. These
simulations were motivated by high-throughput selection experiments [116, 82, 62] which
perform a selection on large sequence libraries for a property of interest, such as fluores-
cence [82]. To simulate such selection experiments, we first simulate the ground truth fitness
function that maps sequence to property, then use this fitness to simulate selection. In the re-
mainder of this section, we describe the process used to simulated fitness as a linear function
of independent amino acid sites and randomly selected higher-order epistatic interactions.
In Section B.4, we describe the procedure to simulate selection using this simulated fitness.

First, we give a brief overview of the process used to simulate ground truth fitness before
providing the technical details. For a given sequence of interest, we first constructed a set
containing all independent amino acid sites and a user-specified number of combinations of
sites—such as an epistatic combination of the second, third, and tenth positions—drawn
randomly from among all possible higher-order epistatic interactions between positions. The
degree of each epistatic effect (2 up to the sequence length) is drawn randomly based on an
empirical estimate of this degree distribution. The fitness function is, then, taken to be a
linear function of all the independent sites and epistatic terms in this constructed set with
random coefficients.
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In more detail, for a sequence x of length L, amino acids, we simulated the fitness

function, Fr(z) as
Fr(z) =) B ¢l[J), (B.3)
JeEr

where T is the hyper-parameter controlling the maximum number of epistatic terms included
in Fr; & C 21La}l is a set of index sets—each of which represents an independent site
or a particular higher-order epistatic combination—whose construction is described below;
x[J] is the subsequence of x at the positions in the index set .J; ¢ denotes standard one-hot
encoding; and the coefficients are sampled according to 5; ~ N (O, 2~ 17 ‘I).

We constructed & (the specific set of first-order and higher-order epistatic terms to in-
clude in the simulated fitness function) to contain all singleton sets
({{i} | ie{l,...,L}} C&r), so that Fr includes terms for all independent sites. In ad-
dition, & contains T' randomly-chosen non-singleton index sets, each generated by:

1. randomly choosing the order of epistasis, R, by sampling R ~ N(3,1/2) (based on
visual inspection of the empirical bell-shaped distribution of the orders of statistically

significant epistatic terms in Poelwijk et al.. [70]), and taking R = round(R); and

2. choosing the specific positions included in the epistatic term by sampling R times
without replacement from {1,...,L,}.

To guide our choice of T'; we combined the following insights: (i) for a fluorescent protein
with 13 amino acids, 260 epistatic terms are sufficient for an accurate model of fitness [70]; (ii)
the number of contacts in a protein scales linearly with sequence length [6, 98]; and (iii) recent
work suggests that the sparsity of higher-order epistatic interactions in fitness landscapes is
closely related to structural contact information [11]. We, therefore, hypothesized that the

linear scaling T' = % provides a reasonable starting point for analyses.

B.4 Simulating pre- and post-selection sequencing
data

The wLER and MBE approaches both aim to accurately quantify sequences of interest based
on high-throughput sequencing data. In Section 3.5, we used simulated high-throughput
selection datasets to compare each method’s ability to quantify sequences accurately using
sequencing data, which requires simulating sequencing reads from pre- and post-selection
libraries. Here, we detail the process of simulating sequencing reads given library sequences
and a ground truth fitness function. Then, in Section B.5, we describe how we combined
this process with three specific approaches for simulating library sequences to construct our
datasets.

Let {(z;, c;)}M| be pairs of, respectively, a unique library sequence and its true count—as
generated, for example, by one of the three library construction simulations described in the
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subsequent sections. In addition, let Fr be a ground truth fitness function simulated as in
the previous section. Briefly, the process to simulate sequencing reads from pre- and post-
selection libraries proceeds as follows: first, we generate a pre-selection library distribution

by adding a small random perturbation to the empirical distribution {cZ /M cz} . This

step simulates slight distributional perturbations that may occur with PCR amphﬁcatlon
and also has the nice side-effect of allowing one to generate multiple replicates with slightly
different pre- and post-selection library distributions for the same set of unique sequences
{x;}M. Next, we simulate selection according to the fitness Fp: the post-selection library
distribution is determined by scaling the pre-selection distribution using {exp(Fp(x;)) M,
which ensures that the ground truth log-density ratio is proportional to the specified fitness

<logd = log ’;pp—is: X FT>. Finally, we sample from the pre- and post-selection distributions
to simulate sequencing reads, optionally truncating each read to 100 amino acids uniformly

at random to generate short reads.
In more detail, we simulated pre- and post-selection sequencing data by:

1. sampling (pP*®(z;))M| ~ Dirichlet(cy, ..., car);

2. setting
PP (1) = Z exp(Fr(xz;))p*(z;)

where Z = Zij\ill exp(Fr(z;))pP™(z;) is a normalization constant;

3. sampling pre- and post-selection sequencing counts according to

(nfre)fwl ~ Multinomial (NP (ppre(xi))f\ill) and

(nP°*)M, ~ Multinomial (NP, (5 (z;)),)
for some desired number of sequencing reads, NP*® and NP°': and, if simulating short
reads, additionally

post

4. sampling n" and n?**" contiguous 100-mers from x; uniformly at random.

B.5 Simulated dataset details

To empirically compare and contrast our MBE approach to the wLER approach in practical
settings, we sought to simulate realistic sequence libraries motivated by experimental con-
structions from recent studies. Here, we describe three specific approaches for simulating
library constructions, and detail how we used each to simulate datasets from high-throughput
selection experiments.
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Peptide insertion libraries

We simulated diversified libraries of peptide insertion sequences motivated by our work in
adeno-associated virus (AAV) capsid engineering (Chapter 2). Recall from Section 2.5 that,
in this study, we used a library of 21-mer nucleotide insertion sequences, where each codon
was independently sampled from the distribution defined by the NNK degenerate codon:
“NN” denotes a uniform distribution over all four nucleotides in the first two positions of a
codon and “K” denotes equal probability on nucleotides G and T in the third codon position.
Here, we sampled sequences from this NNK distribution to simulate three insertion libraries
containing length 21, 150, and 300 nucleotide sequences, respectively. Specifically, each
sequence is generated by sampling either 7, 50, or 100 codons independently from the NNK
distribution. To keep each of our simulated insertion datasets as similar as possible to the
experimental data from Chapter 2, we sampled sequences in this manner until we obtained a
set of 8.5 x 10° unique library sequences. We take the set {(z;, ¢;)}>5'" to be the simulated
library, where z; is the i*" unique insertion sequence and ¢; is the number of times it was
sampled from the NNK distribution before 8.5 x 10 unique sequences were generated. We
used T = 140, 1000, and 2000 to simulate ground truth epistatic fitness for the 21-mer, 150-
mer, and 300-mer insertion libraries, respectively, and simulated NP™ = NPt = 4.6 x 107
sequencing reads for each library using the process described in the previous Section B.4.

To gain insight into the effect of sequencing error on MBE and wLER, we also constructed
a noisy version of the sequencing data for the 21-mer insertion library containing simulated
sequencing errors in both the pre- and post-selection sequencing reads. Because Illumina’s
next-generation sequencers have an approximately 1% error rate and predominantly produce
substitution errors [24], we added substitution errors to each position of each simulated read
uniformly at random with probability 0.01.

avGFP mutagenesis library

Motivated by a recent study of the fitness landscape of the green fluorescent protein from
Aequorea victoria [82], we generated an avGFP library by mutating positions of the avGFP
reference sequence from Sarkisyan et al. [82] (238 amino acids long) uniformly at random.
We used a mutation rate of 10% to generate 2.5 x 107 unique library sequences. Specifically,
we generated mutated avGFP sequences—by mutating each position independently with
probability 0.01—until we obtained a set {(z;,¢;)}>%"", where each z; a unique library
sequence and ¢; is the number of times it was generated before 2.5 x 107 unique sequences
were obtained.

To simulate selection and sequencing, we used T" = 4, 760 to simulate ground truth fitness,
and generated both long-read (NP = NP*' = 4.6 x 10° to be within PacBio’s throughput
38, 74]) and short-read (NP = NP*' = 4.6 x 107 to match the dataset from Chapter 2)

sequencing data.
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A AV recombination library

We simulated a recombination library of AAV capsid sequences motivated by an AAV di-
rected evolution study [62], wherein several AAV serotypes are recombined using seven
crossovers separating eight recombination blocks. We generated library sequences by re-
combining AAV serotypes 1-9 with seven uniformly-spaced crossovers. This library contains
26,873,856 unique library sequences that are 2,253 nucleotides long. We simulated epistatic
fitness with 7' = 15, 020.

To assess the effects of the type and amount of sequencing data, we generated multiple
datasets: three long-read datasets with NP = NPt = 4.6 x 10%, 4.6 x 10*, and 4.6 x
105, respectively; one short-read dataset with NP = NP*' — 4.6 x 107; and one hybrid
dataset containing 4.6 x 103 long reads and 4.5 x 107 short reads for both pre- and post-
selection. To help gain insights into the effects of sequencing error, we also constructed a
noisy AAV recombination dataset that incorporated simulated sequencing errors into the
4.6 x 105 pre- and post-selection sequencing reads using SimLoRD [89] to simulate PacBio
SMRT sequencing errors.

B.6 Supplementary results
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Figure B.1: Simulation results for all model architectures. (a) and (b) are the same as Fig. 3.2a and b, respectively,
but display the Spearman correlation between model predictions and ground truth fitness for all model architectures.
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Figure B.2: Simulated library results with increasing long read sparsity and short reads. Compares Spearman
correlation between simulated ground truth fitness and wLER or MBE predictions on held-out sequences of interest
when models are trained using the simulated AAV recombination datasets with (a) 4.6 x 10° long reads, (b) 4.6 x 10*
long reads, (c) 4.6 x 10° long reads, (d) 4.6 x 107 short reads, and (e) a combination of 4.6 x 10° long and 4.6 x 107
short reads, and (f) the avGFP mutagenesis dataset with 4.6 x 107 short reads. Each panel compares the Spearman
correlation achieved by the wLER and MBE approaches using the same model architecture and hyper-parameters. Dot
size represents the fraction of test sequences with highest ground truth fitness used to compute Spearman correlation.
Only CNNs are included in d-f since the linear and NN models cannot operate on variable-length sequences.
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Figure B.3: Comparison of generalized Spearman correlation between simulated ground truth fitness and wLER or
MBE predictions on held-out sequences for the simulated (a) 21-mer insertion (4.6 x 107 short reads), (b) avGFP
mutagenesis (4.6 x 10° long reads), (c) AAV recombination (4.6 x 10° long reads), (d) 150-mer insertion (4.6 x 107
short reads), and (e) 300-mer insertion (4.6 x 107 short reads) datasets. In each row, the left panel displays the
performance of wLER for each model architecture, the center panel is the same as the left panel MBE, and the
rightmost panel is a paired plot version of the left and center panels.
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Figure B.4: Sequencing count histograms for simulated insertion and recombination libraries. Histogram (left) and
cumulative histogram (right) of simulated post-selection sequencing counts for the (a-b) 21-mer, 150-mer, and 300-
mer insertion datasets, and (c-d) AAV recombination datasets with 4.6 x 10°, 4.6 x 10*, and 4.6 x 10® long reads.
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Figure B.5: Generalized Spearman for prediction with simulated sequencing errors. Comparison of the Spearman
correlation between simulated ground truth fitness and wLER or MBE predictions on held-out full-length library
sequences when models are trained using the simulated (a-c) noisy 21-mer insertion (4.6 x 107 short reads) and (d-f)
noisy AAV recombination (4.6 x 10° long) datasets. The noisy 21-mer insertion dataset includes substitution errors
added to the training set at a uniform error rate of 1%, consistent with Illumina’s next-generation sequencers [24].
The noisy AAV recombination dataset contains simulated PacBio SMRT sequencing errors added to the training set
using SimLoRD [89]. In each row, the leftmost panel compares the performance of wLER for each model architecture,
the center panel is the same as the left panel for MBE, and the rightmost panel is a paired plot version of the left
and center plots.
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Figure B.6: Comparison of the correlation between simulated ground truth fitness and wLER or MBE estimates
for sequences observed during training for the simulated (a-c) 21-mer insertion (4.6 x 107 short reads), (d-f) avGFP
mutagenesis (4.6 x 10° long reads), (g-i) AAV recombination (4.6 x 10° long reads), (j-1) 150-mer insertion (4.6 x 107
short reads), and (m-o) 300-mer insertion (4.6 x 107 short reads) datasets. In each row, the left panel compares the
performance of wLER, for each model architecture, the center panel is the same as the leftmost panel for MBE, and
the right panel is a paired plot version of the left and center plots.
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Figure B.7: Simulated positive, negative, and selectivity selection results. Comparison of wLER and MBE on (left)
prediction for sequences with high ground truth positive fitness, (center) prediction for sequences with low ground
truth negative fitness, and (right) identification of selective sequences for the simulated (a-c) 21-mer insertion (4.6 x 107
short reads), (d-f) avGFP mutagenesis (4.6 x 10° long reads), and (g-i) AAV recombination (4.6 x 10° long reads)
datasets. For positive fitness, dot size represents the fraction of top test sequences according to highest ground truth
fitness. For negative fitness, dot size represents the fraction of test sequences with lowest ground truth fitness. In each
row, the rightmost panel displays ground truth selectivity (the difference between positive and negative fitness values,
A) for the top ten test sequences according to each model’s predicted selectivity (the difference between predicted
fitness values) for each of the three test folds.
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Figure B.8: Comparison of the Spearman correlation between wLER or MBE predictions and observed cLE estimates
on experimental sequencing datasets from the (a-c) AAV5 insertion library from Zhu et al. [116], (d-f) SARS-CoV-2
tiled peptide library from Huisman et al. [35], (g-i) GB1 double site saturation mutagenesis library from Olson et
al. [63], (j-1) chorismate mutase homolog library from Russ et al. [80], and (m-o0) Bgl3 random mutagenesis library
from Romero et al. [78]. In each row, the left panel compares the performance of wLER for each model architecture
restricted to a given top fraction of test sequences with highest observed cLE, the center panel is the same as the left
panel for MBE, and the right panel is a paired plot version of the left and center panels.
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Figure B.9: Low-throughput experimental property measurement predictions. Comparison of wLER and MBE
predictions and experimental property measurements from (a-b) Zhu et al. [116] (packaging titer), (c-d) Huisman
et al. [35] (IC50, half maximal inhibitory concentration), (e-f) Olson et al. [63] (Aln(K4), change in log-binding
constant), (g-h) Russ et al. [80] (log;o(kcat/Km), log-second-order reaction rate constant), and (i-j) Romero et al. [78]
(Ts0, temperature where half of the protein is inactivated in ten minutes).



APPENDIX B. SUPPLEMENTARY INFORMATION: A NEW MODEL-BASED
ENRICHMENT APPROACH 95
Table B.1: Comparison of Spearman correlation between experimental ICsy measurements from Huisman et al. [35]

and wLER predictions, MBE predictions, or reported NetMHCIIpan4.0 predictions from Huisman et al. [35]. The
100-unit NN architecture is used for the wLER and MBE methods.

Spearman p-value

MBE 0.394 0.057
wLER 0.190 0.375
NetMHCIIpan4.0 %Rank 0.275 0.193




