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We give a broad overview of Gaussian entropy inequalities, discuss their scope, analyze their structure, and introduce novel ones. Our new inequalities highlight the connection between information theoretic and analytical inequalities. We then derive a Gaussian comparison inequality that unites a bulk of pre-existing Gaussian entropy inequalities. We present the equality conditions for the Anantharam–Jog–Nair inequalities, and thus derive equality conditions for a wide class of inequalities including the entropy power inequality, the Zamir–Feder inequality, and the Brascamp–Lieb inequalities. We conclude with a discussion of the extremizers of Forward-Reverse Brascamp–Lieb inequalities.
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Chapter 1

Introduction

“A quoi sont dues les erreurs accidentelles, nous l’ignorons, et c’est justement parce que nous l’ignorons que nous savons qu’elles vont obéir à la loi de Gauss.”
- Poincaré [1912]

1.1 Gaussian

Why do we care about Gaussians? One answer might be that Gaussians show up even when we are not looking for them. Indeed, we can trace a direct path from the dawn of probability involving the correspondence of Fermat and Pascal to the discovery of Gaussians. In the 1600s, Fermat and Pascal, thinking about gambling problems, ended up discussing what would today be called binomial distributions. However, binomial probabilities can be hard to compute, so one of the earliest sightings of Gaussian functions came when De Moivre [1733] showed that

\[
\left( \frac{n}{\frac{1}{2} + d} \right)^{\frac{1}{2}} \approx \frac{2}{\sqrt{2\pi n}} e^{-\frac{2d^2}{n}}.
\]

It would only take a few years until Gaussian functions showed up again. In 1801, a suspected new planet vanished behind the Sun. Where would it emerge from? Gauss, to answer this question, assumed that the maximum likelihood estimator of a quantity from noisy i.i.d observations is the empirical mean, and derived that the error must have distribution

\[
\phi(x) = \frac{1}{\sqrt{\pi}} e^{-\frac{1}{2}x^2}
\]

which is what we now call a Gaussian function (with variance \(\frac{1}{2\pi^2}\))! We refer the reader to Stahl [2006] for the rest of the story and references.

\[\text{\textsuperscript{1}}\text{Hopefully the reader will be reassured to hear that he then predicted where the planet would emerge from, and he was right.}\]
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Elsewhere in the world, Jean Baptiste Joseph Fourier was trying to understand how heat distributes along a heated rod. He showed that locally, the heat profile along the rod satisfies

\[
\frac{\partial}{\partial t} u(t, x) = \frac{\partial^2}{\partial x^2} u(t, x)
\]

[Fourier, 1807] which we now know admits a Gaussian Green’s function. There are many other stories, ranging from Laplace’s central limit theorem Laplace [1810], to how Einstein derived Brownian motion to explain the observations of pollen movements [Einstein et al., 1905], to how Black–Scholes ended up getting Gaussians from an efficient market [Black and Scholes, 1973]. This rich variety of characterizations hint at the universality of Gaussians, so it should come as no surprise that Gaussians arose in ideas related to entropy.

1.2 Entropy

Physicists knew about the notion of entropy since the 1800s. The first mention of entropy is credited to Clausius [1865], stemming from the Greek words “en-tropie”, meaning intrinsic direction. Maxwell then connected statistics to thermodynamics, giving rise to statistical mechanics [Bernstein, 1963]. Finally, Boltzmann defined entropy as the logarithm of the number of microstates and established it on a mathematical ground. [Boltzmann, 1872]

Entropy got a whole new meaning with regards to information with the pioneering work of Shannon [1948]. He axiomatically defined the idea of entropy and he interpreted it as a measure of information. He defined the entropy of a continuous random variable \( X \) with density \( p \) as

\[
h(X) := -\int p(x) \log p(x) \, dx
\]

which is the definition we will be using throughout whenever it is well-defined. The usefulness of this definition was not purely axiomatic; it also showed up as an essential quantity while computing the rate of information that can be sent through a channel. Much like the last section, his paper ended up naturally mentioning Gaussians. For starters, Gaussians are the maximum entropy distribution subject to second moment constraints. Also, they are the standard model for white thermal noise in electrical engineering. One important observation he made was the entropy power inequality, which we defer to the next section.

1.3 Inequalities

Inequalities form the backbone of mathematics. For instance, the key relations underlying the Arithmetic–Geometric inequality can be traced all the way back to Euclid. [Steele, 2004]. This would be quite a long thesis if we were to consider all inequalities, so here onward, we do our best to specialize to Gaussian-extremized inequalities, that is, inequalities that are met with equality when one plugs in a Gaussian (function or random variable) as an
argument. While it sounds like a restricted class, note that this class includes a lot of well-known functional and geometric inequalities, including the Hölder’s inequality and the Prékopa–Leindler inequality. As a simple example, consider the claim made in the previous section that Gaussians maximize entropy subject to second moment constraints. An alternate formulation is that for all $n$-dimensional random vectors $X$

$$
\mathbb{E}|X|^2 \geq N(X) := \frac{1}{2\pi e} e^{\frac{2}{n} h(X)}
$$

with equality if and only if $X$ is an isotropic Gaussian, where $|\cdot|$ is the standard Euclidean norm on $\mathbb{R}^n$. This inequality gives that the best signal to use in an additive channel with power constraints has to be a Gaussian. Conversely, consider the entropy power inequality (EPI) which states, for independent $n$-dimensional random variables $X_1, X_2$

$$
N(X_1) + N(X_2) \leq N(X_1 + X_2)
$$

with equality if and only if $X_1$ and $X_2$ are Gaussians with proportional covariances. This inequality shows, among many other implications, that the worst-case noise in an additive channel is Gaussian.

We will save the rest of the inequalities of interest and their implications to Chapter 3, but rest assured there are quite a few of them. We would like to repeat the following idea: There is nothing in (1.2) and (1.3) that a priori suggests any extremal behavior by Gaussians. However, (1.3) has the following equivalent form; if we let $Z_i$ be an $n$-dimensional Gaussian with entropy equal to $h(X_i)$ for $i = 1, 2$, then, for independent $Z_1, Z_2$, we have

$$
h(X_1 + X_2) \geq h(Z_1 + Z_2).
$$

Turns out, we can generalize this much further. Indeed, the goal of this thesis is to give a broad overview of major pre-existing Gaussian extremizable inequalities, generalize a portion of them, and analyze their equality conditions.

### 1.4 Main results of this thesis

For the rest of the thesis, $c := (c_i)_{i=1}^k$, and $d := (d_j)_{j=1}^m$ will denote collections of non-negative scalars, and $B := (B_j)_{j=1}^m$ denotes suitably dimensioned linear maps mapping Euclidean space $E_0$ to other Euclidean spaces $(E^j)_{j=1}^m$. We will refer to a triplet $(c, d, B)$ as a datum.

#### Gaussian comparison inequality

Let $X_1, \ldots, X_k$ be random vectors with finite second moments. Let $\Pi(X_1, \ldots, X_k; \nu)$ denote the set of correlation-constrained couplings\(^2\) of these vectors. Then, we showed in Aras

\(^2\)Full definition can be found in beginning of Chapter 4.
and Courtade [2022] that there exist Gaussians $Z_1, \ldots, Z_k$ with $\dim(X_i) = \dim(Z_i)$ and $h(Z_i) = h(X_i)$ such that

$$\max_{X \in \Pi(X_1, \ldots, X_k; \nu)} \sum_{j=1}^{m} d_j h(B_j X) \geq \max_{Z \in \Pi(Z_1, \ldots, Z_k; \nu)} \sum_{j=1}^{m} d_j h(B_j Z).$$

(1.4)

Inequality (1.4) has a number of consequences. It implies the entropy power inequality, the Brascamp–Lieb inequalities, and the Barthe inequalities. An interesting corollary of (1.4) is a novel entropy power inequality for dependent random variables. In particular, by a judicious choice of parameters, we get, for $X_1, X_2 \in \mathbb{R}^d$, $\zeta \in [0, +\infty]$,

$$N(X_1) + N(X_2) + 2\sqrt{(1 - e^{-2\zeta/d})N(X_1)N(X_2)} \leq \max_{\Pi(X_1, X_2): I(X_1; X_2) \leq \zeta} N(X_1 + X_2),$$

(1.5)

where the max is over all the couplings of $X_1$ and $X_2$ satisfying the given mutual information constraint. We quickly mention that at $\zeta = 0$, this inequality reduces to the EPI, and at $\zeta = +\infty$, it implies the Brunn–Minkowski inequality by specializing to uniform random variables supported on compact sets. Quantitatively linking the Brunn–Minkowski and the EPI using only Shannon entropies had proved elusive, and had been somewhat of a looming question, which our comparison inequality answers.

By taking $\nu$ be identically zero, we recover the Anantharam–Jog–Nair inequality [Anantharam et al., 2019], which is the main inequality of interest for the second part of the thesis.

Anantharam–Jog–Nair inequality: Extremizability and structure of extremizers

Anantharam, Jog and Nair characterized the best (i.e., smallest) constant $C$ such that the entropy inequality

$$\sum_{i=1}^{k} c_i h(X_i) \leq \sum_{j=1}^{m} d_j h(B_j X) + C$$

(1.6)

holds for any choice of independent $\mathbb{R}^n$-valued random variables $X_i$ with finite entropies and second moments, $1 \leq i \leq k$, with $X := (X_1, \ldots, X_k)$.

Anantharam, Jog and Nair had left open the question of extremizability. That is, when do there exist random vectors $(X_i)_{i=1}^{k}$ such that (1.6) is met with equality, and what form do any such extremizers take?

We answer both questions in this thesis, which will be based on Aras et al. [2022]. The precise characterization of extremizers is somewhat complicated, but the general idea is easily understood in the context of a toy example. For $\lambda \in (0, 1)$, the following holds: If $(X, Y)$ is independent of $Z$, and $Y$ and $Z$ are of the same dimension, then

$$\lambda h(X, Y) + (1 - \lambda) h(Z) \leq \lambda h(X) + h(\lambda^{1/2} Y + (1 - \lambda)^{1/2} Z).$$

(1.7)
This inequality is obtained by a concatenation of subadditivity of entropy and the EPI. Restricting attention to cases where all entropies are finite, we can use known equality cases for both to assert that \( (X, Y) \) and \( Z \) are extremizers in (1.7) if and only if (i) \( X \) and \( Y \) are independent; and (ii) \( Y \) and \( Z \) are Gaussian with identical covariances.

Roughly speaking, all extremizers of the AJN inequality (1.6) resemble the above example. That is, extremizers are characterized by a rigid factorization into independent components, where some components can have any distribution, and the remaining are necessarily Gaussian with covariances that are typically linked in some way.

Just as a quick example, our results immediately imply the equality conditions for the Zamir–Feder inequality. Its extremizers are characterized by all present non-recoverable components being Gaussian [Rioul and Zamir, 2019, Theorem 1], which has a geometric interpretation that our characterization immediately captures.

**Forward-Reverse Brascamp–Lieb inequalities: Structure of extremizers**

Similar to the development above, Courtaud and Liu [2021] (see also Liu et al. [2016]) characterized the smallest constant \( D \) such that the following entropy inequality holds:

\[
\sum_{i=1}^{k} c_i h(X_i) \leq \max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^{m} d_j h(B_j X) + D
\]  

(1.8)

where we again work with \( X_i \) with finite entropies and second moments, and \( \Pi(X_1, \ldots, X_k) \) denote the set of couplings of \( (X_i)_{i=1}^k \). We give an outline of how to characterize the extremizers of this inequality for a vast class of \((c, d, B)\) that satisfy a structural assumption. The class we consider includes the Brascamp–Lieb inequalities, the Barthe inequalities, and the Barthe–Wolff inverse Brascamp–Lieb inequalities. We note that a special case of the Barthe inequalities, the Prékopa–Leindler inequality, has log-concave extremizers, so we would expect the extremizers of (1.8) to potentially have components that give rise to log-concave extremizers.

It turns out for a special set of data, the extremizers admit a factorization into independent components, where some components are arbitrary, some have to be log-concave, and the remainder are Gaussian with a particular covariance structure. We further observe another subclass where the extremizers are only some of the log-concave distributions. We recover the results of Boroczky et al. [2022] and Valdimarsson [2008], and further characterize equality conditions for the Gaussian-extremizable instances Barthe–Wolff inequality from Barthe and Wolff [2018], which were previously not known.
1.5 Outline of the thesis

We will first outline the notation that will prevail throughout the thesis in Chapter 2. We will then do a brief literature review in Chapter 3 while showing a duality between functional and entropic inequalities. In Chapter 4, we will discuss the comparison principle outlined before, and Chapter 5 will be dedicated to equality conditions of AJN inequality in detail. Finally, we reserve Chapter 6 to summarize very recent results on FRBL extremizers.

A summary of key contributions is presented below:

1. We provide a compendium for various entropic inequalities, and their relation to existing functional inequalities. As an important example, we note that the well-known Cover–Zhang inequality readily admits a generalization to include non-identically distributed random variables which we dub Cover–Zhang type inequalities. Our generalization relies on the duality between Prékopa–Leindler and Cover–Zhang type inequalities.

2. We present a Gaussian comparison inequality that unifies a broad landscape of existing entropy inequalities. As a specific example, we use our comparison inequality to interpolate between the EPI and Brunn–Minkowski just by using entropies. We extend a Gaussian saddle point property of a well-known information game to an asymmetric information game.

3. We analyze the structure of the Anantharam–Jog–Nair inequality. We outline the full connection between extremizability, geometricity, and Gaussian extremizability; and we give the full structure of the extremizers. In particular, we show that all the extremizers have a rigid independence structure, with certain factors being isotropic Gaussians. We note that this implies recent important structural results such as equality conditions for the Zamir–Feder inequality [Rioul and Zamir, 2019].

4. We give a brief overview of how to establish the extremizers for the Forward-Reverse Brascamp–Lieb inequality. We argue that the extremizers again have an induced independence structure, and in each component, they either have arbitrary distributions, or they have to be log-concave. We further note that our structural results unite the results on equality conditions of Barthe’s inequality [Boroczky et al., 2022], and the Brascamp–Lieb inequality [Valdimarsson, 2008], and further characterize equality conditions for the Gaussian-extremizable instances of Barthe–Wolff inequality [Barthe and Wolff, 2018].

Parts of the dissertation are based on Aras and Courtade [2022], Aras et al. [2022].
Chapter 2

Preliminaries

In this chapter, we will set up the main notation that we will be using throughout the thesis. In particular, we will be establishing the underlying Euclidean structure, and defining relative entropy and differential entropy.

2.1 Basic setup

Spaces

We will be working on Euclidean spaces, and to be precise, we will want to work with finite dimensional real vector spaces $E$ equipped with an inner product, which we will denote by the usual notation $x, y \in E \mapsto x^T y$. We will denote the Euclidean norm by $|\cdot|$. The (external) direct sum of finite dimensional vector spaces $(E_i)_{i=1}^k$, denoted $E_0 := \oplus_{i=1}^k E_i$, is the Cartesian product of $E_i$s. A subspace $V$ of $E_0$ is product-form if $V = \oplus_{i=1}^k V_i$ where $V_i \subset E_i$.

Remark 1. Throughout the thesis, the reader can replace $E_i$ with $\mathbb{R}^{n_i}$ where $n_i = \text{dim}(E_i)$. Similarly, the reader can thus view $E_0$ as $\oplus_{i=1}^k E_i \cong \mathbb{R}^{\sum_{i=1}^k n_i}$. Referring to the spaces more abstractly helps to clearly identify them in discussion.

Note that we have a few canonical maps that come from this construction. The identity map, denoted $\text{id}_E$, is the identity map $E \rightarrow E$. A vector $x \in E_0$ will frequently be written in its coordinate representation $x = (x_1, \ldots, x_k)$, where $x_i = \pi_{E_i}(x)$, $1 \leq i \leq k$, is the natural coordinate projection of $E_0$ onto $E_i$s. We will also rely on (orthogonal) projections and restricted projections. If $V$ is a subspace of a Euclidean space $E$, then we say the linear map $P_V : E \rightarrow E$ is an orthogonal projection if $P_V^2 = P_V = P_V^T$. Finally, we have the restricted projection map $\pi_V : E \rightarrow V$ if $P_V = \pi_V^T \pi_V$. Note that the restricted projection map notation agrees with the coordinate projections. We will need the set of quadratic forms on $E$, denoted $\mathcal{S}(E)$, which consists of symmetric bilinear forms defined on $E$. We will also

\[\footnote{We will slightly alter this definition in Chapter 6.}\]
need to consider the set of positive definite quadratic forms on $E$, denoted $S^+(E)$, which are quadratic forms that are strictly positive; and the set of positive semi-definite ones, denoted $S^+_0(E)$ which is when the quadratic form is allowed to be zero for non-zero inputs.

If $(A_i : E_i \to E_i)^k_{i=1}$, are linear maps, then the direct sum of operators $A = \oplus_{i=1}^k A_i$ is a linear map from $E_0$ to itself and, without confusion, can be denoted as the block-diagonal operator

$$A = \text{diag}(A_1, \ldots, A_k).$$

So, as an example of the above, we have $\text{id}_{E_0} = \oplus_{i=1}^k \text{id}_{E_i} \equiv \text{diag}(\text{id}_{E_1}, \ldots, \text{id}_{E_k})$. Again, this is all compatible with the representation of linear operators as matrices. Lastly, if $K_i \in S^+_0(E_i)$, $1 \leq i \leq k$, then we let $\Pi(K_1, \ldots, K_k)$ denote the subset of $S^+_0(E_0)$ consisting of those matrices $K$ such that

$$\pi_{E_i} K \pi_{E_i}^T = K_i, \quad \forall 1 \leq i \leq k.$$

**Gaussians**

It is useful to define what is meant by a Gaussian, as we will be relying on them throughout. For a given space $E$, $\mu \in E$, $\Sigma \in S^+_0(E)$, a Gaussian distribution defined on $E$ denoted by $\gamma(\mu, \Sigma)$, or $N(\mu, \Sigma)$, is a distribution such that if $Z \sim \gamma(\mu, \Sigma)$, then $\mathbb{E}[e^{it^TZ}] = e^{-t^T \Sigma t + it^T \mu}$. We reserve $\gamma$ to refer to a Gaussian. Furthermore, we will use the shorthand $\gamma_E \equiv \gamma(0, \text{id}_E)$, and this distribution is referred to as the standard Gaussian distribution on $E$. We will also use the shorthand $\gamma_i \equiv \gamma_{E_i}$. Note that a standard Gaussian admits a density $\propto e^{-\frac{|x|^2}{2}}$. We will occasionally refer to functions that are proportional to Gaussian densities as Gaussian functions.

**Measures and couplings**

We will equip $E_i$s (and $E_0$) with their Borel $\sigma$-algebras. We will denote the set of all signed measures on $E_0$ as $M(E_0)$, and the set of all positive measures as $M^+(E_0)$. Let $(X_i)^k_{i=1}$ be random vectors defined on $(E_i)^k_{i=1}$. We say that $X$, a random variable on $E_0$, is a coupling of $X_1, \ldots, X_k$ if the law of $\pi_i(X)$ is the same as the law of $X_i$ for all $i \in [k]$. We denote the set of couplings by $\Pi(X_1, \ldots, X_k)$. Note that this overloaded notation is consistent with our notation for matrices. Indeed, if $X_i \sim N(0, K_i)$, $1 \leq i \leq k$, then $X \sim N(0, K)$ is a coupling in $\Pi(X_1, \ldots, X_k)$ if and only if $K \in \Pi(K_1, \ldots, K_k)$. In any integral where the measure is unspecified (i.e. $\int_V f$), the integration is done with respect to Lebesgue measure on the space $V$ specified by the context.
2.2 Shannon information quantities

Kullback–Leiber divergence and differential entropy

Let \( \mu, \nu \) be probability measures on \( E \). We define the Kullback–Leiber (KL) divergence (also referred to as relative entropy) to be

\[
D(\mu \| \nu) := \begin{cases} 
\int_E \frac{d\mu}{d\nu} \log \left( \frac{d\mu}{d\nu} \right) d\nu & \text{if } \mu \ll \nu \\
+\infty & \text{otherwise.}
\end{cases}
\]

The celebrated result by Donsker and Varadhan [1983] allows writing KL divergence as a supremum:

\[
D(\mu \| \nu) := \sup_{f \in C_b(E)} \left\{ \int_E f d\mu - \log \int_E e^f d\nu \right\}
\]

where we can take \( C_b(E) \) to be continuous, bounded, real-valued functions on \( E \). We note that the quantity inside the sup is weakly continuous in \( \mu \) for a fixed \( \nu \), and suprema of weakly continuous functions being lower semi-continuous immediately implies lower semi-continuity of KL divergence. If \( X \) has law \( \mu \), and \( Y \) has law \( \nu \), we will regularly use the shorthand \( D(X \| Y) \equiv D(\mu \| \nu) \).

A particularly important property of KL divergence, that results from its joint convexity with respect to \( (\mu, \nu) \), is the data processing inequality, which says that for any measurable map between two measurable spaces \( T : E \to E' \),

\[
D(T \# \mu \| T \# \nu) \leq D(\mu \| \nu).
\]

Let \( X \) be a random variable with law \( \mu \) having density \( f \) with respect to the Lebesgue measure on \( E \). We will define the differential entropy as follows:

\[
h(\mu) \equiv h(X) = -\int_E f \log f
\]

provided the integral is well-defined in the Lebesgue sense. This will always be the case in our settings. Much like KL divergence, differential entropy also admits a variational formula:

\[
h(\mu) = \inf_f \left\{ \log \int_E e^f - \int_E f d\mu \right\}
\]

where the infimum over \( f \) is taken for measurable \( f : E \to \mathbb{R} \) bounded from above. We let \( \mathcal{P}(E) \) denote probability measures with finite entropy and second moment, and we let \( \mathcal{G}(E) \) denote the subset of \( \mathcal{P}(E) \) that consists of Gaussian measures. When there is no cause for ambiguity, we adopt the hybrid notation where a random vector \( X \) and its law \( \mu \) are denoted interchangeably. So, for example, writing \( X \in \mathcal{P}(E) \) means that \( X \) is a random vector taking values in \( E \), having finite entropy and finite second moments. We use this
notation to emphasize that we are restricting our domain of interest; we do not make any
claims of having results for more general distributions.

Related to differential entropy, we will define the **entropy power** of a random variable
in $E$, which is

$$N(X) := \frac{1}{2\pi e} e^{\frac{2}{\dim(E)} h(X)}.$$ 

One can view $N(X)$ as sort of a volume, which is highlighted by

$$\mathbb{E}|X|^2 \geq N(X)$$

with equality iff $X \sim N(0, \sigma^2 \text{id}_E)$ for some $\mu \in E$, $\sigma^2 \in \mathbb{R}_+$. While at it, we note another
special aspect of Gaussians that we will be using multiple times. Relative entropy of
$\mu$ with respect to $\gamma_E$ is given by the differential entropy of $\mu$ and a second-moment term:

$$D(\mu \parallel \gamma_E) = -h(\mu) - \frac{1}{2}(\mathbb{E}_{X \sim \mu} |X|^2 - d \log 2\pi) \quad (2.3)$$

Proof. Let $f := \frac{d\mu}{d\lambda}$, where $\lambda$ is the Lebesgue measure on $E$. We note that $\frac{d\mu}{d\gamma_E} = \frac{d\mu}{d\gamma_E}$, so we can write

$$D(\mu \parallel \gamma_E) = \int_E f \log f \frac{f}{\sqrt{2\pi} e^{-\frac{|x|^2}{2}}} = \int_E f \log f \left[ -h(X) - \frac{1}{2}(|\mathbb{E}_\mu|X|^2 + d \log(2\pi)) \right].$$

Remark 2. Note that if $\mu$ and $\gamma_E$ have the same mean and second moments, $(2.3)$ can be
simplified to $h(Z) - h(X)$, where $Z$ is the standard Gaussian on $E$.

We will finally define two other quantities that the reader will run into while reading this
thesis. For a random pair $(X, Y) \in \mathcal{P}(E_1 \oplus E_2)$, we can define their **mutual information**
as

$$I(X; Y) = h(X) + h(Y) - h(X, Y).$$

Note that $I(X; Y)$ admits a simple expression using KL divergence as well. In particular,
if $X$ and $Y$ have laws $\mu$ and $\nu$ respectively and their joint law is $\zeta$, we have

$$I(X; Y) = D(\zeta \parallel \mu \times \nu)$$

where we use $\mu \times \nu$ to denote the product measure. Note that this form immediately implies
that $I(X; Y) = 0$ iff $X$ and $Y$ are independent.
Finally, we remind the reader that information theorists sometimes refer to $L^p$ norms of functions via so-called Rényi entropies. If $f \in L^p(\mathbb{R})$ is the density of a random variable $X$ for some $p > \mathbb{R}^+ \setminus \{1\}$, then the Rényi entropy of $X$ is given by

$$h_p(X) := \frac{p}{1-p} \log \|f\|_p.$$

Under mild conditions, $h_p$ converges to Shannon entropy as $p \to 1$. Note that Rényi entropies do not satisfy many nice properties of Shannon entropies, such as subadditivity, and in most information theoretic applications, Shannon entropies, and not Rényi entropies appear naturally. See the survey by Van Erven and Harremos [2014] for more properties of Rényi entropies and divergences.

We end this section with a few basic examples of Shannon entropies.

**Example 3** (Entropy of a Gaussian distribution). Let $\gamma \sim N(\mu, \Sigma)$ for some $\mu \in \mathbb{E}$, $\Sigma \in \mathbb{S}^+(\mathbb{E})$

$$h(\gamma) = \frac{1}{2} \log \det (2\pi e \Sigma).$$

**Example 4** (Entropy of a uniform distribution). Let $X$ be uniformly distributed over a measurable set $S$ in $\mathbb{E}$ with nonzero finite measure $|S|$,

$$h(X) = -\int_{E} \frac{1}{|S|} \log \frac{1}{|S|} = \log |S|.$$

We remark that uniform distributions maximize entropy subject to a support constraint.
Chapter 3

Examples of Gaussian Inequalities

In this chapter, we will lay out some of the existing inequalities, with a particular emphasis on chains of implications. We will demonstrate how entropic inequalities naturally give rise to statistical, geometric and functional inequalities. We will also showcase the power of the variational principle for entropy by going between functional inequalities and entropic ones.

3.1 Entropic examples

Entropy power inequality

Let us set the stage with the inequality that has been around since the inception of information theory, the entropy power inequality (EPI):

**Theorem 5 (EPI).** Let $X$ and $Y$ be independent random vectors in $\mathcal{P}(\mathbb{R}^n)$. Then,

$$N(X) + N(Y) \leq N(X + Y).$$  \hspace{1cm} (3.1)

This inequality was first observed by Shannon [1948], and rigorously proved by Stam [1959], Blachman [1965]. As such, it is sometimes referred to as the Shannon–Stam inequality. Later on, Lieb observed an equivalent form in the context of statistical mechanics:

**Theorem 6 (Lieb [1990]).** Let $X$ and $Y$ be independent random vectors in $\mathcal{P}(\mathbb{R}^n)$. Then, for all $\lambda \in [0, 1],$

$$\lambda h(X) + (1 - \lambda) h(Y) \leq h(\sqrt{\lambda}X + \sqrt{(1 - \lambda)Y}).$$

The entropy power inequality is used throughout information theory to characterize capacities of various channels, such as broadcast channels [Bergmans, 1974, Weingarten et al., 2006, Mohseni and Cioffi, 2006], wiretap channels [Leung-Yan-Cheong and Hellman, 1978, Tekin and Yener, 2006], and interference channels [Costa, 1985]. The reader interested in
applications of the entropy power inequality in information theory are referred to the introduction of Rioul [2010] and references therein. The EPI also has found use and extensions in convex geometry. [Madiman et al., 2017]

Throughout the years, information theorists have developed more refined versions of the EPI. Costa [1985] fixed one of the variables to be a Gaussian to strengthen the EPI (see also Villani [2000]), which was further strengthened by Courtade [2017] to give a concise proof of the rate region for the two-encoder quadratic Gaussian source coding problem. Artstein et al. [2004] developed yet another strong EPI that they used to show monotonicity of entropy along the sequence of standardized sums appearing in the classical central limit theorem. Another generalization was given by Zamir and Feder [1993] which can be stated as follows: Let \(X = (X_1, \ldots, X_k)\) be a random vector in \(\mathbb{R}^k\) with independent coordinates \((X_i)_{i=1}^k\). If \(Z = (Z_1, \ldots, Z_k)\) is a Gaussian vector with independent coordinates \((Z_i)_{i=1}^k\) and entropies satisfying 
\[
h(Z_i) = h(X_i), \quad 1 \leq i \leq k,
\]
then for any linear map \(B : \mathbb{R}^k \to \mathbb{R}^n\), we have
\[
h(BX) \geq h(BZ). \tag{3.2}
\]

A generalization of the Zamir–Feder inequality is given by Anantharam et al. [2019].

The Anantharam–Jog–Nair inequality

We remind the reader of the definition of a datum given in Section 1.4. For a datum \((c, d, B)\), Anantharam, Jog and Nair (AJN) characterized the best (i.e., smallest) constant \(C_{AJN}(c, d, B)\) such that the entropy inequality
\[
\sum_{i=1}^k c_i h(X_i) \leq \sum_{j=1}^m d_j h(B_j X) + C_{AJN}(c, d, B) \tag{3.3}
\]
holds for any choice of independent random vectors \(X_i \in \mathcal{P}(E_i), 1 \leq i \leq k\), with \(X := (X_1, \ldots, X_k)\). This inequality unifies the Zamir–Feder inequality (3.2) (and consequently Shannon–Stam inequality (3.1)), and the entropic formulation of the (Euclidean) Brascamp–Lieb inequalities \(^1\) under a common framework. In particular, Anantharam, Jog and Nair showed that the best constant can be computed by considering only Gaussian \(X_i\)’s, and gave necessary and sufficient conditions for finiteness. As we will be working with their inequality extensively, we present their main result thoroughly below:

**Theorem 7** (Anantharam et al. [2019]). Fix a datum \((c, d, B)\). For any independent random vectors \(X_i \in \mathcal{P}(E_i), 1 \leq i \leq k\) and \(X = (X_1, \ldots, X_k)\),
\[
\sum_{i=1}^k c_i h(X_i) - \sum_{j=1}^m d_j h(B_j X) \leq C_g(c, d, B), \tag{3.4}
\]

\(^{1}\)that we will further present in Theorem 16
where \( C_g(c, d, B) \) is defined as the supremum of the LHS over independent Gaussian vectors \((X_i)_{i=1}^k\). Moreover, the constant \( C_g(c, d, B) \) is finite if and only if the following two conditions are satisfied.

(i) **Scaling condition:** It holds that

\[
\sum_{i=1}^k c_i \dim(E_i) = \sum_{j=1}^m d_j \dim(E_j). \tag{3.5}
\]

(ii) **Dimension condition:** For all product-form subspaces \( T \subset E_0 \),

\[
\sum_{i=1}^k c_i \dim(\pi_{E_i}T) \leq \sum_{j=1}^m d_j \dim(B_jT). \tag{3.6}
\]

**Cover–Zhang**

If we relax the independence assumption between the random variables, then the EPI as stated cannot hold (nor should one expect it to hold). However, considering the couplings between random variables gives rise to a similar inequality. We will first give the original form of the Cover and Zhang [1994] result.

**Theorem 8** (Cover–Zhang). Let \( X, X' \) be random variables in \( \mathcal{P}(\mathbb{R}) \) with a common density \( f \). Then, the inequality

\[
h(2X) \leq \max_{\Pi(X, X')} h(X + X')
\]

holds with equality iff \( f \) is log-concave.

**Remark 9.** The notation \( \max_{\Pi(X, X')} h(X + X') \) indicates the entropy is maximized over all couplings of \( X, X' \). This notation is consistent with that commonly employed in the literature of optimal transport [Villani, 2003].

We can actually generalize this result to include non-identically distributed random variables.

**Theorem 10** (Cover–Zhang type inequalities). Let \( X \) and \( Y \) be random vectors in \( \mathcal{P}(\mathbb{R}^n) \), and \( \lambda \in (0, 1) \)

(i) The following inequality holds:

\[
\lambda h(X) + (1 - \lambda) h(Y) \leq \max_{\Pi(X, Y)} h(\lambda X + (1 - \lambda) Y)
\]

(ii) Equality holds iff \( X - \mathbb{E}X \) and \( Y - \mathbb{E}Y \) are identically distributed with a log-concave distribution.
We defer an informal proof to the appendix. We will however note that this inequality is a dual form of the Prékopa–Leindler (PL) inequality that we recall here for convenience: given $\lambda \in [0, 1]$ and non-negative $f, g, h \in L^1(\mathbb{R}^n)$, satisfying
\[ h(\lambda x + (1 - \lambda)y) \geq f^\lambda(x)g^{1-\lambda}(y) \quad \forall x, y \in \mathbb{R}^n, \]
we have
\[ \left( \int_{\mathbb{R}^n} f \right)^\lambda \left( \int_{\mathbb{R}^n} g \right)^{1-\lambda} \leq \int_{\mathbb{R}^n} h. \]

Equality conditions for the Prékopa–Leindler inequality have been shown in Dubuc [1977], which also requires log-concavity. An immediate corollary of Theorem 10 is the Brunn–Minkowski inequality [Brunn, 1887, Minkowski, 1910].

**Theorem 11** (Brunn–Minkowski). Let $\lambda \in (0, 1)$, and $K$ and $L$ be compact subsets of $\mathbb{R}^n$. Then, we have
\[ \lambda V(K)^{1/n} + (1 - \lambda)V(L)^{1/n} \leq V(\lambda K + (1 - \lambda)L)^{1/n}. \]
Moreover, in the case that $K, L$ have non-empty interior, equality holds iff $K, L$ are convex, with $K = L + x_0$ for some $x_0 \in \mathbb{R}^n$.

**Proof of Theorem 11.** Take $X$ and $Y$ to be uniform on compact sets $K, L \subset \mathbb{R}^n$ that have non-empty interior and note that for any coupling of $X$ and $Y$, $\lambda X + (1 - \lambda)Y$ has to be supported on $\lambda K + (1 - \lambda)L$. Note that $K, L$ having non-empty interiors ensures $h(X), h(Y) > -\infty$, and compactness ensures the boundedness of second moments of $X$ and $Y$, and $h(X), h(Y) < \infty$. Thus, we see that $X$ and $Y$ are in $\mathcal{P}(\mathbb{R}^n)$. Now, invoking Theorem 10, we get
\[ V(K)^\lambda V(L)^{1-\lambda} \leq \max_{P(X,Y)} h(\lambda X + (1 - \lambda)Y) \leq V(\lambda K + (1 - \lambda)L). \]

This is equivalent to the form given above by a simple rescaling of sets [Madiman et al., 2017]. The equality condition follows immediately from Theorem 10.

The implications of Brunn–Minkowski inequality are numerous [Gardner, 2002, Barthe, 2006]. It is a foundational inequality in convex geometry.

**Remark 12.** It has long been observed that there is a striking similarity between the Brunn–Minkowski inequality and the EPI (see, e.g., Costa and Cover [1984] and citing works). It is well-known that each can be obtained from convolution inequalities involving Rényi entropies (e.g., the sharp Young inequality [Brascamp and Lieb, 1976, Lieb, 1990], or rearrangement inequalities [Wang and Madiman, 2014]), when the orders of the involved Rényi entropies are taken to the limit 0 or 1, respectively.
3.2 Functional examples

Brascamp–Lieb Inequalities

Hölder’s inequality, the sharp Young inequalities and the Loomis–Whitney inequality are all special cases of a wide class of functional inequalities commonly known as Brascamp–Lieb inequalities.

**Definition 13** (Brascamp–Lieb inequalities). Define $C_{BL}(d, B)$ as the smallest constant such that the following inequality is true for all non-negative $f_j \in L^1(E^j), 1 \leq j \leq m$:

$$
\int_{E_0} \prod_{j=1}^m f_j^{d_j} (B_j x) \, dx \leq e^{C_{BL}(d,B)} \prod_{j=1}^m \left( \int_{E^j} f_j \right)^{d_j}. \tag{3.7}
$$

Inequalities of the form (3.7) are referred to as Brascamp–Lieb inequalities

Brascamp and Lieb [1976] proved that $C_{BL}(d, B)$ can be computed by considering Gaussian functions for $(f_i)_{i=1}^k$ sharing the same domain $E^j$. They then used it to show sharp Young’s inequality (that Beckner [1975] had shown a bit prior), and Nelson’s hypercontractivity [Nelson, 1973]. Then, Lieb [1990] generalized to arbitrary $(B_j, E_j)_{j=1}^m$.

Beyond the applications listed, the Brascamp–Lieb inequality has been used in Ball [1989] to compute and give bounds on volumes of various convex sets. The Brascamp–Lieb inequality has also seen a surge of interest from theoretical computer scientists [Garg et al., 2017], ranging from robust subspace recovery [Hardt and Moitra, 2013], to analyzing determinants of submatrices [Nikolov and Singh, 2016].

Of course, with such a high amount of interest, it is tempting to ask various structural questions, such as decomposability, extremizability, and finiteness. Bennett et al. [2008] addresses them to great detail. In particular, they develop a precise notion of criticality that essentially allows decomposing any BL inequality into inequalities on smaller spaces. They further establish the idea of geometricity; in particular, when the linear maps behave like projections and abide by a frame condition, one can get an orthogonal decomposition of the underlying space into critical subspaces. Finally, a major result is that for Brascamp–Lieb inequalities, geometricity, Gaussian-extremizability and extremizability are all equivalent modulo an equivalence that amounts to a linear change of variables. We refer the reader to Carbery [2007] for a gentle summary of the main results in Bennett et al. [2008]. One question they left unanswered was the structure of all extremizers of Brascamp–Lieb inequalities, which was answered by Valdimarsson [2008].

We would be remiss to not mention the diversity of proof techniques used in the literature. The original paper of Brascamp and Lieb [1976] used rearrangement inequalities, and Lieb [1990] used a doubling argument show Gaussian-extremizability. Barthe [1998] used an optimal transport argument, and Bennett et al. [2008] used a heat flow argument. In discussing equality conditions, Valdimarsson [2008] analyzed the stationary behavior of an appropriate heat flow where the analysis further relied on properties of Fourier transforms.
of tempered distributions. Later on, Lehec [2013] used Föllmer drifts (Appendix A) to give a concise proof in the geometric setting. All of these techniques are fundamentally reliant on various characterizations of Gaussians.

**Barthe’s Reverse Brascamp–Lieb Inequalities**

Given that the Brascamp–Lieb inequality has seen so much attention, it should come as no surprise that their reverse versions, namely Barthe’s Reverse Brascamp–Lieb Inequalities are just as influential. We start out with their definition:

**Definition 14.** Let \( f_i \in L^1(E_i), 1 \leq i \leq k \), be non-negative functions, \( B_i : E_i \to E^1, 1 \leq i \leq k \), be linear maps, and \( h : E^1 \to \mathbb{R} \) be a measurable function that satisfies

\[
\prod_{i=1}^{k} f_i^{c_i}(x_i) \leq h(\sum_{i=1}^{k} c_i B_i x_i) \quad \forall x_i \in E_i, i = 1, \ldots, k.
\]

Define \( C_{RBL}(d, B) \) as the smallest constant such that the following inequality is true for all such \((f_i)_{i=1}^{k}, h:\)

\[
\prod_{i=1}^{k} \left( \int_{E_i} f_i \right)^{c_i} \leq e^{C_{RBL}(d, B)} \int_{E} h.
\]  

Inequalities of the form (3.8) are referred to as Barthe’s (Reverse Brascamp–Lieb) inequalities.

**Remark 15.** One can pick \( h(y) := \sup x = \sum c_i B_i x_i \prod_{i=1}^{k} f_i^{c_i}(x_i) \) whenever \( h \) is measurable. The theorem was originally stated using outer integrals [Barthe, 1998].

Barthe [1998] showed that the smallest constant \( C_{RBL}(d, B) \) in the inequality above can be computed by considering Gaussian functions. While doing so, he gave an optimal transport proof that proved both Brascamp–Lieb and the reverse form (3.8). Note that it is easy to see that (3.8) implies the Prékopa–Leindler inequality.

Furthermore, Barthe’s inequality has been used in convex geometry by Ball [1989]. Similar to Brascamp–Lieb, the structure and the form of extremizers has been studied by Boroczky et al. [2022].

### 3.3 Entropic duality and Forward-Reverse Brascamp–Lieb inequalities

We start this section by noting that Lieb [1978] outlined a connection between the EPI and the sharp Young’s inequality, through the realization of Shannon entropy as the limit of certain \( L^p \) norms. This idea was placed into information theory context thanks to Dembo
et al. [1991]. Later on, Carlen et al. [2004] went essentially the other way, deducing a sharp Young inequality from certain sharp entropy inequalities. This connection between functional and entropic inequalities was demystified by Carlen and Cordero-Erausquin [2009] when they highlighted the Legendre duality principle between the Brascamp–Lieb inequalities and their entropic dual inequalities:

**Theorem 16 (Entropic Brascamp–Lieb Inequalities).** For all $X \in \mathcal{P}(E_0)$

$$h(X) \leq \sum_{j=1}^{m} d_j h(B_j X) + C_{BL}(d, B),$$

with $C_{BL}(d, B)$ defined as in (3.7)

Afterwards, Lehec [2013] has provided simultaneous proofs of functional and entropic inequalities through Föllmer drifts, and this duality between functional and entropic inequalities was further extended in Liu et al. [2016] to give the proof of a general inequality that implies the other inequalities in this chapter.

**Forward-Reverse Brascamp–Lieb Inequalities**

Liu et al. [2016] established the Forward-Reverse Brascamp–Lieb inequalities. Later on Courtade and Liu [2021] established the necessary conditions for finiteness, and gave the full structural analysis. We give the main result of Courtade and Liu [2021] below:

**Theorem 17.** Fix a datum $(c, d, B)$. For random vectors $X_i \in \mathcal{P}(E_i), 1 \leq i \leq k$, we have

$$\sum_{i=1}^{k} c_i h(X_i) \leq \max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^{m} d_j h(B_j X) + D_g(c, d, B).$$

(3.9)

Moreover, the constant $D_g(c, d, B)$ is finite if and only if the following two conditions hold.
(i) Scaling condition: It holds that

\[ \sum_{i=1}^{k} c_i \dim(E_i) = \sum_{j=1}^{m} d_j \dim(E^j). \]  \hspace{1cm} (3.10)

(ii) Dimension condition: For all subspaces \( T_i \subset E_i \), \( 1 \leq i \leq k \),

\[ \sum_{i=1}^{k} c_i \dim(T_i) \leq \sum_{j=1}^{m} d_j \dim(B_j T), \quad \text{where} \ T = \oplus_{i=1}^{k} T_i. \]  \hspace{1cm} (3.11)

Remark 18. Note that if \( X_i \in \mathcal{G}(E_i) \), then the maximum coupling in (3.9) is a joint Gaussian, as joint Gaussians maximize entropy subject to second moment constraints. (In particular, for any \( X \in \Pi(X_1, \ldots, X_k) \), we can take a Gaussian coupling \( X_g \in \Pi(X_1, \ldots, X_k) \) with \( \text{cov}(X_g) = \text{cov}(X) \), which ensures that \( \text{cov}(B_j X_g) = \text{cov}(B_j X) \) for all \( j = 1, \ldots, m \).

By a suitable choice of datum \((c, d, B)\), and with appropriate regularization, this implies all the entropic inequalities we have seen in this chapter so far. Of note, we recall from Liu et al. [2018], Courtade and Liu [2021] that Theorem 17 has the following equivalent (dual) functional form.

**Theorem 19.** Fix a datum \((c, d, B)\). If measurable functions \( f_i : E_i \to \mathbb{R}^+ \), \( 1 \leq i \leq k \) and \( g_j : E^j \to \mathbb{R}^+ \), \( 1 \leq j \leq m \) satisfy

\[ \prod_{i=1}^{k} f_i^{c_i}(\pi_{E_i}(x)) \leq \prod_{j=1}^{m} g_j^{d_j}(B_j x) \quad \forall x \in E_0, \]  \hspace{1cm} (3.12)

then

\[ \prod_{i=1}^{k} \left( \int_{E_i} f_i(x_i) \, dx_i \right)^{c_i} \leq e^{D_g(c, d, B)} \prod_{j=1}^{m} \left( \int_{E^j} g_j(y_j) \, dy_j \right)^{d_j}. \]  \hspace{1cm} (3.13)

Moreover, the constant \( D_g(c, d, B) \) is best possible.

By changing \((c, d, B)\), this implies many geometric inequalities such as the Brascamp–Lieb inequalities [Brascamp et al., 1974, Brascamp and Lieb, 1976, Lieb, 1990], and the Barthe inequalities discussed before. Even beyond them, it includes the sharp reverse Young inequality [Brascamp and Lieb, 1976], the Chen–Dafnis–Paouris inequalities [Chen et al., 2015], and a form of the Barthe–Wolff inequalities [Barthe and Wolff, 2018]. Readers are referred to Courtade and Liu [2021] for a more detailed account of these implications and further references. An important result we want to discuss is the general entropic duality principle that holds for Forward-Reverse Brascamp Inequalities. Namely, Theorems 17 and
19 are formally equivalent via Fenchel–Rockafellar duality [Courtade and Liu, 2021]. Theorem 16 is one such example, and as stated before, Theorem 10 (i) is the entropic dual of the Prékopa-Leindler inequality. Here, we want to note that Theorem 19 follows from Theorem 17 by weak duality. The other direction is more difficult, relying on strong duality for convex functions. Hence, the entropic version (Theorem 17) can be regarded as a formally stronger result.

Remark 20. It has been brought to our attention by Courtade [2023] that the Gaussian saturation property of (3.4) follows from the Gaussian saturation property of the Brascamp–Lieb inequalities. To give a highlight of the argument, let $X_i \in \mathcal{P}(E_i)$ for $i = 1 \leq i \leq k$ and consider the following instances of the Brascamp–Lieb inequalities for any $X' \in \Pi(X_1, \ldots, X_k)$ indexed by $\lambda \geq 0$:

\[(1 + \lambda) h(X') \leq \sum_{j=1}^{m} d_j h(B_j X') + \lambda \sum_{i=1}^{k} h(X_i) + C_\lambda. \tag{3.14}\]

Note that $C_\lambda \geq C_{AJN}(c, d, B)$ for any $\lambda \geq 0$ where $C$ is the upper bound given in (3.3), that is

\[C_\lambda \geq C_{AJN}(c, d, B) := \sup \{ \sum_{i=1}^{k} h(X_i) - \sum_{j=1}^{m} d_j h(B_j X) \},\]

where the supremum is taken over all $X_i \in \mathcal{P}(E_i)$ for $i = 1 \leq i \leq k$, and $X$ is their independent coupling. One can further show $\lim_{\lambda \to \infty} C_\lambda = C_{AJN}(c, d, B)$ using the Gaussian saturation property for finite $\lambda$ [Lieb, 1990]. In particular, this shows the Gaussian saturation property of AJN data $(c, d, B)$, when the $c$ is the all ones vector. One can get to the general AJN data by normalizing to ensure $c_i \leq 1$, and adding $(1 - c_i) h(X_i)$ for all $1 \leq i \leq k$. Furthermore, the finiteness conditions on the Brascamp–Lieb inequalities from Bennett et al. [2008] go through the same argument, recovering (3.5) and (3.6). Note that the characterization of extremizers do not pass through this limiting argument.
Figure 3.1: A depiction of landscape of a few major entropic inequalities. A solid arrow from $A$ to $B$ means that $A$ implies $B$. 
Chapter 4

Gaussian Comparisons

In this chapter, we establish a general class of entropy inequalities that take the concise form of Gaussian comparisons. The main result unifies many classical and recent results discussed in Chapter 3, including the Shannon–Stam inequality, the Brunn–Minkowski inequality, the Zamir–Feder inequality, the Brascamp–Lieb and Barthe inequalities, the Anantharam–Jog–Nair inequality, and others.

For \( X \in \Pi(X_1, \ldots, X_k) \) and \( S \subseteq \{1, \ldots, k\} \), we define the \( S \)-correlation
\[
I_S(X) := \sum_{i \in S} h(X_i) - h(\pi_S(X)),
\]
where we let \( \pi_S \) denote the canonical projection of \( E_0 \) onto \( \bigoplus_{i \in S} E_i \). To avoid ambiguity, we adopt the convention that \( I_{\emptyset}(X) = 0 \). Observe that that \( I_S \) is the relative entropy between the law of \( \pi_S(X) \) and the product of its marginals, so is always nonnegative. Moreover, \( I_S(X) = 0 \) iff \((X_i)_{i \in S}\) are independent.

For a given constraint function \( \nu : 2^{\{1,\ldots,k\}} \to [0, +\infty] \), and \( X_i \in \mathcal{P}(E_i), 1 \leq i \leq k \), we can now define the set of correlation-constrained couplings
\[
\Pi(X_1, \ldots, X_k; \nu) := \{ X \in \Pi(X_1, \ldots, X_k) : I_S(X) \leq \nu(S) \text{ for each } S \in 2^{\{1,\ldots,k\}} \}.
\]

With notation established, our main result is the following.

**Theorem 21.** Fix \((d, B)\) and \( \nu : 2^{\{1,\ldots,k\}} \to [0, +\infty] \). For any \( X_i \in \mathcal{P}(E_i), 1 \leq i \leq k \), there exist \( Z_i \in \mathcal{G}(E_i) \) with \( h(Z_i) = h(X_i), 1 \leq i \leq k \) satisfying
\[
\max_{X \in \Pi(X_1, \ldots, X_k; \nu)} \sum_{j=1}^m d_j h(B_j X) \geq \max_{Z \in \Pi(Z_1, \ldots, Z_k; \nu)} \sum_{j=1}^m d_j h(B_j Z). \tag{4.1}
\]

\(^1\)The \( S \)-correlation \( I_S \) seems to have no generally agreed-upon name, and has been called different things in the literature. Our choice of terminology reflects that of Watanabe [1960], who used the term total correlation to describe \( I_S \) when \( S = \{1, \ldots, k\} \). However, it might also be called \( S \)-information, to reflect the “multi-information” terminology preferred by some (see, e.g., Csiszár and Körner [2011]).
Remark 22. The special case where \( \dim(E_i) = 1 \) for all \( 1 \leq i \leq k \) appeared in the earlier work by Aras and Courtade [2021].

Remark 23. Note that certain \( \nu \) can have redundant constraints due to submodularity of entropy.

Observe that when \( m = 1, \nu \equiv 0 \) and \( \dim(E_i) = 1 \) for all \( 1 \leq i \leq k \), we recover the Zamir–Feder inequality (3.2). Indeed, taking \( \nu \equiv 0 \) renders the set of couplings equal to the singleton consisting of the independent coupling, and the one-dimensional nature of the \( E_i \)'s means that the variances of the \( Z_i \)'s are fully determined by the entropy constraints. Hence, it is clear that Theorem 21 generalizes the Zamir–Feder inequality (3.2).

As a second and slightly more substantial example, we explain the connection between the EPI and the Brunn–Minkowski inequality alluded to in the introduction. Denote the entropy power of \( X \in \mathcal{P}(\mathbb{R}^n) \) by

\[
N(X) := \frac{1}{2\pi e} e^{2h(X)/n}.
\]

For a coupling \( X = (X_1, X_2) \), note that the mutual information \( I(X_1; X_2) \) is equal to \( I_S(X) \) with \( S = \{1, 2\} \).

Corollary 24. For any \( X_1, X_2 \in \mathcal{P}(\mathbb{R}^n) \) and \( \zeta \in [0, +\infty] \), it holds that

\[
N(X_1) + N(X_2) + 2\sqrt{(1 - e^{-2\zeta/n})N(X_1)N(X_2)} \leq \max_{\Pi(X_1, X_2): I(X_1; X_2) \leq \zeta} N(X_1 + X_2),
\]

where the maximum is over couplings of \( X_1, X_2 \) such that \( I(X_1; X_2) \leq \zeta \). Equality holds for Gaussian \( X_1, X_2 \) with proportional covariances.

Proof. We apply Theorem 21 with \( E_1 = E_2 = \mathbb{R}^n \) and \( \nu(\{1, 2\}) = \zeta \) to give existence of Gaussian \( Z_1, Z_2 \) satisfying \( N(Z_i) = N(X_i) \) and

\[
\max_{(X_1, X_2) \in \Pi(X_1, X_2): I(X_1; X_2) \leq \zeta} N(X_1 + X_2) \geq \max_{(Z_1, Z_2) \in \Pi(Z_1, Z_2): I(Z_1; Z_2) \leq \zeta} N(Z_1 + Z_2).
\]

Now, suppose \( Z_i \sim N(0, \Sigma_i), i \in \{1, 2\} \) and consider the coupling

\[
Z_1 = \rho \Sigma_1^{1/2} \Sigma_2^{-1/2} Z_2 + (1 - \rho^2)^{1/2} W,
\]

where \( W \sim N(0, \Sigma_1) \) is independent of \( Z_2 \), and \( \rho := (1 - e^{-2\zeta/n})^{1/2} \). This ensures \( I(Z_1; Z_2) = \zeta \), and

\[
N(Z_1 + Z_2) = \det(\Sigma_1 + \Sigma_2 + \rho \Sigma_1^{1/2} \Sigma_2^{1/2} + \rho \Sigma_2^{1/2} \Sigma_1^{1/2})^{1/n}
\geq \left( \det(\Sigma_1)^{1/n} + \det(\Sigma_2)^{1/n} + 2\rho \det(\Sigma_1^{1/2})^{1/n} \det(\Sigma_2^{1/2})^{1/n} \right)
= N(X_1) + N(X_2) + 2\sqrt{(1 - e^{-2\zeta/n})N(X_1)N(X_2)},
\]

for all \( \rho \).
where the inequality follows by Minkowski’s determinant inequality. It is easy to see that we have equality in the expressions above if \( X_1, X_2 \) are Gaussian with proportional covariances.

\[ \tag{4.2} \]

**Remark 25.** Theorem 24 may be considered as an extension of the EPI that holds for certain dependent random variables; it appeared in the preliminary work [Aras and Courtade, 2021] by the authors. We remark that Takano et al. [1995] and Johnson [2004] have established that the EPI holds for dependent random variables which have positively correlated scores. However, given the different hypotheses, those results are not directly comparable to Theorem 24.

Now, we observe that the EPI and the Brunn–Minkowski inequality naturally emerge from (4.2) by considering the endpoints of independence (\( \zeta = 0 \)) and maximal dependence (\( \zeta = +\infty \)). Of course, (4.2) also gives a sharp inequality for the whole spectrum of cases in between.

**Example 26 (EPI).** Taking \( \zeta = 0 \) enforces the independent coupling in Theorem 24, and recovers the EPI (3.1), which we reproduce here for visual convenience. For independent \( X_1, X_2 \in P(\mathbb{R}^n) \),

\[
e^{2h(X_1)/n} + e^{2h(X_2)/n} \leq e^{2h(X_1 + X_2)/n}.
\]

Hence, Theorem 24 may be regarded as an extension of the EPI for certain dependent random variables with a sharp correction term.

**Example 27 (Brunn–Minkowski inequality).** Taking \( \zeta = +\infty \) in Theorem 24 allows for unconstrained optimization over couplings, giving

\[
e^{h(X_1)/n} + e^{h(X_2)/n} \leq \sup_{\Pi(X_1, X_2)} e^{h(X_1 + X_2)/n},
\]

where we emphasize the change in exponent from 2 to 1, relative to (4.3). This may be regarded as an entropic improvement of the Brunn–Minkowski inequality. Indeed, if \( X_1, X_2 \) are uniform on compact subsets \( K, L \subset \mathbb{R}^n \) that have non-empty interiors respectively, we obtain the familiar Brunn–Minkowski inequality

\[
\text{Vol}_n(K)^{1/n} + \text{Vol}_n(L)^{1/n} \leq \sup_{\Pi(X_1, X_2)} e^{h(X_1 + X_2)/n} \leq \text{Vol}_n(K + L)^{1/n},
\]

where \( K + L \) denotes the Minkowski sum of \( K \) and \( L \), and \( \text{Vol}_n(\cdot) \) denotes the \( n \)-dimensional Lebesgue volume. The last inequality follows since \( X_1 + X_2 \) is supported on the Minkowski sum \( K + L \), and hence the entropy is upper bounded by that of the uniform distribution on that set.

**Remark 28.** The above form of Brunn–Minkowski is equivalent to the one given in Theorem 11. However, note that the equality conditions are slightly different, with this version only requiring \( K \) and \( L \) be homothetic rather than identical up to shifts.
In the above, the Brunn–Minkowski inequality and the EPI are obtained as logical endpoints of a family of inequalities which involve only Shannon entropies instead of Rényi entropies of varying orders. In contrast to derivations involving Rényi entropies where summands are always independent (corresponding to the convolution of densities), the idea here is to allow dependence between the random summands.

We remark that equality cases for (4.1) in the special case where \( \nu \equiv 0 \) follow from the main results in Chapter 5, and the general case follows from the results in Chapter 6.

4.1 Proof of the main result

This section is dedicated to the proof of Theorem 21. There are several preparations to make before starting the proof; this is done in the first subsection. The second subsection brings everything together to prove an unconstrained version of Theorem 21 where \( \nu \equiv +\infty \). The third and final subsection proves Theorem 21 on the basis of its unconstrained variation.

Preliminaries

Here we quote the preparatory results that we shall need, and the definitions required to state them. The various results are organized by subsection, and proofs are only given where necessary.

Some additional notation

A datum \((c, d, B)\) is said to be extremizable if \(D(c, d, B) < \infty\) and there exist \(X_i \in \mathcal{P}(E_i)\), \(1 \leq i \leq k\) which attain equality in (3.9). Likewise, a datum \((c, d, B)\) is said to be Gaussian-extremizable if there exist Gaussian \(X_i \in \mathcal{G}(E_i)\), \(1 \leq i \leq k\) which attain equality in (3.9). Necessary and sufficient conditions for Gaussian-extremizability of a datum \((c, d, B)\) can be found in Courtade and Liu [2021]. Clearly Gaussian-extremizability implies extremizability on account of Theorem 17. We shall need the converse, which was not proved in Courtade and Liu [2021].

Theorem 29. If a datum \((c, d, B)\) is extremizable, then it is Gaussian-extremizable.

The proof follows a doubling argument similar to what appears in Liu et al. [2018, Proof of Theorem 8]. We will need the following Lemma.

Lemma 30. For each \(1 \leq i \leq k\), let \(Z_i \sim N(0, K_i)\) and let \((X_{n,i})_{n \geq 1}\) be a sequence of zero-mean random vectors satisfying

\[
\lim_{n \to \infty} W_2(X_{n,i}, Z_i) = 0,
\]

where \(W_2 : \mathcal{P}(E_i) \times \mathcal{P}(E_i) \to \mathbb{R} \) is the Wasserstein distance of order 2. For any \(K \in \Pi(K_1, \ldots, K_k)\), there exists a sequence of couplings \(X_n \in \Pi(X_{n,1}, \ldots, X_{n,k}), n \geq 1\) such that \(\|\text{Cov}(X_n) - K\|_{\text{HS}} \to 0\).
Proof. Let \( Z \sim N(0, K) \), and observe that \( Z \in \Pi(Z_1, \ldots, Z_k) \). Let \( T_{n,i} \) be the optimal transport map sending \( N(0, K_i) \) to \( \text{law}(X_{n,i}) \) (see, e.g., Villani [2003]). Then \( X_n = (T_{n,1}(Z_1), \ldots, T_{n,k}(Z_k)) \in \Pi(X_{n,1}, \ldots, X_{n,k}) \) satisfies
\[
T_{n,i}(Z_i)T_{n,i'}(Z_{i'}) - Z_iZ_{i'}^T = Z_i(T_{n,i'}(Z_{i'}) - Z_{i'})^T + (T_{n,i}(Z_i) - Z_i)Z_{i'}^T + (T_{n,i}(Z_i) - Z_i)(T_{n,i'}(Z_{i'}) - Z_{i'})^T.
\]

Taking expectations of both sides and applying Cauchy–Schwarz, we conclude
\[
\|\text{Cov}(X_n) - K\|_{\text{HS}} \to 0
\]
since \( \mathbb{E}|T_{n,i}(Z_i) - Z_i|^2 = W_2(X_{n,i}, Z_i)^2 \to 0 \) for each \( 1 \leq i \leq k \).

Proof of Theorem 29. The approach will be to show that extremizers are closed under convolutions, and apply the entropic central limit theorem. Toward this end, let \( X_i \sim \mu_i \in \mathcal{P}(E_i) \) be independent of \( Y_i \sim \nu_i \in \mathcal{P}(E_i) \), \( 1 \leq i \leq k \), both assumed to be extremal in (3.9). Define
\[
Z_i^+ := X_i + Y_i, \quad Z_i^- := X_i - Y_i, \quad 1 \leq i \leq k,
\]
and let
\[
Z^+ \in \arg \max_{Z \in \Pi(Z_1^+, \ldots, Z_k^+)} \sum_{j=1}^m d_j h(B_j Z).
\]

Let \( Z_i^-|z_i^+ \) denote the random variable \( Z_i^- \) conditioned on \( \{Z_i^+ = z_i^+\} \), which has law in \( \mathcal{P}(E_i) \) for \( \text{law}(Z_i^+)-\text{a.e.} \). \( z_i^+ \in E_i \) by disintegration. Note that the a.s. finiteness of entropy follows from the chain rule \( h(Z_i^+, Z_i^-) = h(Z_i^+) + h(Z_i^-|Z_i^+) \) and independence of \( X_i, Y_i \) which ensures that \( h(Z_i^+, Z_i^-) \) is finite, and finiteness of second moments a.s. follows by iterated expectation. Next, for \( z^+ = (z_1^+, \ldots, z_k^+) \in E_0 \), let
\[
Z^-|z^+ \in \arg \max_{Z \in \Pi(Z_1^-|z_1^+, \ldots, Z_k^-|z_k^+)} \sum_{j=1}^m d_j h(B_j Z).
\]

We can assume these couplings are such that \( z^+ \mapsto \text{law}(Z^-|z^+) \) is Borel measurable (i.e., \( \text{law}(Z^-|z^+) \) is a regular conditional probability). This can be justified by measurable selection theorems, as in Villani et al. [2008, Cor. 5.22] and Liu et al. [2018, p. 42]. With this assumption, definitions imply
\[
\sum_{i=1}^k c_i h(Z_i^+) \leq \sum_{j=1}^m d_j h(B_j Z^+) + D(c, d, B)
\]
\[
\sum_{i=1}^k c_i h(Z_i^-|z_i^+) \leq \sum_{j=1}^m d_j h(B_j Z^-|z^+) + D(c, d, B),
\]
where the latter holds for \( \text{law}(Z^+)-\text{a.e. } z^+ \). Integrating the second inequality against the distribution of \( Z^+ \) gives the inequality for conditional entropies:

\[
\sum_{i=1}^{k} c_i h(Z_i^- | Z_i^+) \leq \sum_{j=1}^{m} d_j h(B_j^Z | Z^+) + D(c, d, B) \\
\leq \sum_{j=1}^{m} d_j h(B_j^Z | B_j Z^+) + D(c, d, B),
\]

where the second inequality follows since conditioning reduces entropy. Now, define

\[
X = \frac{1}{2} \left( Z^+ + (Z^- | Z^+) \right), \quad Y = \frac{1}{2} \left( Z^+ - (Z^- | Z^+) \right).
\]

Observe that \( X \in \Pi(X_1, \ldots, X_k) \) and \( Y \in \Pi(Y_1, \ldots, Y_k) \). So, using the above inequalities and definitions, we have

\[
2D(c, d, B) \leq \sum_{i=1}^{k} c_i h(X_i, Y_i) - \sum_{j=1}^{m} d_j h(B_j X) - \sum_{j=1}^{m} d_j h(B_j Y) \\
\leq \sum_{i=1}^{k} c_i h(X_i, Y_i) - \sum_{j=1}^{m} d_j h(B_j X, B_j Y) \\
= \sum_{i=1}^{k} c_i h(Z_i^+) + \sum_{i=1}^{k} c_i h(Z_i^- | Z_i^+) \\
- \sum_{j=1}^{m} d_j h(B_j Z^+) - \sum_{j=1}^{m} d_j h(B_j Z^- | B_j Z^+) \\
\leq 2D(c, d, B)
\]

Thus, we conclude

\[
\sum_{i=1}^{k} c_i h(Z_i^+) = \sum_{j=1}^{m} d_j h(B_j Z^+) + D(c, d, B),
\]

showing that \( Z_i^+ \sim \mu_i \ast \nu_i \in \mathcal{P}(E_i), \ 1 \leq i \leq k \) are extremal in (3.9) as desired. The scaling condition (3.5) is necessary for \( D(c, d, B) < \infty \), so it follows by induction and scale invariance that, for every \( n \geq 1 \), marginally specified \( (Z_{n,i})_{i=1}^{k} \) are extremal in (3.9), where

\[
Z_{n,i} := \frac{1}{\sqrt{n}} \sum_{\ell=1}^{n} (X_{\ell,i} - \mathbb{E}[X_i]),
\]

and \( (X_{\ell,i})_{\ell \geq 1} \) are i.i.d. copies of \( X_i \).
Define \( K_i = \text{Cov}(X_i) \) (which is positive definite since \( h(X_i) \) is finite), and fix any \( K \in \Pi(K_1, \ldots, K_k) \). For any \( \epsilon > 0 \), Lemma 30 together with the central limit theorem for \( W_2 \) implies there exists \( N \geq 1 \) and a coupling \( Z_N \in \Pi(Z_{N,1}, \ldots, Z_{N,k}) \) such that \( \|\text{Cov}(Z_N) - K\|_{\text{HS}} < \epsilon \). Letting \( Z_N^{(n)} \) denote the standardized sum of \( n \) i.i.d. copies of \( Z_N \), we have \( Z_N^{(n)} \in \Pi(Z_{N,1}, \ldots, Z_{N,k}) \) for each \( n \geq 1 \). Thus, by the entropic central limit theorem [Barron, 1986, Carlen and Soffer, 1991], we have

\[
\limsup_{n \to \infty} \max_{Z_n \in \Pi(Z_{n,1}, \ldots, Z_{n,k})} \sum_{j=1}^m d_j h(B_j Z_n) \geq \max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^m d_j h(B_j Z_N) \]

where \( Z_N \sim N(0, \text{Cov}(Z_N)) \). Our arbitrary choice of \( K \) and \( \epsilon \) together with continuity of determinants implies

\[
\limsup_{n \to \infty} \max_{Z_n \in \Pi(Z_{n,1}, \ldots, Z_{n,k})} \sum_{j=1}^m d_j h(B_j Z_n) \geq \max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^m \frac{d_j}{2} \log \left( (2\pi e)^{\dim(E_j)} \det(B_j K B_j^T) \right).
\]

Invoking the entropic central limit theorem, and using the fact that \( (Z_{n,i})_{i=1}^k \) are extremal in (3.9) for each \( n \geq 1 \), we conclude

\[
\sum_{i=1}^k c_i \frac{1}{2} \log \left( (2\pi e)^{\dim(E_i)} \det(K_i) \right)
\]

\[
= \lim_{n \to \infty} \sum_{i=1}^k c_i h(Z_{n,i})
\]

\[
= \lim_{n \to \infty} \max_{Z_n \in \Pi(Z_{n,1}, \ldots, Z_{n,k})} \sum_{j=1}^m d_j h(B_j Z_n) + D(c, d, B)
\]

\[
\geq \max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^m \frac{d_j}{2} \log \left( (2\pi e)^{\dim(E_j)} \det(B_j K B_j^T) \right) + D(c, d, B).
\]

Thus, by definitions, we have equality throughout, and \((c, d, B)\) is Gaussian-extremizable.

\[\square\]

**Properties of the max-entropy term**

Let us briefly make a few technical observations related to the max-entropy quantity that appears in (3.9). First, we quote a technical lemma that will be needed several times. A proof can be found in Liu et al. [2018, Lemma A2].

**Lemma 31.** Let \((\mu_n)_{n \geq 1} \subset \mathcal{P}(E)\) converge in distribution to \(\mu\). If \(\sup_{n \geq 1} \int_E |x|^2 d\mu_n < \infty\), then

\[
\lim_{n \to \infty} \sup h(\mu_n) \leq h(\mu).
\]
Now, we point out that the max-entropy term is well-defined as a maximum.

**Proposition 32.** Fix \((d, B)\) and \(X_i \in \mathcal{P}(E_i), 1 \leq i \leq k\). The function

\[
X \in \Pi(X_1, \ldots, X_k) \mapsto \sum_{j=1}^{m} d_j h(B_jX)
\]

achieves a maximum at some \(X^* \in \Pi(X_1, \ldots, X_k)\). Moreover, if each \(X_i\) is Gaussian, then \(X^*\) is Gaussian.

**Proof.** We have \(\sup_{X \in \Pi(X_1, \ldots, X_k)} \mathbb{E}|B_jX|^2 < \infty\) for each \(1 \leq j \leq m\) since each \(X_i\) has bounded second moments. The second moment constraint also implies \(\Pi(X_1, \ldots, X_k)\) is tight, and it is easily checked to be closed in the weak topology. Thus, Prokhorov’s theorem ensures \(\Pi(X_1, \ldots, X_k)\) is sequentially compact. So, if \((X^{(n)})_{n \geq 1} \subset \Pi(X_1, \ldots, X_k)\) is such that

\[
\lim_{n \to \infty} \sum_{j=1}^{m} d_j h(B_jX^{(n)}) = \sup_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^{m} d_j h(B_jX),
\]

we can assume \(X^{(n)} \to X^* \in \Pi(X_1, \ldots, X_k)\) weakly, by passing to a subsequence if necessary. This implies \(B_jX^{(n)} \to B_jX^*\) weakly for each \(1 \leq j \leq m\). The first claim follows by an application of Lemma 31.

The second claim now follows from the first, together with the fact that Gaussians maximize entropy under a covariance constraint. \(\square\)

Next, if \(X_i \sim N(0, K_i)\) for \(K_i \in \mathbf{S}^+(E_i), 1 \leq i \leq k\), then the entropy maximization in (3.9) is equivalent to the following optimization problem

\[
(K_i)_{i=1}^{k} \mapsto \max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^{m} d_j \log \det(B_jKB_j^T). \tag{4.4}
\]

This maximization enjoys a certain strong duality property, which is a consequence of the Fenchel–Rockafellar theorem. The following can be found in Courtade and Liu [2021, Theorem 2.8].

**Theorem 33.** Fix \((d, B)\). For any \(K_i \in \mathbf{S}^+(E_i), 1 \leq i \leq k\), it holds that

\[
\max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^{m} d_j \log \det(B_jKB_j^T) + \sum_{j=1}^{m} d_j \dim(E_j)
\]

\[
= \inf_{(U_i, V_j)_{1 \leq i \leq k, 1 \leq j \leq m}} \left( \sum_{i=1}^{k} \langle U_i, K_i \rangle_{\text{HS}} - \sum_{j=1}^{m} d_j \log \det V_j \right), \tag{4.5}
\]

where the infimum is over \(U_i \in \mathbf{S}^+(E_i), 1 \leq i \leq k\) and \(V_j \in \mathbf{S}^+(E_j), 1 \leq j \leq m\) satisfying

\[
\sum_{j=1}^{m} d_j B_j^TV_jB_j \leq \text{diag}(U_1, \ldots, U_k). \tag{4.6}
\]
Corollary 34. The function in (4.4) is continuous on $\prod_{i=1}^{k} S^+(E_i)$.

Proof. By (4.5), we see that the mapping in (4.4) is a pointwise infimum of functions that are affine in $(K_i)_{i=1}^{k}$, so it follows that it is upper semi-continuous on $\prod_{i=1}^{k} S^+(E_i)$. On the other hand, each $K \in \Pi(K_1, \ldots, K_k)$ can be factored as $K = K_{d/2}^1 \Sigma K_{d/2}^2$, for $K_{d/2}^1 := \text{diag}(K_{1/2}^1, \ldots, K_{k/2}^1)$ and $\Sigma \in \Pi(\text{id}_{E_1}, \ldots, \text{id}_{E_k})$. Since the map $K_i \mapsto K_{i/2}^1$ is continuous on $S^+(E_i)$, and determinants are also continuous, it follows that (4.4) is a pointwise supremum of continuous functions. As such, it is lower semi-continuous, completing the proof. 

4.2 Convexity properties of $D_g(c, d, B)$

For $(d, B)$ fixed, define the function $F : \mathbb{R}^k \times \prod_{i=1}^{k} S^+(E_i) \to \mathbb{R} \cup \{-\infty\}$ via

$$F(c, (K_i)_{i=1}^{k}) := \max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^{m} d_j \log \det(B_j K B_j^T) - \sum_{i=1}^{k} c_i \log \det(K_i).$$

The motivation for the above definition is that we have

$$-2D_g(c, d, B) = \inf_{(K_i)_{i=1}^{k} \in \prod_{i=1}^{k} S^+(E_i)} F(c, (K_i)_{i=1}^{k})$$

(4.7)

by definition of $D_g(c, d, B)$ and the fact that the scaling condition (3.5) is a necessary condition for finiteness of $D_g(c, d, B)$. The optimization problem above is not convex in the $K_i$’s, however it is geodesically-convex. This property was mentioned to my advisor by Jingbo Liu in a discussion of the geodesically convex formulation of the Brascamp–Lieb constant. We do not know what argument he had in mind, but we’d like to credit the basic observation to him.

Let us first explain what is meant by geodesic convexity. Given a metric space $(M, \rho)$ and points $x, y \in M$, a geodesic is a path $\gamma : [0, 1] \to M$ with $\gamma(0) = x$, $\gamma(1) = y$ and

$$d_M(\gamma(t_1), \gamma(t_2)) = |t_1 - t_2| \rho(x, y), \quad \forall t_1, t_2 \in [0, 1].$$

A function $f : M \to \mathbb{R}$ is geodesically-convex if, for any geodesic $\gamma$,

$$f(\gamma(t)) \leq tf(\gamma(0)) + (1 - t)f(\gamma(1)), \quad \forall t \in [0, 1].$$

The space $(M, \rho)$ is a unique geodesic metric space if every two points $x, y \in M$ are joined by a unique geodesic.

This is relevant to us as follows. For a Euclidean space $E$, the space $(S^+(E), \delta_2)$ is a unique geodesic metric space, where for $A, B \in S^+(E)$,

$$t \in [0, 1] \mapsto A^{1/2}(A^{-1/2}BA^{-1/2})^tA^{1/2}$$

(4.6)
is the unique geodesic joining \( A \) and \( B \) with respect to the metric
\[
\delta_2(A, B) := \left( \sum_{i=1}^{\dim(E)} \log(\lambda_i(A^{-1}B))^2 \right)^{1/2}.
\]

The matrix \( A \# B := A \#_{1/2} B \) is referred to as the geometric mean of \( A, B \in S^+(E) \).

The topology on \( S^+(E) \) generated by \( \delta_2 \) is the usual one, in the sense that \( \delta_2(A_n, A) \to 0 \) if and only if \( \|A_n - A\|_{HS} \to 0 \). Hence, there are no subtleties with regards to the notions of continuity, etc. In particular, if \( f : S^+(E) \to \mathbb{R} \) is continuous and geodesically midpoint-convex, i.e.,
\[
f(A \# B) \leq \frac{1}{2} f(A) + \frac{1}{2} f(B), \quad A, B \in S^+(E),
\]
then it is geodesically convex.

**Theorem 35.** Fix \((d, B)\).

(i) The function \( c \mapsto D_g(c, d, B) \) is convex and lower semi-continuous.

(ii) For fixed \( c \), the function \((K_i)_{i=1}^k \mapsto F(c, (K_i)_{i=1}^k)\) is geodesically-convex and continuous on \( \prod_{i=1}^k S^+(E_i) \).

**Remark 36.** As a subspace of \( S^+(E_0), \prod_{i=1}^k S^+(E_i) \) inherits its metric from \( S^+(E_0) \).

**Remark 37.** It may be the case that \( D_g(c, d, B) = +\infty \) for each \( c \), e.g., if some \( B_j \) fails to be surjective.

Before the proof, we recall a few basic facts about the geometric mean \( A \# B \). A linear transformation \( \Phi : S(E) \to S(E') \) is said to be positive if it sends \( S^+(E) \) into \( S^+(E') \).

**Proposition 38.** Let \( E, E' \) be Euclidean spaces. For \( A_1, A_2, B_1, B_2 \in S^+(E) \), the following hold.

(i) (Monotone Property) If \( A_1 \geq B_1 \) and \( A_2 \geq B_2 \), then \( (A_1 \# A_2) \geq (B_2 \# B_2) \).

(ii) (Cauchy–Schwarz) We have
\[
\langle A_1, B_1 \rangle_{HS} + \langle A_2, B_2 \rangle_{HS} \geq 2\langle (A_1 \# A_2), (B_1 \# B_2) \rangle_{HS}.
\]

(iii) (Ando’s inequality) If \( \Phi : S(E) \to S(E') \) is a positive linear map, then
\[
\Phi(A_1 \# A_2) \leq \Phi(A_1) \# \Phi(A_2).
\]

(iv) (Geodesic linearity of \( \log \det \)) It holds that
\[
\log \det(A_1 \# A_2) = \frac{1}{2} \log \det(A_1) + \frac{1}{2} \log \det(A_2).
\]
Proof. The monotonicity property can be found, e.g., in Lawson and Lim [2001, p. 802]. By a change of variables using Lawson and Lim [2001, Lem. 3.1] and Ando [1979, Cor. 2.1(ii)], it suffices to prove (ii) under the assumption that $B_1 = \text{id}_E$. In particular, Cauchy–Schwarz gives

$$\|(A_1 \# A_2, (\text{id}_E \# B_2))_{HS}\|^2 = \|(A_2^{-1/2} A_1 A_2^{-1/2})^{1/2} A_2^{1/2} B_2^{1/2})_{HS}\|^2 \leq \|A_2^{-1/2} A_1 A_2^{-1/2}\|_{HS} \|A_2^{1/2} B_2^{1/2}\|_{HS}$$

Thus, the claim follows by taking square roots of both sides and invoking the AM-GM inequality $\sqrt{ab} \leq (a + b)/2$ for $a, b \geq 0$. Ando’s inequality can be found in Ando [1979, Thm. 3(i)]. Claim (iv) is trivial.

Theorem 35 now follows as an easy consequence of the above properties and Theorem 33.

Proof of Theorem 35. Claim (i) follows immediately from (4.7), since $-D_g(c, d, B)$ is a pointwise infimum of functions that are affine in $c$.

To prove (ii), we note that geodesic-linearity of $\log \det$ implies it suffices to show geodesic midpoint-convexity of the continuous (by Corollary 34) function

$$(K_i)_{i=1}^k \mapsto \max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^m d_j \log \det(B_j K B_j^T).$$

(4.8)

Invoking Theorem 33, this is the same as establishing geodesic-convexity of

$$(K_i)_{i=1}^k \mapsto \inf_{(U_i, V_i)_{1 \leq i, 1 \leq j \leq m}} \left( \sum_{i=1}^k \langle U_i, K_i \rangle_{HS} - \sum_{j=1}^m d_j \log \det V_j \right),$$

(4.9)

where the infimum is over $U_i \in S^+(E_i), 1 \leq i \leq k$ and $V_j \in S^+(E^j), 1 \leq j \leq m$ satisfying

$$\text{diag}(U_1, \ldots, U_k) \geq \sum_{j=1}^m d_j B_j^T V_j B_j.$$  

(4.10)

For $\ell \in \{1, 2\}$, let $U_i^{(\ell)} \in S^+(E_i), 1 \leq i \leq k$ and $V_j^{(\ell)} \in S^+(E^j), 1 \leq j \leq m$ satisfy (4.10) with strict inequality. As such, there exists $\epsilon > 0$ sufficiently small such that

$$\text{diag}(U_1^{(\ell)}, \ldots, U_k^{(\ell)}) \geq \sum_{j=1}^m d_j B_j^T V_j^{(\ell)} B_j + \epsilon \sum_{j=1}^m \text{Tr}(V_j^{(\ell)}) \text{id}_{E_0}, \quad \ell \in \{1, 2\}.$$  

For $\ell \in \{1, 2\}$, let $U_i^{(\ell)} \in S^+(E_i), 1 \leq i \leq k$ and $V_j^{(\ell)} \in S^+(E^j), 1 \leq j \leq m$ satisfy (4.10) with strict inequality. As such, there exists $\epsilon > 0$ sufficiently small such that

$$\text{diag}(U_1^{(\ell)}, \ldots, U_k^{(\ell)}) \geq \sum_{j=1}^m d_j B_j^T V_j^{(\ell)} B_j + \epsilon \sum_{j=1}^m \text{Tr}(V_j^{(\ell)}) \text{id}_{E_0}, \quad \ell \in \{1, 2\}.$$  

Define the positive linear map $\Phi : S^+(E^0) \to S^+(E_0)$ via

$$\Phi(V) := \sum_{j=1}^m d_j B_j^T \pi_{E_j} V \pi_{E_j}^T B_j + \epsilon \text{Tr}(V) \text{id}_{E_0}, \quad V \in S^+(E^0).$$
By the monotone property and Ando’s inequality in Proposition 38,
\[
\text{diag}(U_1^{(1)} \# U_1^{(2)}, \ldots, U_k^{(1)} \# U_k^{(2)}) \geq \Phi \left( \text{diag}(V_1^{(1)}, \ldots, V_m^{(1)}) \right) \# \Phi \left( \text{diag}(V_1^{(2)}, \ldots, V_m^{(2)}) \right) \\
\geq \Phi \left( \text{diag}(V_1^{(1)} \# V_1^{(2)}, \ldots, V_m^{(1)} \# V_m^{(2)}) \right) \\
\geq \sum_{j=1}^m d_j B_j^T (V_j^{(1)} \# V_j^{(2)}) B_j.
\]

In particular, \((U_i^{(1)} \# U_i^{(2)}) \in S^+(E_i), 1 \leq i \leq k\) and \((V_j^{(1)} \# V_j^{(2)}) \in S^+(E_j), 1 \leq j \leq m\) satisfy (4.10). Therefore, let \((K_i^{(\ell)})_{i=1}^k \in \prod_{i=1}^k S^+(E_i)\) and use Proposition 38 to write
\[
\frac{1}{2} \sum_{\ell \in \{1,2\}} \left( \sum_{i=1}^k \langle U_i^{(\ell)}, K_i^{(\ell)} \rangle_{\text{HS}} - \sum_{j=1}^m d_j \log \det V_j^{(\ell)} \right) \\
\geq \sum_{i=1}^k \left( \langle U_i^{(1)} \# U_i^{(2)}, (K_i^{(1)} \# K_i^{(2)}) \rangle_{\text{HS}} - \sum_{j=1}^m d_j \log \det(V_j^{(1)} \# V_j^{(2)}) \right) \\
\geq \inf_{(U_i, V_j)_{1 \leq i \leq k, 1 \leq j \leq m}} \left( \sum_{i=1}^k \langle U_i, (K_i^{(1)} \# K_i^{(2)}) \rangle_{\text{HS}} - \sum_{j=1}^m d_j \log \det V_j \right).
\]

By continuity of the objective in (4.9) with respect to the \(U_i\)'s, the value of the infimum in (4.9) remains unchanged if we take infimum over \(U_i\)'s and \(V_j\)'s satisfying (4.10) with strict inequality. Hence, by the arbitrary choice of \(U_i^{(\ell)} \in S^+(E_i), 1 \leq i \leq k\) and \(V_j^{(\ell)} \in S^+(E_j), 1 \leq j \leq m\) subject to (4.10) with strict inequality, geodesic midpoint-convexity of (4.9) is proved.

\[\square\]

**Sion’s theorem for geodesic metric spaces**

We will need the following version of Sion’s minimax theorem, found in Zhang et al. [2022].

**Theorem 39** (Sion’s theorem in geodesic metric spaces). Let \((M, d_M)\) and \((N, d_N)\) be geodesic metric spaces. Suppose \(X \subset M\) is a compact and geodesically convex set, \(Y \subset N\) is a geodesically convex set. If following conditions hold for \(f : X \times Y \to \mathbb{R}\):

1. \(f(\cdot, y)\) is geodesically-convex and l.s.c. for each \(y \in Y\);
2. \(f(x, \cdot)\) is geodesically-concave and u.s.c. for each \(x \in X\),

then
\[
\min_{x \in X} \sup_{y \in Y} f(x, y) = \sup_{y \in Y} \min_{x \in X} f(x, y).
\]
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Unconstrained comparisons

With all the pieces in place, we can take a big step toward proving Theorem 21 by first establishing the result in the unconstrained case. Namely, the goal of this section is to prove the following.

Theorem 40. Fix \((d, B)\). For any \(X_i \in \mathcal{P}(E_i)\), \(1 \leq i \leq k\), there exist \(Z_i \in \mathcal{G}(E_i)\) with \(h(Z_i) = h(X_i)\) for \(1 \leq i \leq k\) such that

\[
\max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^{m} d_j h(B_j X) \geq \max_{Z \in \Pi(Z_1, \ldots, Z_k)} \sum_{j=1}^{m} d_j h(B_j Z).
\]

(4.11)

Remark 41. It is a part of the theorem that each maximum is attained.

Before we start the proof, let’s first describe the high-level idea. To do this, recall that Lieb’s form of the EPI from Theorem 6 is as follows: For independent random vectors \(X_1, X_2 \in \mathcal{P}(\mathbb{R})\) and any \(\lambda \in (0, 1)\),

\[
h(\sqrt{\lambda} X_1 + \sqrt{1 - \lambda} X_2) \geq \lambda h(X_1) + (1 - \lambda) h(X_2).
\]

(4.12)

Motivated by the similarity between the entropy power inequality and the Brunn–Minkowski inequality, Costa and Cover [1984] reformulated (4.12) as the following concise Gaussian comparison².

Proposition 42 (Comparison form of Shannon–Stam inequality). For independent random variables \(X_1, X_2 \in \mathcal{P}(\mathbb{R})\), we have

\[
h(X_1 + X_2) \geq h(Z_1 + Z_2),
\]

(4.13)

where \(Z_1, Z_2\) are independent Gaussian random variables with variances chosen so that \(h(Z_i) = h(X_i)\).

To understand how this comes about, observe that a change of variables in (4.12) yields the equivalent formulation

\[
ch(X_1) + (1 - c) h(X_2) + \frac{1}{2} h_2(c) \leq h(X_1 + X_2), \quad \text{for all } c \in [0, 1],
\]

where \(h_2(c) := -c \log(c) - (1 - c) \log(1 - c)\) is the binary entropy function. Since the RHS does not depend on \(c\), we may maximize the LHS over \(c \in [0, 1]\), yielding (4.13). Now, we draw the reader’s attention to the formal similarity to (3.9). Namely, we can apply the same logic to bound

\[
\sup_{c \geq 0} \left\{ \sum_{i=1}^{k} c_i h(X_i) - D_g(c, d, B) \right\} \leq \max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^{m} d_j h(B_j X).
\]

(4.14)

²The comparison also holds in the multidimensional setting, distinguishing it from the Zamir–Feder inequality.
The difficulty encountered is that, unlike \( c \mapsto h_2(c) \), the function \( c \mapsto D_g(c, d, B) \) is not explicit, complicating the optimization problem to be solved. Nevertheless, the task can be accomplished with all the ingredients we have at hand.

**Proof of Theorem 40.** We start by noting each maximum is attained due to Proposition 32. Now, without loss of generality, we can assume \( d \) is scaled so that
\[
\sum_{j=1}^{m} d_j \dim(E^j) = 1. \tag{4.15}
\]
Also, since there are no qualifications on the linear maps in \( B \), a simple rescaling argument reveals that we can assume without loss of generality that \( h(X_i) = \frac{\dim(E_i)}{2} \log(2\pi e) \); this will allow us to consider \( Z_i \sim N(0, K_i) \) with \( \det(K_i) = 1 \) for each \( 1 \leq i \leq k \). Thus, by Theorem 17, we have
\[
\max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^{m} d_j h(B_j X) \geq \sum_{i=1}^{k} c_i h(X_i) - D_g(c, d, B) \tag{4.16}
\]
\[
= \frac{1}{2} \log(2\pi e) \sum_{i=1}^{k} c_i \dim(E_i) - D_g(c, d, B) \tag{4.17}
\]
for any \( c \). Define the simplex
\[
A := \left\{ c \geq 0 : \sum_{i=1}^{k} c_i \dim(E_i) = \sum_{j=1}^{m} d_j \dim(E^j) = 1 \right\},
\]
which is compact and convex. By Theorem 17, we have \( D_g(c, d, B) < \infty \) only if \( c \in A \), so our task in maximizing the RHS of (4.17) is to compute
\[
\max_{c \in A} -D_g(c, d, B) = -\min_{c \in A} D_g(c, d, B),
\]
where the use of max and min is justified, since \( c \mapsto D_g(c, d, B) \) is l.s.c. by Theorem 35 and \( A \) is compact. For \( c \in A \) and \((K_1, \ldots, K_k) \in \prod_{i=1}^{k} S^+(E_i) \), define
\[
F \left( c, (K_i)_{i=1}^{k} \right) := \max_{K \in \Pi(K_1, \ldots, K_k)} \sum_{j=1}^{m} d_j \log \det(B_j K B_j^T) - \sum_{i=1}^{k} c_i \log \det(K_i),
\]
which is the same as that in (4.7). Theorem 35 ensures that \( F \) satisfies the hypotheses of Theorem 39. Thus, by an application of the latter and definition of \( D_g(c, d, B) \), we have

\[
\max_{c \in A} -2D_g(c, d, B) = \max_{c \in A} \left( \inf_{(K_i)_{i=1}^k \in \prod_{i=1}^k S^+(E_i)} \ F\left(c, (K_i)_{i=1}^k\right) \right)
\]

\[
= \inf_{(K_i)_{i=1}^k \in \prod_{i=1}^k S^+(E_i)} \ \max_{c \in A} \ F\left(c, (K_i)_{i=1}^k\right)
\]

\[
= \inf_{(K_i)_{i=1}^k \in \prod_{i=1}^k S^+(E_i)} \ \max_{\min_{1 \leq i \leq k} \det(K_i) = 1} \ \sum_{j=1}^m d_j \log \det(B_j K B_j^T) - \min_{1 \leq i \leq k} \frac{\log \det(K_i)}{\dim(E_i)}
\]

where the last line made use of the observation that the function

\[
(K_i)_{i=1}^k \mapsto \max_{\min_{1 \leq i \leq k} \det(K_i) = 1} \ \sum_{j=1}^m d_j \log \det(B_j K B_j^T) - \min_{1 \leq i \leq k} \frac{\log \det(K_i)}{\dim(E_i)}
\]

is invariant to rescaling \((K_i)_{i=1}^k \mapsto (\alpha K_i)_{i=1}^k\) for \(\alpha > 0\) by (4.15).

Now, invoking Theorem 33, we have

\[
\inf_{(K_i)_{i=1}^k \in \prod_{i=1}^k S^+(E_i): \min_{1 \leq i \leq k} \det(K_i) = 1} \ \max_{\min_{1 \leq i \leq k} \det(K_i) = 1} \ \sum_{j=1}^m d_j \log \det(B_j K B_j^T)
\]

\[
= \inf_{(K_i)_{i=1}^k \in \prod_{i=1}^k S^+(E_i): \min_{1 \leq i \leq k} \det(K_i) = 1} \ \max_{\min_{1 \leq i \leq k} \det(K_i) = 1} \ \left( \sum_{i=1}^k \langle U_i, K_i \rangle_{HS} - \sum_{j=1}^m d_j \log \det V_j \right),
\]

where the second infimum is over all \(U_i \in S^+(E_i), 1 \leq i \leq k\) and \(V_j \in S^+(E^j), 1 \leq j \leq m\) satisfying

\[
\sum_{j=1}^m d_j B_j^T V_j B_j \leq \text{diag}(U_1, \ldots, U_k).
\]

Written in this way, it evidently suffices to consider \(\det(K_i) = 1\) for all \(1 \leq i \leq k\) in the last line, so we conclude

\[
\max_{c \in A} -2D_g(c, d, B) = \inf_{(K_i)_{i=1}^k \in \prod_{i=1}^k S^+(E_i): \det(K_i) = 1, 1 \leq i \leq k} \ \max_{\min_{1 \leq i \leq k} \det(K_i) = 1} \ \sum_{j=1}^m d_j \log \det(B_j K B_j^T). \tag{4.18}
\]
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Now, let \( c^* \in \arg \min_{c \in A} D_g(c, d, B) \). By (4.17) and (4.15), we have

\[
\max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^m d_j h(B_j X) \geq \frac{1}{2} \log(2\pi e) - D_g(c^*, d, B). \tag{4.19}
\]

If the LHS of (4.19) is equal to \(-\infty\), then it is easy to see that one of the \( B_j \)'s must fail to be surjective. Indeed, suppose each \( B_j \) is surjective and factor \( B_j = R_j Q_j \), where \( Q_j \) has orthonormal rows and \( R_j \) is full rank. Letting \( Q_j^\perp \) denote the matrix with orthonormal rows and rowspace equal to the orthogonal complement of the rowspace of \( Q_j \), for the independent coupling \( X \) we have

\[
\sum_{i=1}^k h(X_i) = h(X) = h(Q_j X, Q_j^\perp X) = h(Q_j X) + h(Q_j^\perp X).
\]

Since \( h(Q_j^\perp X) \) is bounded from above due to finiteness of second moments and the LHS is finite by assumption, \( h(Q_j X) \) is finite, and so is \( h(B_j X) \). Therefore, (4.11) holds trivially if the LHS of (4.19) is equal to \(-\infty\), so we assume henceforth that the LHS of (4.19) is finite. If \((c^*, d, B)\) is extremizable, then by Theorem 29 and (4.18), there exist Gaussians \( Z_i^* \sim N(0, K_i) \) with \( \det(K_i) = 1 \) such that

\[
\max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^m d_j h(B_j X) \geq \frac{1}{2} \log(2\pi e) - D_g(c^*, d, B)
\]

\[
= \max_{Z \in \Pi(Z_1^*, \ldots, Z_k^*)} \sum_{j=1}^m d_j h(B_j Z),
\]

where we used the identity \( \frac{1}{2} \log(2\pi e) = \sum_{i=1}^k c_i^* h(X_i) = \sum_{i=1}^k c_i^* h(Z_i^*) \). On the other hand, if \((c^*, d, B)\) is not extremizable, then we have strict inequality in (4.19), and it follows by (4.18) that there are Gaussians \( Z_i \sim N(0, K_i) \) with \( \det(K_i) = 1 \) such that (4.11) holds (with strict inequality, in fact).

Proof of Theorem 21

With Theorem 40 at our disposal, it is a straightforward matter to self-strengthen it to produce Theorem 21.

First, observe that lower semicontinuity of relative entropy implies \( X \in \Pi(X_1, \ldots, X_k) \mapsto I_S(X) \) is weakly lower semicontinuous, and therefore \( \Pi(X_1, \ldots, X_k; \nu) \) is a compact subset of \( \Pi(X_1, \ldots, X_k) \) when equipped with the weak topology. Hence, repeating the argument in the Proposition 32, we find that each maximum is achieved the statement of the Theorem.
Now, by the method of Lagrange multipliers,

\[
\max_{X \in \Pi(X_1, \ldots, X_k; \nu)} \sum_{j=1}^{m} d_j h(B_j X)
\]

\[
= \max_{X \in \Pi(X_1, \ldots, X_k)} \inf_{\lambda \geq 0} \left( \sum_{j=1}^{m} d_j h(B_j X) - \sum_{S; \nu(S) < \infty} \lambda(S)(I_S(X) - \nu(S)) \right)
\]

\[
= \inf_{\lambda \geq 0} \max_{X \in \Pi(X_1, \ldots, X_k)} \left( \sum_{j=1}^{m} d_j h(B_j X) - \sum_{S; \nu(S) < \infty} \lambda(S)(I_S(X) - \nu(S)) \right),
\]

\[
=: G(\lambda, X)
\]

where the infimum is over functions \( \lambda : 2^{\{1, \ldots, k\}} \rightarrow [0, +\infty) \). The exchange of max and inf follows by an application of the classical Sion minimax theorem. Indeed, for any fixed \( X \in \Pi(X_1, \ldots, X_k) \), the function \( \lambda \mapsto G(\lambda, X) \) is linear in \( \lambda \). On the other hand, \( \Pi(X_1, \ldots, X_k) \) is a convex subset of \( \mathcal{P}(E_0) \) that is compact with respect to the weak topology. For fixed \( \lambda \geq 0 \), the functional \( X \mapsto G(\lambda, X) \) is concave upper semicontinuous on \( \Pi(X_1, \ldots, X_k) \) by concavity of entropy and Lemma 31.

Using the definition of \( I_S \), for any \( \lambda \geq 0 \), Theorem 40 applies to give existence of Gaussian \((Z_i)_{i=1}^{k}\) satisfying

\[
\max_{X \in \Pi(X_1, \ldots, X_k)} \left( \sum_{j=1}^{m} d_j h(B_j X) - \sum_{S; \nu(S) < \infty} \lambda(S)(I_S(X) - \nu(S)) \right)
\]

\[
\geq \max_{Z \in \Pi(Z_1, \ldots, Z_k)} \left( \sum_{j=1}^{m} d_j h(B_j Z) - \sum_{S; \nu(S) < \infty} \lambda(S)(I_S(Z) - \nu(S)) \right)
\]

\[
\geq \max_{Z \in \Pi(Z_1, \ldots, Z_k; \nu)} \sum_{j=1}^{m} d_j h(B_j Z).
\]

The last inequality follows since we are taking the maximum over a smaller set and because \( \lambda \geq 0 \). This proves the theorem.

### 4.3 Applications

**Constrained multi-marginal inequalities**

In this section, we introduce a constrained version of the multi-marginal inequality considered in (3.9) and demonstrate how the results transfer almost immediately with the help of Theorem 21.
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Fix a datum \((c, d, B)\). For a constraint function \(\nu : 2^{\{1, \ldots, k\}} \to [0, +\infty]\), let \(D(c, d, B; \nu)\) denote the smallest constant \(D\) such that the inequality

\[
\sum_{i=1}^{k} c_i h(X_i) \leq \max_{X \in \Pi(X_1, \ldots, X_k, \nu)} \sum_{j=1}^{m} d_j h(B_j X) + D \tag{4.20}
\]

holds for all choices of \(X_i \in \mathcal{P}(E_i), 1 \leq i \leq k\). Call \((c, d, B; \nu)\) extremizable if there are \(X_i \in \mathcal{P}(E_i), 1 \leq i \leq k\) which achieve equality in (4.20) with \(D = D(c, d, B; \nu)\). Similarly, let \(D_g(c, d, B; \nu)\) denote the smallest constant \(D\) such that (4.20) holds for all Gaussian \(X_i \in \mathcal{G}(E_i), 1 \leq i \leq k\), and call \((c, d, B; \nu)\) Gaussian-extremizable if there are \(X_i \in \mathcal{G}(E_i), 1 \leq i \leq k\) which achieve equality in (4.20) with \(D = D_g(c, d, B; \nu)\).

The following generalizes Theorem 17 and 29 to the correlation-constrained setting.

**Theorem 43.** For any datum \((c, d, B)\) and constraint function \(\nu\),

(i) \(D(c, d, B; \nu) = D_g(c, d, B; \nu)\);

(ii) \((c, d, B; \nu)\) is extremizable if and only if it is Gaussian-extremizable; and

(iii) \(D_g(c, d, B; \nu)\) is finite if and only if the scaling condition (3.5) and the dimension condition (3.6) hold.

**Proof.** For any \(X_i \in \mathcal{P}(E_i)\) and any \(c\), an application of Theorem 21 ensures existence of \(Z_i \in \mathcal{G}(E_i)\) with \(h(Z_i) = h(X_i)\) satisfying

\[
\sum_{i=1}^{k} c_i h(X_i) - \max_{X \in \Pi(X_1, \ldots, X_k, \nu)} \sum_{j=1}^{m} d_j h(B_j X) \\
\leq \sum_{i=1}^{k} c_i h(Z_i) - \max_{Z \in \Pi(Z_1, \ldots, Z_k, \nu)} \sum_{j=1}^{m} d_j h(B_j Z) \leq D_g(c, d, B; \nu),
\]

where the final inequality follows by definition of \(D_g\). This establishes both (i) and (iii). As for finiteness, observe that definitions imply

\[
D_g(c, d, B) \equiv D_g(c, d, B; +\infty) \leq D_g(c, d, B; \nu) \leq D_g(c, d, B; 0) \tag{4.21}
\]

for any \(\nu\). Now, for any \(K \in \Pi(K_1, \ldots, K_k)\) with \(K_i \in \mathbf{S}^+(E_i), 1 \leq i \leq k\), observe that

\(K \leq k \text{ diag}(K_1, \ldots, K_k)\).

Indeed, for \(Z \sim N(0, K)\) and \(u = (u_1, \ldots, u_k) \in E_0\), Jensen’s inequality yields

\[
u^T Ku = \mathbb{E}|u^T Z|^2 \leq k \sum_{i=1}^{k} \mathbb{E}|u_i^T Z_i|^2 = k u^T \text{ diag}(K_1, \ldots, K_k) u.
\]
This implies, for Gaussian \((Z_i)_{i=1}^k\), that
\[
\max_{Z \in \Pi(Z_1, \ldots, Z_k)} \sum_{j=1}^m d_j h(B_j Z) \leq \sum_{j=1}^m d_j h(B_j Z^\text{ind}) + \log(k) \sum_{j=1}^m d_j \dim(E^j),
\]
where \(Z^\text{ind}\) denotes the independent coupling of the \(Z_i\)'s. Thus,
\[
D_g(c, d, B; 0) \leq D_g(c, d, B) + \log(k) \sum_{j=1}^m d_j \dim(E^j),
\]
so that finiteness of \(D_g(c, d, B; \nu)\) is equivalent to finiteness of \(D_g(c, d, B)\) by (4.21). Invoking Theorem 17 completes the proof.

When \(\nu \equiv 0\), then the only allowable coupling in (4.20) is the independent one. Thus, we recover the main results of Anantharam et al. [2019, Theorems 3 & 4], which simultaneously capture the entropic Brascamp–Lieb inequalities and the EPI.

When \(\nu \equiv +\infty\), then we immediately recover Theorems 17 and 29. We remark that, while Theorem 17 admits an equivalent functional form as in Theorem 19, there is no obvious functional equivalent when \(\nu\) induces nontrivial correlation constraints. In particular, the comparison (4.1) seems to be most naturally expressed in the language of entropies (even in the unconstrained case).

**Gaussian saddle point**

The EPI has been successfully applied many times to prove coding theorems, particularly in the field of network information theory. However, it also provides the essential ingredient in establishing that a certain mutual information game admits a saddle point (see Pinsker [1956], Ihara [1978], and also [Cover, 1999, Problem 9.21]). Namely, for numbers \(P, N \geq 0\), we have
\[
\sup_{P_X \in \mathcal{P} \mid \mathbb{E}[X]^2 \leq P} \inf_{P_Z \in \mathcal{P} \mid \mathbb{E}[Z]^2 \leq N} I(X; X + Z) = \inf_{P_Z \in \mathcal{P} \mid \mathbb{E}[Z]^2 \leq N} \sup_{P_X \in \mathcal{P} \mid \mathbb{E}[X]^2 \leq P} I(X; X + Z),
\]
where the sup (resp. inf) is over \(X \sim P_X \in \mathcal{P}(\mathbb{R}^n)\) such that \(\mathbb{E}[X]^2 \leq P\) (resp. \(Z \sim P_Z \in \mathcal{P}(\mathbb{R}^n)\) such that \(\mathbb{E}[Z]^2 \leq N\), and the mutual information is computed under the assumption that \(X \sim P_X\) and \(Z \sim P_X\) are independent. It turns out that the game admits a Gaussian saddle point, which together with Shannon’s capacity theorem, implies that worst-case additive noise subject to a power-constraint is Gaussian.

In this section, we extend this saddle point property to a game with payoff given by
\[
G_\zeta(P_X, P_Z) := \sup_{(X, Z) \in \Pi(P_X, P_Z): I(X; Z) \leq \zeta} I(X; X + Z),
\]
for a parameter $\zeta \geq 0$, where the supremum is over couplings $(X, Z)$ with given marginals $X \sim P_X$ and $Z \sim P_Z$. Of course, by taking $\zeta = 0$, we will recover the classical saddle-point result above. This may be interpreted as a game where the signal and noise players fix their strategies $P_X$ and $P_Z$, but the signal player has the benefit during game-play of adapting their transmission using side information obtained about the noise player’s action.

**Theorem 44.** For $0 < P, N < \infty$ and $\zeta \geq 0$,

$$\sup_{P_X: \mathbb{E}|X|^2 \leq P} \inf_{P_Z: \mathbb{E}|Z|^2 \leq N} G_\zeta(P_X, P_Z) = \inf_{P_Z: \mathbb{E}|Z|^2 \leq N} \sup_{P_X: \mathbb{E}|X|^2 \leq P} G_\zeta(P_X, P_Z).$$

Moreover, $P_X = N(0, \frac{P}{n} \mathbb{I}_{\mathbb{R}^n})$ and $P_Z = N(0, \frac{N}{n} \mathbb{I}_{\mathbb{R}^n})$ is a saddle point.

**Proof of Theorem 44.** In a slight abuse of notation, we will write $\Pi(X_1, X_2; \zeta)$ to denote couplings of $X_1, X_2$ satisfying $I(X_1; X_2) \leq \zeta$.

Let $X$ and $Z$ be a random variables with finite variance, and let $X^*, Z^*$ be centered isotropic Gaussians with $\mathbb{E}|X^*|^2 = \mathbb{E}|X|^2$ and $\mathbb{E}|Z^*|^2 = \mathbb{E}|Z|^2$. Now, observe that Theorem 24 implies

$$\max_{\Pi(X^*, Z^*; \zeta)} (h(X^* + Z) - h(Z)) \geq \frac{n}{2} \log \left( 1 + \frac{N(X^*)}{N(Z)} + 2 \sqrt{(1 - e^{-\frac{2\zeta}{n}}) \frac{N(X^*)}{N(Z)}} \right)$$

$$\geq \frac{n}{2} \log \left( 1 + \frac{N(X^*)}{N(Z^*)} + 2 \sqrt{(1 - e^{-\frac{2\zeta}{n}}) \frac{N(X^*)}{N(Z^*)}} \right)$$

$$= \max_{\Pi(X^*, Z^*; \zeta)} (h(X^* + Z^*) - h(Z^*)),
$$

where the second inequality follows since $h(Z) \leq h(Z^*)$, and the last equality follows by the equality conditions in Theorem 24. In particular, this gives

$$\sup_{\Pi(X^*, Z^*; \zeta)} I(X^*; X^* + Z) = \sup_{\Pi(X^*, Z^*; \zeta)} (h(X^* + Z) - h(Z) + I(X^*; Z))$$

$$= \sup_{\Pi(X^*, Z^*; \zeta)} (h(X^*) + \zeta)$$

$$\geq \sup_{\Pi(X^*, Z^*; \zeta)} (h(X^* + Z^*) - h(Z^*)) + \zeta \quad (4.22)$$

$$= \sup_{\Pi(X^*, Z^*; \zeta)} I(X^*; X^* + Z^*),
$$

where (4.22) can be justified using the supremum\(^3\), and (4.23) follows from the previous computation. For any pair $(X, Z^*)$, couple $(X^*, Z^*)$ to have the same covariance. By the

\(^3\)This sounds obvious, but we don’t know of a simple argument to justify the assertion. A proof is given in Proposition 45.
max-entropy property of Gaussians, \( I(X^*; Z^*) \leq I(X; Z^*) \) and \( h(X + Z^*) \leq h(X^* + Z^*) \). As a result, we have

\[
\sup_{I(X; Z^*, \zeta)} I(X; X + Z^*) \leq \sup_{I(X^*; Z^*, \zeta)} I(X^*; X^* + Z^*) \leq \sup_{I(X^*, Z^* \zeta)} I(X^*; X^* + Z).
\]

This implies

\[
G_\zeta(P_X, P_Z) \leq \sup_{P_X, E|X|^2 \leq P} \inf_{P_Z, E|Z|^2 \leq N} G_\zeta(P_X, P_Z),
\]

and the reverse direction follows by the max-min inequality. The fact that the asserted distributions coincide with the saddle point subject to the constraints follows by direct computation. \( \square \)

We now tie up loose ends by justifying (4.22), which is an easy consequence of the proposition below.

**Proposition 45.** Let \( X \sim N(0, \text{id}_n) \) and \( Z \in \mathcal{P}(\mathbb{R}^n) \) be jointly distributed with \( I(X; Z) \leq \zeta < +\infty \). For any \( \epsilon > 0 \), there is a coupling \((X', Z') \in \Pi(X, Z)\) with \( h(X' + Z') \geq h(X + Z) - \epsilon \) and \( I(X'; Z') = \zeta \).

**Proof.** We’ll work in dimension \( n = 1 \) for simplicity of exposition. It suffices to establish existence of \((X', Z') \in \Pi(X, Z)\) with \( h(X' + Z') \geq h(X + Z) - \epsilon \) and \( \zeta \leq I(X'; Z') < +\infty \). Indeed, if there is such \((X', Z')\), then we can let \( \pi_0 \) denote the joint distribution of \((X, Z)\) and \( \pi_1 \) denote the joint distribution of \((X', Z')\). For \( \theta \in [0, 1] \) define the mixture

\[
\pi_\theta = (1 - \theta)\pi_0 + \theta\pi_1.
\]

Evidently, \( \pi_\theta \in \Pi(X, Z) \) for all \( \theta \in [0, 1] \). For \((X^{(\theta)}, Z^{(\theta)}) \sim \pi_\theta\), concavity of entropy gives

\[
h(X^{(\theta)} + Z^{(\theta)}) \geq (1 - \theta)h(X + Z) + \theta h(X' + Z') \geq h(X + Z) - \epsilon.
\]

Now, convexity of relative entropy ensures that \( \theta \mapsto I(X^{(\theta)}; Z^{(\theta)}) \) is continuous on \([0, 1]\). As a result, the intermediate value theorem ensures there is some \( \theta \in [0, 1] \) such that

\[
h(X^{(\theta)} + Z^{(\theta)}) \geq h(X + Z) - \epsilon \quad \text{and} \quad I(X^{(\theta)}; Z^{(\theta)}) = \zeta.
\]

Toward establishing the above ansatz, fix \( \epsilon > 0 \), and consider the interval \( I := (-\epsilon, \epsilon] \). Define \( p(\epsilon) := \Pr\{X \in I\} \), and note that \( p(\epsilon) = \Theta(\epsilon) \) since \( X \) is assumed Gaussian. For fixed parameters \( n \geq 1 \) and \( \epsilon \), we’ll rearrange the joint distribution of \((X, Z)\) on the event \( \{X \in I\} \). To this end, consider two partitions

\[-\epsilon = t_0 < t_1 < \cdots < t_n = \epsilon \quad \text{and} \quad -\infty = s_0 < s_1 < \cdots < s_n = +\infty\]
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such that

$$\Pr\{X \in (t_{i-1}, t_i) | X \in I\} = \Pr\{Z \in (s_{i-1}, s_i) | X \in I\} = \frac{1}{n}, \quad 1 \leq i \leq n.$$ 

This is always possible since $X$ and $Z$ are (marginally) continuous random variables. We now define a random variable $Z_n$, jointly distributed with $X$, by rearranging the distribution of $(X, Z)$ as follows. On the event $\{X \notin I\}$, we let $Z_n = Z$. Conditioned on the event $\{X \in I\}$, we let the joint density of $(X, Z_n)$ be supported on the union of rectangles $R := \bigcup_{i=1}^n (t_{i-1}, t_i] \times (s_{i-1}, s_i]$, given explicitly by

$$f_{X,Z_n | X \in I}(x, z) = n f_X | X \in I(x) f_{Z | X \in I}(z) 1_{\{(x, z) \in R\}}.$$ 

This is well-defined since the conditional densities $f_X | X \in I, f_{Z | X \in I}$ exist by marginal continuity of $X$ and $Z$, and the fact that $\Pr\{X \in I\} > 0$.

Observe that this rearrangement preserves marginals, so $(X, Z_n) \in \Pi(X, Z)$. Further, note that $I(X; Z_n | X \in I) = n$ by construction, therefore

$$I(X; Z_n) = p(\epsilon) I(X; Z_n | X \in I) + (1 - p(\epsilon)) I(X; Z_n | X \notin I) + I(Z; 1_{\{X \in I\}}) \leq p(\epsilon)n + I(Z; X) + O(\epsilon \log \epsilon).$$

By nonnegativity of mutual information, the first identity above also implies

$$I(X; Z_n) \geq p(\epsilon) I(X; Z_n | X \in I) = p(\epsilon)n.$$ 

Since $I(X; Z)$ is finite by assumption, the combination of the above estimates imply

$$I(X; Z_n) = \Theta(\epsilon n),$$

(4.24)

where the asymptotics are understood in the sense that $\epsilon > 0$ is fixed and $n$ allowed to increase.

For $x \in I$, let $k(x)$ denote the integer $k \in \{1, \ldots, n\}$ such that $x \in (t_{k-1}, t_k]$. Observe that, conditioned on $\{X \in I\}$, the index $k(X)$ is almost surely equal to a function of $X + Z_n$. This follows since for any $c \in \mathbb{R}$, the line $\{(x, z) : x + z = c\} \subset \mathbb{R}^2$ intersects a unique rectangle of the form

$$(t_{i-1}, t_i] \times (s_{i-1}, s_i].$$

Conditioned on $\{X \in I\}$, the distribution of $(X, Z_n)$ is supported on such rectangles by construction, so the claim follows.

With the above observation together with the fact that $X$ and $Z_n$ are conditionally independent given $\{k(X), X \in I\}$ by construction, we have

$$h(X + Z_n | X \in I) = h(X + Z_n | k(X), X \in I) + I(X + Z_n; k(X) | X \in I) \geq h(X | k(X), X \in I) + I(X; k(X) | X \in I) = h(X | X \in I).$$
In particular,

\[ h(X + Z_n) \geq (1 - p(\epsilon))h(X + Z_n | X \notin I) + p(\epsilon)h(X + Z_n | X \in I) \]
\[ \geq (1 - p(\epsilon))h(X + Z_n | X \notin I) + p(\epsilon)h(X | X \in I) \]
\[ = (1 - p(\epsilon))h(X + Z | X \notin I) + O(\epsilon \log \epsilon), \]

where the first line follows since conditioning reduces entropy, and the last line follows since \( X \) is nearly uniform on \( I \) for \( \epsilon \) small.

Now, upper bounding entropy in terms of second moments, we have

\[ h(X + Z | X \in I) \leq \frac{1}{2} \log \left( 2\pi e \mathbb{E}[(X + Z)^2 | X \in I] \right) \]
\[ \leq \frac{1}{2} \log \left( 4\pi e (\mathbb{E}[X^2 | X \in I] + \mathbb{E}[Z^2 | X \in I]) \right) \]
\[ \leq \frac{1}{2} \log \left( \frac{4\pi e}{p(\epsilon)} (\mathbb{E}[X^2] + \mathbb{E}[Z^2]) \right). \]

So, by finiteness of second moments,

\[ p(\epsilon)h(X + Z | X \in I) \leq O(\epsilon \log \epsilon). \]

Since \( I(X + Z; 1_{\{X \in I\}}) \leq H(1_{\{X \in I\}}) = O(\epsilon \log \epsilon) \), we put everything together to find

\[ h(X + Z) = h(X + Z | 1_{\{X \in I\}}) + I(X + Z; 1_{\{X \in I\}}) \]
\[ \leq (1 - p(\epsilon))h(X + Z | X \notin I) + O(\epsilon \log \epsilon) \]
\[ \leq h(X + Z_n) + O(\epsilon \log \epsilon). \]

Combining with (4.24) establishes the ansatz, and completes the proof. \( \square \)
Chapter 5

Anantharam-Jog-Nair Inequality

Anantharam, Jog and Nair (AJN) left open the question of extremizability in their inequality (3.4). That is, when do there exist random vectors \((X_i)_{i=1}^k\) such that (3.4) is met with equality, and what form do any such extremizers take? The goal of this chapter is to answer both questions completely. The first question is addressed in Section 5.1, and the second in Section 5.2, specifically in Theorem 61.

5.1 Extremizability and geometricity

A few preliminary definitions

We start this section by recording a few associated definitions for convenience.

**Definition 46.** A subspace \(T \subset E_0\) is said to be **product-form** if it can be written as \(T = \oplus_{i=1}^k T_i\), where \(T_i \subset E_i\) for \(1 \leq i \leq k\).

**Definition 47.** A subspace \(T \subset E_0\) is said to be **critical** for \((c, d, B)\) if it is product-form, and

\[
\sum_{i=1}^k c_i \dim(\pi_i T) = \sum_{j=1}^m d_j \dim(B_j T).
\]

**Definition 48.** Two data \((c, d, B)\) and \((c', d', B')\) are said to be **equivalent** if \(c = c', d = d', \) and there exist invertible linear transformations \(A_j : E_j \rightarrow E_j\) and \(C_i : E_i \rightarrow E_i\) such that

\[
B_j' = A_j^{-1} B_j C^{-1} \quad \text{for each } 1 \leq j \leq m,
\]

where \(C := \text{diag}(C_1, \ldots, C_k)\).
We remark that, in the special case of \( k = 1 \), the definitions of critical subspaces and equivalent data coincide with those found in Bennett et al. [2008]. For general \( k \), all three definitions coincide with those in Courtade and Liu [2021].

We first address the question of when (3.4) is extremizable. To make things precise, we say that a datum \((c, d, B)\) is extremizable if \( C_g(c, d, B) \) is finite and there exist independent \( X_i \in \mathcal{P}(E_i) \), \( 1 \leq i \leq k \) such that (3.4) is met with equality. We say that \((c, d, B)\) is Gaussian-extremizable if \( C_g(c, d, B) \) is finite and there exist independent Gaussian \((X_i)_{i=1}^k\) meeting (3.4) with equality.

In analogy to definitions made in the context of Brascamp–Lieb inequalities, we define the class of AJN-geometric data below. Their significance to (3.4) is the same as that of geometric data to inequalities of Brascamp–Lieb-type. In particular, we will see that all (Gaussian-)extremizable instances of (3.4) are equivalent to AJN-geometric data.

**Definition 49** (AJN-Geometric datum). A datum \((c, d, B)\) is said to be AJN-geometric if

(i) \( B_j B_j^T = \text{id}_{E_j} \) for each \( 1 \leq j \leq m \); and

(ii) we have the operator identity

\[
\sum_{j=1}^m d_j \pi_{E_i} B_j^T B_j \pi_{E_i} = c_i \text{id}_{E_i}, \quad \text{for each } 1 \leq i \leq k.
\] (5.2)

**Remark 50.** Conditions (i)-(ii) together imply the scaling condition (3.5). This can be seen by taking traces in (5.2), summing from \( i = 1, \ldots, k \), and using the cyclic and linearity properties of trace together with (ii).

AJN-geometric data have the convenient property that \( C_g(c, d, B) = 0 \), and they are extremizable by standard Gaussians. We summarize as a formal proposition.

**Proposition 51.** If \((c, d, B)\) is AJN-geometric, then \( C_g(c, d, B) = 0 \) and \( X \sim N(0, \text{id}_{E_0}) \) achieves equality in (3.4).

**Proof.** We’ll use the properties of the Föllmer drift summarized in the Appendix. Begin by fixing centered \( \mu_i \in \mathcal{P}(E_i) \), \( 1 \leq i \leq k \), and let \((W_t)_{t \geq 0}\) be a Brownian motion on \( E_0 \) with \( \text{Cov}(W_1) = \text{id}_{E_0} \). By Theorem 94, there is a drift \((u_t)_{t \geq 0}\) such that \( \mathbb{E}[u_t] = 0 \) and \((\pi_{E_i}(u_t))_{i=1}^k\) are independent for all \( 0 \leq t \leq 1 \),

\[
(W_1 + \int_0^1 u_s ds) \sim \mu_1 \otimes \cdots \otimes \mu_k,
\] (5.3)
and \( D(\mu_i \parallel \gamma_{E_i}) = \frac{1}{2} \int_0^1 E |\pi_{E_i}(u_s)|^2 ds \) for each \( 1 \leq i \leq k \). Therefore,

\[
\sum_{i=1}^k c_i D(\mu_i \parallel \gamma_{E_i}) = \frac{1}{2} \int_0^1 \sum_{i=1}^k c_i |\pi_{E_i}(u_s)|^2 ds \\
= \frac{1}{2} \int_0^1 \sum_{j=1}^m d_j |B_j u_s|^2 ds \\
\geq \sum_{j=1}^m d_j D(B_j \sharp (\mu_1 \otimes \cdots \otimes \mu_k) \parallel \gamma_{E_j}),
\]

(5.4)

where (5.4) follows from (5.2) and the properties of \( u_t \), and (5.5) follows from (5.3) and Proposition 92 because \( B_j W_1 \sim \gamma_{E_j} \), due to \( B_j B_j^T = \text{id}_{E_j} \) by assumption. Now, expanding the relative entropies in terms of Shannon entropies and second moments, these second-moment terms cancel due to independence and (5.2), giving

\[
\sum_{i=1}^k c_i h(X_i) \leq \sum_{j=1}^m d_j h(B_j X)
\]

(5.6)

for any \( X_i \sim \mu_i \in \mathcal{P}(E_i) \) and \( X \sim \otimes_{i=1}^k \mu_i \), where the centering assumption can be removed due to translation invariance of Shannon entropy. The fact that \( X \sim \gamma_{E_0} \) is an extremizer follows immediately from the scaling condition (3.5) (see Remark 50) and the observation that \( B_j X \sim \gamma_{E_j} \) (since \( B_j B_j^T = \text{id}_{E_j} \)).

**Remark 52.** In the case where the datum is such that (3.4) coincides with the Shannon–Stam inequality, the above proof reduces to that of Lehec [2013]. The new idea is identifying and incorporating the “correct” definition of AJN-geometricity. When \( k = 1 \), the AJN inequality (3.4) coincides with the entropic form of the Brascamp–Lieb inequalities, and the definition of AJN-geometricity reduces to the definition of geometricity for Brascamp–Lieb data found in Bennett et al. [2008].

AJN-geometric data have a relatively straightforward geometric interpretation. In particular, first note that each \( E_i \) has a natural isometric embedding into \( E_0 \) via the inclusion \( \pi_{E_i}^T : E_i \to E_0 \). If \( (c, d, B) \) is AJN-geometric then \( B_j B_j^T = \text{id}_{E_j} \), which means that each \( E_j \) can be isometrically embedded into \( E_0 \) by the map \( B_j^T : E_j \to E_0 \). In this way, we can consider \( (E_i)_{i=1}^k \) and \( (E_j)_{j=1}^m \) to be subspaces of \( E_0 \), and \( \Pi_{E_i} := \pi_{E_i}^{T} \pi_{E_i} \) and \( \Pi_{E_j} := B_j^T B_j \) define the orthogonal projections of \( E_0 \) onto \( E_i \) and \( E_j \), respectively. Thus, the geometric instances of the AJN inequality (3.4) can be restated in a way that dispenses with the specific linear maps \( B \) as follows.

**Corollary 53.** Let \( E^1, \ldots, E^m \) be subspaces of \( E_0 = \oplus_{i=1}^k E_i \). If \( c \) and \( d \) satisfy

\[
\sum_{j=1}^m d_j \Pi_{E_i} \Pi_{E_j} \Pi_{E_i} = c_i \Pi_{E_i}, \quad \text{for each } 1 \leq i \leq k,
\]

(5.7)
then for any independent \(X_i \in \mathcal{P}(E_i), 1 \leq i \leq k\), and \(X = (X_1, \ldots, X_m)\),

\[
\sum_{i=1}^{k} c_i h(\Pi_{E_i} X) \leq \sum_{j=1}^{m} d_j h(\Pi_{E_j} X). 
\tag{5.8}
\]

Equality is achieved for \(X \sim N(0, \text{id}_{E_0})\).

**Remark 54.** Entropies in (5.8) are computed with respect to Lebesgue measure on the subspace being projected upon. In particular, we have \(h(\Pi_{E} X) = h(X_i)\), but have chosen to write (5.8) in a way to emphasize the symmetry of the inequality.

Above definitions allow us to fully characterize the (Gaussian-)extremizable instances of Theorem 7. It is the main result of this section, and specializes to the extremizability results in Bennett et al. [2008] for the Brascamp–Lieb functional inequalities when \(k = 1\).

**Theorem 55.** The following are equivalent:

(i) \((c, d, B)\) is extremizable.

(ii) \((c, d, B)\) is Gaussian-extremizable.

(iii) There are \(K_i \in S^+(E_i), 1 \leq i \leq k\), satisfying

\[
\sum_{j=1}^{m} d_j \pi_{E_i} B^T_j (B_j K_j B^T_j)^{-1} B_j \pi_{E_i}^T = c_i K_i^{-1}, \quad 1 \leq i \leq k,
\tag{5.9}
\]

where \(K := \text{diag}(K_1, \ldots, K_k)\).

(iv) \((c, d, B)\) is equivalent to an AJN-geometric datum.

**Remark 56.** For \((K_i)_{i=1}^{k}\) satisfying (5.9), the Gaussians \(X_i \sim N(0, K_i), 1 \leq i \leq k\) are extremal in (3.4). In fact, the proof of Theorem 55 will show that if \(X_i \in \mathcal{P}(E_i), 1 \leq i \leq k\) are extremal in (3.4), then the covariances \(K_i = \text{Cov}(X_i)\) necessarily satisfy (5.9).

As a preliminary observation, we note that the extremizers in (3.4) are closed under convolutions. This fact can be extracted from the doubling argument in Anantharam et al. [2019]; we state and prove it here for completeness.

**Proposition 57.** Fix a datum \((c, d, B)\) that is extremizable for the AJN inequality (3.4). Let \(X = (X_1, \ldots, X_k)\) and \(Y = (Y_1, \ldots, Y_k)\) each satisfy (3.4) with equality. If \(X, Y\) are independent, then \(X + Y = (X_1 + Y_1, \ldots, X_k + Y_k)\) also satisfies (3.4) with equality.

**Proof.** Define \(Z^+ = (Z_1^+, \ldots, Z_k^+)\) and \(Z^- = (Z_1^-, \ldots, Z_k^-)\), where

\[
Z_i^+ := \frac{1}{\sqrt{2}}(X_i + Y_i), \quad Z_i^- := \frac{1}{\sqrt{2}}(X_i - Y_i), \quad 1 \leq i \leq k.
\]
Observe that
\[
\sum_{i=1}^{k} c_i (h(X_i) + h(Y_i)) = \sum_{i=1}^{k} c_i h(X_i, Y_i) \tag{5.10}
\]
\[= \sum_{i=1}^{k} c_i (h(Z_i^+) + h(Z_i^-|Z_i^+)) \tag{5.11}
\]
\[\leq \sum_{j=1}^{m} d_j (h(B_jZ^+) + h(B_jZ^-|B_jZ^+)) + 2C_g(c, d, B) \tag{5.12}
\]
\[\leq \sum_{j=1}^{m} d_j (h(B_jX, B_jY)) + 2C_g(c, d, B) \tag{5.13}
\]
\[= \sum_{j=1}^{m} d_j (h(B_jX) + h(B_jY)) + 2C_g(c, d, B). \tag{5.14}
\]

In the above, (5.10) is due to independence; (5.11) follows due to orthogonality of the transformation \((X_i, Y_i) \rightarrow (Z_i^+, Z_i^-)\) and the chain rule; (5.12) is two applications of (3.4); (5.13) follows because conditioning reduces entropy; (5.14) is due to the chain rule and orthogonality of the transformation \((B_jZ^+, B_jZ^-) \rightarrow (B_jX, B_jY)\); (5.15) is again due to independence.

Since \(X\) and \(Y\) are extremal by assumption, we have equality throughout. This implies \(Z^+\) is also extremal, and hence we conclude \(X + Y\) is extremal by the scaling condition (3.5).

**Proof of Theorem 55.** (i) \(\Rightarrow\) (ii):

Let \(X\) be an extremizer in (3.4), and put \(Z_n := n^{-1/2} \sum_{i=1}^{n} X^{(i)}\), where \(X^{(1)}, X^{(2)}, \ldots\) are i.i.d. copies of \(X\), which we assume to be zero-mean without loss of generality. By an application of Proposition 57 and the scaling condition (3.5) (which holds by finiteness of \(C_g(c, d, B)\)), we have that \(Z_n\) is an extremizer in (3.4) for all \(n \geq 1\). By an application of the entropic central limit theorem [Barron, 1986, Carlen and Soffer, 1991], it follows that \(Z \sim N(0, \text{Cov}(X))\) is also an extremizer in (3.4).

(ii) \(\Rightarrow\) (i): This follows immediately from Theorem 7.

(ii) \(\Rightarrow\) (iii): If \((c, d, B)\) is Gaussian-extremizable, then there exist \(K_i^* \in S^+(E_{i^*})\), \(1 \leq i \leq k\) which maximize

\[
(K_i^*)_{i=1}^{k} \mapsto \sum_{i=1}^{k} c_i \log \det(K_i) - \sum_{j=1}^{m} d_j \log \det(B_jKB_j^T),
\]
where $K := \text{diag}(K_1, \ldots, K_k)$ (note this implies $B_j K^* B_j^T$ is invertible for each $1 \leq j \leq m$). This means, for any index $i$ and any $A_i \in S(E_i)$, we can consider the perturbation $K_i = K_i^* + \epsilon A_i$ for $\epsilon$ sufficiently small, and the function value cannot increase. By first-order Taylor expansion, this implies

$$c_i(A_i, (K_i^*)^{-1}) = \sum_{j=1}^m d_j \langle B_j \pi_{E_i}^T A_i \pi_{E_i} B_j^T, (B_j K^* B_j^T)^{-1} \rangle$$

$$= \langle A_i, \sum_{j=1}^m d_j \pi_{E_i} B_j^T (B_j K^* B_j^T)^{-1} B_j \pi_{E_i}^T \rangle,$$

where $\langle \cdot, \cdot \rangle$ is the Hilbert–Schmidt (trace) inner product. By arbitrariness of $A_i$, we conclude (5.9).

$(iii) \Rightarrow (iv)$: Let $K$ be as in (5.9). The equivalent datum $(c, d, B')$ defined by

$$B'_j = (B_j K B_j^T)^{-1/2} B_j K^{1/2}, \quad 1 \leq j \leq m$$

is AJN-geometric. Indeed, $B'_j B'_j^T = \text{id}_{E_i}$ and (5.9) gives

$$\sum_{j=1}^m d_j \pi_{E_i} B_j^T B'_j \pi_{E_i} = \sum_{j=1}^m d_j K_i^{-1/2} \pi_{E_i} B_j (B_j K B_j^T)^{-1} B_j \pi_{E_i} K_i^{1/2} = c_i \text{id}_{E_i}.$$

$(iv) \Rightarrow (ii)$: Let $(c, d, B')$ be the geometric datum equivalent to $(c, d, B)$. In the notation of (5.1), for any $X_i \in \mathcal{P}(E_i), 1 \leq i \leq k$ and $X = (X_1, \ldots, X_k)$, we have by a change of variables

$$\sum_{i=1}^k c_i h(X_i) - \sum_{j=1}^m d_j h(B_j X) = \sum_{i=1}^k c_i h(C_i X_i) - \sum_{i=1}^k c_i \log \det(C_i) - \sum_{j=1}^m d_j h(B'_j C X) - \sum_{j=1}^m d_j \log \det(A_j)$$

$$= \sum_{i=1}^k c_i h(Y_i) - \sum_{j=1}^m d_j h(B'_j Y) - \sum_{i=1}^k c_i \log \det(C_i) - \sum_{j=1}^m d_j \log \det(A_j),$$

where we have defined $Y_i := C_i X_i$, and $Y = (Y_1, \ldots, Y_k)$. Since each $C_i$ is invertible, it is clear that $X$ is a (Gaussian-)extremizer for $(c, d, B')$ if and only if $Y$ is a (Gaussian-)extremizer for $(c, d, B')$. The latter is Gaussian-extremizable by the assumption of geometricity and Proposition 51, so the claim follows.

**Remark 58.** We remark that Theorem 7 can be derived as a limiting case of the forward-reverse Brascamp–Lieb inequalities [Liu et al., 2018]; details can be found in [Courtade and...
Liu, 2021, Section 4]. There is a counterpart notion of geometricity for the forward-reverse Brascamp–Lieb inequalities, for which a result parallel to Theorem 55 holds. However, the notion of “geometricity” in the context of Courtade and Liu [2021] does not easily pass through the aforementioned limit, so it seems the simplest proof of Theorem 55 is a more direct one, as given here.

We end this section with a final structural lemma, namely, we note that critical subdata of geometric data consist of geometric data. To this end, we can define the notion of a subdata. Fix a datum $(c, d, B)$, and a critical subspace $\oplus_{i=1}^{k} T_i = T \subset E_0$. Define the linear maps:

$$B_{j,T} : x \in T \mapsto B_jx \in B_jT$$

Now, define $B_T := (B_{j,T})_{j=1}^m$. With notation set, we can define $(c, d, B_T)$ as a datum on $T$.

**Theorem 59.** Let $(c, d, B)$ be a geometric AJN instance on $E_0$, and let $T$ be a critical subspace. Then, $(c, d, B_T)$ is a geometric AJN instance on $T$.

**Proof of Theorem 59.** Note that for the restricted maps, (5.2) still holds with equality, as $\pi_T T_i \subset T$ since $T$ is product form. So,

$$\sum_{j=1}^{m} d_j \pi_T B_{j,T}^T B_{j,T} \pi_T = c_i \text{id}_{T_i}, \quad \text{for each } 1 \leq i \leq k. \quad (5.16)$$

Now, we only need to check that $B_{j,T} B_{j,T}^T = \text{id}_{B_jT}$ holds for each $1 \leq j \leq m$. We note that $B_{j,T} B_{j,T}^T = B_j \Pi_T B_j^T$ on $B_j T$, so we have $B_{j,T} B_{j,T}^T = B_j \Pi_T B_j^T \leq B_j B_j^T = \text{id}_{B_jT}$ on $B_j T$. In particular, we have $\text{Tr}(B_{j,T} B_{j,T}^T) \leq \dim(B_j T)$, with equality iff $B_{j,T} B_{j,T}^T = \text{id}_{B_jT}$. Now, we take traces of (5.16), and sum up over $i$ and invoke criticality to note:

$$\sum_{j=1}^{m} d_j \text{Tr}(B_{j,T} B_{j,T}^T) = \sum_{i=1}^{k} c_i \dim(T_i) = \sum_{j=1}^{m} d_j \dim(B_j T)$$

from which the result follows.

5.2 Characterization of extremizers

The goal of this section is to give a complete characterization of the extremizers in (3.4). In view of Theorem 55, it suffices to consider geometric instances of the AJN inequality; indeed, the extremizers of any other extremizable instance of the AJN inequality will be linear transformations of the extremizers for an equivalent AJN-geometric datum.
Toward this end, let \((c, d, B)\) be AJN-geometric, and regard \((E_i^k)_{i=1}^k\) and \((E_j^m)_{j=1}^m\) as subspaces of \(E_0\), as in the discussion preceding Corollary 53. We now extend definitions found in Valdimarsson [2008] to the present setting. For any subspace \(W \subset E_0\), we define \(W^\perp := W\), and \(W^\perp\) to be the orthogonal complement of \(W\) in \(E_0\). Now, a nonzero subspace \(K \subset E_0\) is said to be independent if it can be written as
\[
K = E_i \cap \bigcap_{j=1}^m (E_j)^{b_j},
\]
for some \(i \in \{1, \ldots, k\}\) and \(b = (b_1, \ldots, b_m) \in \{0, \perp\}^m\). Each independent subspace is contained in some \(E_i\), and distinct independent subspaces are orthogonal by construction. So, if \(K_1^i, \ldots, K_n^i\) is an enumeration of independent subspaces of \(E_i\), then we can uniquely decompose
\[
E_i = K_0^i \oplus K_1^i \oplus \cdots \oplus K_n^i, \tag{5.17}
\]
where \(K_0^i\) is defined to be the orthogonal complement of \(\bigoplus_{\ell=1}^n K_{\ell}^i\) in \(E_i\). Now, we can uniquely define the dependent subspace \(K_{dep}\) as the product-form subspace
\[
K_{dep} := \bigoplus_{\ell=1}^n K_{\ell}^i. \tag{5.18}
\]

**Proposition 60.** If \(K_{dep}\) is nonzero, there is an orthogonal decomposition
\[
K_{dep} = \bigoplus_{\ell=1}^n K_{\ell}^{dep}, \tag{5.19}
\]
where each \(K_{\ell}^{dep}\) is critical for the datum \((c, d, B)\).

A decomposition of the form (5.19) is said to be a critical decomposition; we remark that critical decompositions are not necessarily unique. Together with Theorem 55, the following completely characterizes the extremizers in the AJN inequality (3.4). In the statement, we let \(\Pi_V : E_0 \to E_0\) denote the orthogonal projection onto the indicated subspace \(V\).

**Theorem 61.** Let \((c, d, B)\) be AJN-geometric, and decompose each \(E_i\) as in (5.17). Independent \(X_i \sim \mathcal{P}(E_i), 1 \leq i \leq k\) and \(X = (X_1, \ldots, X_k)\) satisfy (3.4) with equality iff

(i) \(\Pi_{K_0^i}(X), \ldots, \Pi_{K_k^i}(X)\) are independent for each \(1 \leq i \leq k\); and

(ii) there is a critical decomposition \(K_{dep} = \bigoplus_{\ell=1}^n K_{\ell}^{dep}\) such that \(\Pi_{K_{dep}}^1(X), \ldots, \Pi_{K_{dep}}^n(X)\) are independent isotropic Gaussians on their respective subspaces.

In words, (i) says that each random vector \(X_i\) splits into independent factors on the orthogonal decomposition of \(E_i\) given by (5.17). Condition (ii) tells us that the factor of \(X\) supported on \(K_{dep}\) is Gaussian with \(\text{Cov}(\Pi_{K_{dep}}(X)) = \sum_{\ell=1}^n \sigma_{\ell}^2 \Pi_{K_{\ell}^{dep}}\), for some critical decomposition (5.19) and choice of variances \((\sigma_{\ell}^2)_{\ell=1}^n\). In effect, this links the covariances of the Gaussian factors of the \(X_i\)’s.
Remark 62. In the case of \( k = 1 \), the above characterization of extremizers is compatible with that articulated by Valdimarsson [2008] for the functional Brascamp–Lieb inequalities. As noted in Remark 58, the AJN inequality is formally implied by the Euclidean forward-reverse Brascamp–Lieb inequalities. A characterization of extremizers for the latter remains unknown at the moment, but will necessarily involve a new ingredient of log-concavity (since, e.g., the Prékopa–Leindler inequality is realized as a special case (see Theorem 10), and the extremizers are log-concave [Dubuc, 1977]).

Before giving the proof, let us consider a few quick examples to demonstrate the result.

Example 63. Consider the EPI on \( E_1 = E_2 = \mathbb{R}^n \) with \( \lambda \in (0, 1) \), stated as
\[
\lambda h(X_1) + (1 - \lambda) h(X_2) \leq h(\lambda^{1/2} X_1 + (1 - \lambda)^{1/2} X_2),
\]
for independent \( X_1, X_2 \) with finite entropies and second moments. There are no independent subspaces, and every maximal critical decomposition of \( K_{dep} = E_0 = \mathbb{R}^n \oplus \mathbb{R}^n \) can be written as
\[
\mathbb{R}^n \oplus \mathbb{R}^n = \bigoplus_{\ell=1}^n (\text{span}\{e_\ell\} \oplus \text{span}\{e_\ell\}),
\]
with \((e_\ell)_{\ell=1}^n\) an orthonormal basis of \( \mathbb{R}^n \). Thus, (ii) is equivalent to the assertion that \( X_1 \) and \( X_2 \) must be Gaussian, with identical covariances.

Example 64. The Zamir–Feder inequality [Zamir and Feder, 1993] can be stated as follows (see, e.g., [Rioul, 2010]). If a matrix \( B \in \mathbb{R}^{k \times n} \) satisfying \( BB^T = \text{id}_{\mathbb{R}^n} \) has columns \((b_i)_{i=1}^k \subseteq \mathbb{R}^n\), then any random vector \( X = (X_1, \ldots, X_k) \in \mathcal{P}(\mathbb{R}^k) \) with independent coordinates satisfies
\[
h(BX) \geq \sum_{i=1}^k |b_i|^2 h(X_i). \tag{5.20}
\]
Observe that this is a geometric instance of the AJN inequality, with \( B_1 = B \), \( d_1 = 1 \), and \( c_i = |b_i|^2 \). Letting \((e_i)_{i=1}^k\) denote the natural basis for \( \mathbb{R}^k \), it follows by definitions that any independent subspace must be equal to \( \text{span}\{e_i\} \) for some \( 1 \leq i \leq k \), and \( \text{span}\{e_i\} \) is an independent subspace iff \( e_i \in \ker(B) \cup \ker(B)^\perp \). Hence, any \( X \in \mathcal{P}(\mathbb{R}^k) \) with independent coordinates meeting (5.20) with equality has the following form:

1. If \( e_i \in \ker(B) \cup \ker(B)^\perp \), then \( X_i \) can have any distribution in \( \mathcal{P}(\mathbb{R}) \).

2. Otherwise, \( X_i \) is Gaussian.

Observe that \( e_i \in \ker(B) \iff b_i = 0 \); in this case, coordinate \( X_i \) is not present in (5.20). If \( e_i \in \ker(B)^\perp \), then \( X_i \) is recoverable from \( BX \) in the sense that there exists \( u \in \mathbb{R}^n \) such that \( u^TBX = X_i \). Hence, we might say that the extremizers in (5.20) are characterized by all present non-recoverable components being Gaussian. This is precisely the statement given by Rioul and Zamir in their recent work [Rioul and Zamir, 2019, Theorem 1], which gave the first characterization of extremizers in the Zamir–Feder inequality.
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To give an application that yields a new result, consider the following inequality proposed in Anantharam et al. [2019]:

$$c_1 h(Z_1, Z_2) + c_2 h(Y) \leq h(Z_1 + Y, Z_2 + Y) + d_2 h(Z_1) + d_3 h(Z_2) + C_g,$$

(5.21)

where the $Z_1, Z_2, Y$ are random variables with $(Z_1, Z_2)$ independent of $Y$, and all coefficients are assumed to be strictly positive. An immediate consequence of Theorem 7 is that the sharp constant $C_g$ can be computed by considering only Gaussians, and conditions on the coefficients $c, d$ ensuring finiteness of $C_g$ can be deduced from (3.5) and (3.6). Using Theorem 61, we can further conclude that if $c$ and $d$ are such that (5.21) is extremizable, then it admits only Gaussian extremizers.

To see that this is the case, let $(c, d, B)$ denote the datum corresponding to (5.21). In matrix notation with respect to the natural choice of basis, we have

$$B_1 = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}, \quad B_2 = [1 \ 0 \ 0], \quad B_3 = [0 \ 1 \ 0].$$

Assuming $(c, d, B)$ is extremizable, let $C$ and $(A_j)_{j=1}^3$ be the matrices in (5.1) that transform $(c, d, B)$ to an AJN-geometric datum $(c, d, B')$. By rescaling, we can assume without loss of generality that $C = \text{diag}(C_1, 1)$, where $C_1$ is an invertible $2 \times 2$ matrix. In order to show (5.21) admits only Gaussian extremizers, we need to show that $(c, d, B')$ admits no independent subspaces. To do this, we will show the stronger claim that

$$\bigcap_{j=1}^3 V_j = \{0\}$$

for any choice of $V_j$ equal to $E^j$ or $E^j^\perp$, where we identify $E^j = \text{col}(C^{-T}B_j^TA_j^{-T}) = \text{col}(C^{-T}B_j^T)$, with $\text{col}(\cdot)$ denoting the columnspace of its argument. Explicitly, we have

$$E^1 = \text{col} \left( \begin{bmatrix} C_1^{-T} \\ 1 \end{bmatrix} \right), \quad E^2 = \text{col} \left( \begin{bmatrix} C_1^{-T} \\ 0 \end{bmatrix} \right), \quad E^3 = \text{col} \left( \begin{bmatrix} C_1^{-T} \\ 0 \end{bmatrix} \right).$$

Direct computation shows

$$E^{1^\perp} = \text{col} \left( \begin{bmatrix} C_1 \\ -1 \end{bmatrix} \right), \quad E^{2^\perp} = \text{col} \left( \begin{bmatrix} 0 \\ 0 \\ C_1 \end{bmatrix} \right), \quad E^{3^\perp} = \text{col} \left( \begin{bmatrix} 0 \\ 0 \\ C_1 \end{bmatrix} \right).$$

The problem now reduces to casework. By inspection, we have $E^{1^\perp} \cap E^2 = E^{1^\perp} \cap E^3 = \{0\}$. Next, since $C_1$ is invertible, we have $E^2 \cap E^3 = \{0\}$, and it similarly follows that $E^1 \cap E^2 = E^1 \cap E^3 = E^{1^\perp} \cap E^{2^\perp} = \{0\}$. It only remains to show that $E^1 \cap E^{2^\perp} \cap E^{3^\perp} = \{0\}$. To this end, invertibility of $C_1$ allows us to write

$$E^{2^\perp} \cap E^{3^\perp} = \text{col} \left( \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \right).$$
CHAPTER 5. ANANTHARAM–JOG–NAIR INEQUALITY

However, the only vector in $E^1$ that is zero in the first two components is the all-zero vector (again, by invertibility of $C_1$), so it follows that $E^1 \cap E^{2\perp} \cap E^{3\perp} = \{0\}$, and we conclude that the datum $(c, d, B')$ admits no independent subspaces.

Although the above shows (5.21) can only admit Gaussian extremizers, it does not tell us whether any exist, or their structure if they do. This is, however, the content of Theorem 55. Namely, the covariances of Gaussian extremizers are characterized completely by solutions $K$ to (5.9) for the datum $(c, d, B)$; see Remark 56. This emphasizes the complementary nature of Theorems 61 and 55.

Proof of Theorem 61

The remainder of this section is dedicated to the proof of Theorem 61. We establish the assertion of sufficiency first, and necessity second. The assumption that the datum $(c, d, B)$ is AJN-geometric prevails throughout. Accordingly we will regard $E_j$ as a subspace of $E_0$, with $\Pi_{E_j} = B_j^T B_j$ denoting the orthogonal projection onto $E_j$.

Lemma 65. Let the notation of (5.17) and (5.18) prevail. For each $1 \leq j \leq m$, we have the orthogonal decomposition

$$E^j = (\Pi_{E_j} K_{dep}) \oplus \left( \bigoplus_{i=1}^k \bigoplus_{1 \leq \ell \leq n_i, K_i^\ell \subset E^j} K_i^\ell \right).$$

(5.22)

Moreover, for any critical decomposition $K_{dep} = \bigoplus_{\ell=1}^n K_{dep}^\ell$, we have the orthogonal decomposition

$$\Pi_{E_j} K_{dep} = \bigoplus_{\ell=1}^n \Pi_{E_j} K_{dep}^\ell.$$  

(5.23)

Proof of Proposition 60 and Lemma 65. We first note that $\Pi_{E_j} K_{dep}$ is orthogonal to $\Pi_{E_j} K$, for any independent subspace $K$. Indeed, by definition of an independent subspace, we either have $\Pi_{E_j} K = \{0\}$ or $\Pi_{E_j} K = K$. The former is trivially orthogonal to $\Pi_{E_j} K_{dep}$, and the latter is orthogonal to $\Pi_{E_j} K_{dep}$ since $K_{dep}$ is orthogonal to $K$ by definition and $\Pi_{E_j}$ is self-adjoint. Indeed,

$$(\Pi_{E_j} x)^T y = (\Pi_{E_j} x)^T y = x^T (\Pi_{E_j} y) = x^T y = 0, \quad \forall x \in K_{dep}, y \in K.$$  

This establishes (5.22).

Now, using the decomposition (5.17) and the scaling condition (3.5) (which holds by AJN-geometricity), we have

$$\sum_{i=1}^k c_i \sum_{\ell=0}^{n_i} \dim(K_i^\ell) = \sum_{i=1}^k c_i \dim(E_i) = \sum_{j=1}^m d_j \dim(E^j)$$

$$= \sum_{j=1}^m d_j \dim(\Pi_{E_j} K_{dep}) + \sum_{j: K_i^\ell \subset E_j} d_j \dim(K_i^\ell).$$
To summarize,

\[ \sum_{i=1}^{k} \sum_{\ell=0}^{m_i} c_i \dim(K_i^{\ell}) = \sum_{j=1}^{m} d_j \dim(\Pi_{E_j}K_{\text{dep}}) + \sum_{j:K_j^0 \subset E_j}^{m} d_j \dim(K_j^0). \tag{5.24} \]

Since each independent subspace is of product form, the dimension condition (3.6) implies, for each \(1 \leq i \leq k\) and \(1 \leq \ell \leq n_i\),

\[ c_i \dim(K_i^{\ell}) \leq \sum_{j:K_j^0 \subset E_j}^{m} d_j \dim(K_j^0). \tag{5.25} \]

Likewise, since \(K_{\text{dep}} = \bigoplus_{i=1}^{k} K_i^0\) is of product form, (3.6) also implies

\[ \sum_{i=1}^{k} c_i \dim(K_i^0) \leq \sum_{j=1}^{m} d_j \dim(\Pi_{E_j}K_{\text{dep}}). \tag{5.26} \]

Comparing against (5.24), we necessarily have equality in (5.25) and (5.26), which proves that \(K_{\text{dep}}\) is critical. Thus, there exists at least one critical decomposition of \(K_{\text{dep}}\) (the trivial one), and Proposition 60 follows.

It remains to show (5.23). By induction, it suffices to show if \(K \subset E_0\) is a critical subspace, and \(K = K_1 \oplus K_2\) is a critical decomposition, then \(\Pi_{E_j}K_1\) and \(\Pi_{E_j}K_2\) are orthogonal complements in \(\Pi_{E_j}K\). The proof is similar to that of Bennett et al. [2008, Lemma 7.12]. Letting \(\Pi_{K_1}: E_0 \rightarrow E_0\) denote the orthogonal projection onto \(K_1\), we have that \(\Pi_{E_j}\Pi_{K_1}\) is a contraction in \(E_0\), so \(\text{Tr}(\Pi_{E_j}\Pi_{K_1}) \leq \dim(\Pi_{E_j}K_1)\). Since \(K_1\) is critical, it is product-form by definition and therefore \(\Pi_{K_1} = \sum_{i=1}^{k} \Pi_{E_i}\Pi_{K_1}\Pi_{E_i}\). From (5.2), this implies

\[ \sum_{i=1}^{k} c_i \dim(\Pi_{E_i}K_1) = \sum_{i=1}^{k} c_i \text{Tr}(\Pi_{E_i}\Pi_{K_1}) = \sum_{j=1}^{m} d_j \text{Tr}(\Pi_{E_j}\Pi_{K_1}) \leq \sum_{j=1}^{m} d_j \dim(\Pi_{E_j}K_1). \]

Since \(K_1\) is critical, we have equality throughout, implying \(\text{Tr}(\Pi_{E_j}\Pi_{K_1}) = \dim(\Pi_{E_j}K_1)\) for each \(j\). From this, we can conclude that \(\Pi_{K_1}\Pi_{E_j}\) is an isometry from \(\Pi_{E_j}K_1\) into \(K_1\), and similarly \(\Pi_{K_2}\Pi_{E_j}\) is an isometry from \(\Pi_{E_j}K_2\) into \(K_2\). Since \(K_1\) and \(K_2\) are orthogonal complements in \(K\), it follows that \(\Pi_{E_j}K_1\) and \(\Pi_{E_j}K_2\) are orthogonal complements in \(\Pi_{E_j}K\). 

\(\square\)

**Sufficiency of conditions (i)-(ii) in Theorem 61.** Let \(X_i \sim \mathcal{P}(E_i), 1 \leq i \leq k\) be independent and satisfy (i)-(ii), and let \(X = (X_1, \ldots, X_k)\). By the orthogonal decomposition (5.22) and the independence assumptions imposed by (i), we can decompose

\[ h(B_j X) = h(B_j \Pi_{K_{\text{dep}}} X) + \sum_{i=1}^{k} \sum_{1 \leq \ell \leq n_i: K_i^{\ell} \subset E_j} h(\Pi_{K_i^{\ell}}(X_i)), \tag{5.27} \]
where all entropies are computed with respect to the subspace being projected upon. In the proof of Lemma 65, we found (5.25) was met with equality. So, whenever $E_i$ contains an independent subspace (i.e., $n_i \geq 1$), we have
\[ c_i = \sum_{j : K'_i \subseteq E_j} d_j. \]

Now, using the decomposition (5.17) and the independence assumptions imposed by (i), an application of the above identity followed by (5.27) reveals
\[
\sum_{i=1}^{k} c_i h(X_i) = \sum_{i=1}^{k} \sum_{\ell=0}^{n_i} c_i h(\Pi_{K^i_\ell}(X_i)) \\
= \sum_{i=1}^{k} c_i h(\Pi_{K^i_0}(X_i)) + \sum_{i=1}^{k} \sum_{\ell=1}^{n_i} \sum_{j : K'_i \subseteq E_j} d_j h(\Pi_{K^i_\ell}(X_i)) \\
= \sum_{i=1}^{k} c_i h(\Pi_{K^i_0}(X_i)) + \sum_{j=1}^{m} d_j \sum_{i=1}^{k} \sum_{1 \leq \ell \leq n_i : K'_i \subseteq E_j} h(\Pi_{K^i_\ell}(X_i)) \\
= \sum_{i=1}^{k} c_i h(\Pi_{K^i_0}(X_i)) + \sum_{j=1}^{m} d_j \left( h(B_j X) - h(B_j \Pi_{K_{dep}}(X)) \right).
\]

In summary,
\[
\sum_{i=1}^{k} c_i h(X_i) - \sum_{j=1}^{m} d_j h(B_j X) = \sum_{i=1}^{k} c_i h(\Pi_{K^i_0}(X_i)) - \sum_{j=1}^{m} d_j h(B_j \Pi_{K_{dep}}(X)), \quad (5.28)
\]
where any entropies over the trivial subspace \( \{0\} \) are to be neglected.

It remains to show the right hand side of (5.28) is zero. While we can show it by plugging in isotropic Gaussians, it is more straightforward to see that the datum \((c, d, B_{K_{dep}})\) is a geometric datum by criticality of the dependent space as in (5.26) and Theorem 59, and as such, the right hand side of (5.28) is upper bounded by zero, and is exactly zero when the input is an isotropic Gaussian, as in Corollary 53.

Putting everything together shows
\[
\sum_{i=1}^{k} c_i h(X_i) = \sum_{j=1}^{m} d_j h(B_j X),
\]
so that (i) and (ii) are sufficient conditions for the $X_i$’s to be extremal, since $C_g(c, d, B) = 0$ by Proposition 51. 
\[ \square \]
We now turn our attention to the necessity part of Theorem 61. We will need the following lemma.

**Lemma 66.** Let \((c, d, B)\) be AJN-geometric, and \(A_i \in S^+(E_i), 1 \leq i \leq k\). For any \(A \in \Pi(A_1, \ldots, A_k)\), we have

\[
\sum_{i=1}^{k} c_i \text{Tr} \left((A_i - \text{id}_{E_i})^2\right) \geq \sum_{j=1}^{m} d_j \text{Tr} \left(((B_j A^2 B_j^T)^{1/2} - \text{id}_{E_j})^2\right),
\]

with equality if and only if \((\text{id}_{E_0} - \Pi_{E_j})A\Pi_{E_j} = 0\) for each \(1 \leq j \leq m\).

**Proof.** Using the block-diagonal structure of \(A\) and the definition of AJN-geometricity, we have

\[
\sum_{i=1}^{k} c_i \text{Tr} \left((A_i - \text{id}_{E_i})^2\right) = \sum_{j=1}^{m} d_j \text{Tr}(B_j(A - \text{id}_{E_0})^2 B_j)
\]

\[
= \sum_{j=1}^{m} d_j \text{Tr}(B_j A^2 B_j^T - 2B_j A B_j^T + \text{id}_{E_j})
\]

\[
\geq \sum_{j=1}^{m} d_j \text{Tr}(B_j A^2 B_j^T - 2(B_j A^2 B_j^T)^{1/2} + \text{id}_{E_j})
\]

\[
= \sum_{j=1}^{m} d_j \text{Tr} \left(((B_j A^2 B_j^T)^{1/2} - \text{id}_{E_j})^2\right),
\]

where the inequality follows because square root is operator monotone. More precisely, AJN-geometricity implies

\[
(B_j A B_j^T)^2 = B_j A B_j^T B_j A B_j^T \leq B_j A^2 B_j^T,
\]

so that operator monotonicity of square root gives \(B_j A B_j^T \leq (B_j A^2 B_j^T)^{1/2}\). Equality in (5.29) is therefore equivalent to equality above, which can be rewritten as

\[
B_j A(\text{id}_{E_0} - B_j^T B_j) A B_j^T = 0 \iff (\text{id}_{E_0} - \Pi_{E_j})A\Pi_{E_j} = 0.
\]

\(\square\)

**Necessity of conditions (i)-(ii) in Theorem 61.** Let \(\mu_i \in \mathcal{P}(E_i), 1 \leq i \leq k\) satisfy

\[
\sum_{i=1}^{k} c_i D(\mu_i \| \gamma_{E_i}) = \sum_{j=1}^{m} d_j D(B_j \# (\mu_1 \otimes \cdots \otimes \mu_k) \| \gamma_{E_j})
\]

under the prevailing assumption of AJN-geometricity; this is the same as equality in (5.6). Without loss of generality, we can assume each \(\mu_i\) is centered. Moreover, since the extremizers
of the AJN inequality are closed under convolutions (Proposition 57) and standard Gaussians
are extremal in the geometric AJN inequality (Proposition 51), we can assume without loss
of generality that each \( \mu_i \) is of the form
\[
\mu_i = \tilde{\mu}_i \ast \gamma_{E_i}
\]
(5.31)
for some extremal \( \tilde{\mu}_i \in \mathcal{P}(E_i) \), \( 1 \leq i \leq k \). Indeed, \( X \sim \otimes_{i=1}^k \mu_i \) satisfies (i)-(ii) if and only if \( X + Z \) satisfies (i)-(ii) for \( Z \sim \gamma_{E_0} \), independent of \( X \).

**Necessity of condition (i):** In the proof of Proposition 51, the sole inequality is (5.5).
Hence, properties of the drift \( u_t \) warrant a closer inspection; we follow the approach developed
in Eldan and Mikulincer [2020]. Toward this end, let \( f \) denote the density of \( \mu_1 \otimes \cdots \otimes \mu_k \)
with respect to \( \gamma_{E_0} \), and define the function
\[
u_t(x) := \nabla \log P_{1-t} f(x), \quad x \in E_0, \quad 0 \leq t \leq 1,
\]
where \( (P_t)_{t \geq 0} \) denotes the heat semigroup. Note that this is the Föllmer drift in Theorem
94. Define the matrix-valued function
\[
\Gamma_t(x) := (1-t) \nabla \nu_t(x) + \text{id}_{E_0}, \quad x \in E_0, \quad 0 \leq t \leq 1,
\]
(5.32)
which, for each \( 0 \leq t \leq 1 \), takes the block-diagonal form \( \Gamma_t = \text{diag}(\Gamma_{t}^1, \ldots, \Gamma_{t}^k) \) with \( \Gamma_{t}^i \in \mathbb{S}^+(E_i) \) due to the product form of the density \( f \) and Lemma 95 applied to (5.31). Now, recall Theorem 96, which implies that
\[
D(\mu_i \| \gamma_{E_i}) = \frac{1}{2} \int_0^1 \mathbb{E} \frac{\text{Tr} ((\Gamma_t^i - \text{id}_{E_i})^2)}{1-t} dt.
\]
(5.33)

Next, positive-definiteness of \( \Gamma_t \) and the assumption that \( B_j B_j^T = \text{id}_{E_j} \) together justify
the definition of a new process \( \tilde{W}_t^j \) via
\[
d\tilde{W}_t^j = (B_j \Gamma_t^j B_j^T)^{-1/2} B_j \Gamma_t dW_t, \quad 1 \leq j \leq m.
\]
By Lévy’s characterization, this process is a Brownian motion, since it has quadratic covariation
\[
[\tilde{W}_t^j]_t = \int_0^t (B_j \Gamma_s^j B_j^T)^{-1/2} B_j \Gamma_s^j B_j^T (B_j \Gamma_s^j B_j^T)^{-1/2} ds = t \text{id}_{E_j}.
\]
Putting things together, observe that definitions give
\[
\int_0^1 (B_j \Gamma_t^j B_j^T)^{1/2} d\tilde{W}_t^j = B_j \int_0^1 \Gamma_t dW_t \sim B_j \#(\mu_1 \otimes \cdots \otimes \mu_k).
\]
Thus, by (5.33) and an application of Lemmas 66 and 93, we have
\[
\sum_{i=1}^{k} c_i D(\mu_i \| \gamma_{E_i}) = \frac{1}{2} \int_0^1 \sum_{i=1}^{k} c_i \mathbb{E} \text{Tr} \left[ \left( (\Gamma_i^t - \text{id}_{E_i})^2 \right) \right] \frac{dt}{1-t} \\
\geq \frac{1}{2} \int_0^1 \sum_{j=1}^{m} d_j \mathbb{E} \text{Tr} \left[ \left( (B_j \Gamma_j^2 B_j^T)^{1/2} - \text{id}_{E_j})^2 \right) \right] \frac{dt}{1-t} \\
\geq \sum_{j=1}^{m} d_j D(B_j^\#(\mu_1 \otimes \cdots \otimes \mu_k) \| \gamma_{E_j})
\]

We have equality throughout due to (5.30). Since $X_t$ has full support for each $0 < t \leq 1$ and $(t, x) \mapsto \Gamma_t(x)$ is smooth by the regularizing properties of the heat semigroup, Lemma 66 and the above equality implies that
\[
(id_{E_0} - \Pi_{E_j}) \Gamma_t(x) \Pi_{E_j} = 0, \quad x \in E_0, \quad 0 < t < 1, \quad 1 \leq j \leq m. \quad (5.34)
\]
By definition, this implies that, for each $t \in (0, 1)$, we have
\[
(id_{E_0} - \Pi_{E_j}) \nabla^2 \log P_{1-t} f(x) \Pi_{E_j} = 0, \quad x \in E_0, \quad 1 \leq j \leq m.
\]
Since $f$ is assumed regular by virtue of (5.31), the above also holds for $t = 1$ by continuity of the derivatives of the heat semigroup. Since $f = \prod_{i=1}^{k} f_i$ by definition, where each $f_i$ is a density on $E_i$ with respect to $\gamma_{E_i}$, the above imposes a block-diagonal structure on the Hessian of $\log f_i$, which can be summarized as
\[
D^2(\log f_i)(x, y) = 0,
\]
whenever $x, y$ are vectors from distinct spaces in the decomposition (5.17). This implies, for each $1 \leq i \leq k$, that the density $f_i$ has product form
\[
f_i(x) = \prod_{\ell=0}^{n_i} f_{i,\ell}(\Pi_{K_{i}}(x)), \quad x \in E_i, \quad (5.35)
\]
establishing necessity of (i).

**Remark 67.** The above proof can be viewed as a modification of Eldan and Mikulincer [2020]'s argument for bounding the deficit in the Shannon–Stam inequality, suitable for setting of the AJN inequality. The emergence of the factorization (5.35) is new, and results from AJN-geometricity via the matrix inequality in Lemma 66. Although Valdimarsson’s arguments in the context of the functional Brascamp–Lieb inequalities are slightly different, the same basic factorization emerges in Valdimarsson [2008, Lemma 13]. Hence, the above might be regarded as a combination of ideas from both Eldan and Mikulincer [2020] and Valdimarsson [2008]. In the next step, the Fourier analytic argument is effectively the same as that found in Valdimarsson [2008, Lemma 14], with the drift $u_t$ playing the role of what Valdimarsson calls $\nabla \log F$.\]
Necessity of condition (ii): Having established necessity of (i), the initial calculations in the proof of sufficiency hold, leading to the conclusion (5.28). The reduced datum \((c, d, B_{K_{dep}})\) obtained by restricting the maps in \(B\) to domain \(K_{dep}\) remains AJN-geometric, so without loss of generality, we can assume for simplicity that there are no independent subspaces henceforth; i.e., \(K_{dep} \equiv E_0\). As in the previous step, we let \(f\) denote the density of \(X \sim \mu_1 \otimes \cdots \otimes \mu_k\) with respect to \(\gamma_{E_0}\).

Letting definitions from the previous step prevail, Lemma 95 implies that \(u_t\) has linear growth in \(x\) for each \(0 < t < 1\). Hence, we are justified in taking the Fourier transform, which we denote by \(\hat{u}_t\). By (5.35), \(u_t\) is additively separable in the variables \(\Pi_{E_j} x\) and \((\text{id}_{E_0} - \Pi_{E_j}) x\), and therefore \(\hat{u}_t\) is supported on \(H^j \cup (H^j)\perp\) for each \(1 \leq j \leq m\) (where \(H^j\) denotes the complex Hilbert space \(E^j + iE^j\)). Similarly, since \(u_t\) is additively separable in the variables \(\pi_{E_1}(x), \ldots, \pi_{E_k}(x)\), it follows that \(\hat{u}_t\) is supported on \(\bigcup_{i=1}^k H_i\) (where, \(H_i := E_i + iE_i\)). Taking intersections, we find \(\hat{u}_t\) is supported on the set

\[
(H_1 \cup \cdots \cup H_k) \cap \bigcap_{j=1}^m (H^j \cup (H^j)\perp) = \{0\},
\]

where the equality follows by the assumption that there are no independent subspaces. A tempered distribution with Fourier transform supported at the origin is a polynomial [Rudin, 1991, p. 194], so the linear growth estimate in Lemma 95 implies that \(x \mapsto u_t(x)\) is affine for each \(0 < t < 1\). As a consequence of its definition, \(\Gamma_t\) is therefore deterministic for each \(0 < t < 1\), in the sense that \(\Gamma_t(x)\) does not depend on \(x\). We conclude from the representation

\[
\int_0^1 \Gamma_t dW_t \overset{\text{law}}{=} X
\]

that \(X\) is Gaussian with covariance

\[
\Sigma := \text{Cov}(X) = \int_0^1 (\Gamma_t)^2 dt.
\]

Note that \(\Sigma\) has diagonal form

\[
\Sigma = \Pi(\Sigma_1, \ldots, \Sigma_k), \quad \Sigma_i \in S^+_0(E_i), 1 \leq i \leq k
\]

(5.36)
due to independence of the coordinates of \(X\).

From (5.34), we have \(\Pi_{E_j} \Sigma = \Pi_{E_j} \Sigma \Pi_{E_j}\) for each \(1 \leq j \leq m\). This implies that if \(v \in E_0\) is an eigenvector of \(\Sigma\) with eigenvalue \(\lambda\), then \(\Pi_{E_j} v\) is an eigenvector of \(\Pi_{E_j} \Sigma \Pi_{E_j}\) with eigenvalue \(\lambda\). In particular, if we consider the spectral decomposition \(\Sigma = \sigma_1^2 \Pi_{K_{dep}^1} + \cdots + \sigma_n^2 \Pi_{K_{dep}^n}\) with \(\sigma_1^2, \ldots, \sigma_n^2\) distinct, then we have the orthogonal decomposition

\[
B_j E_0 = \bigoplus_{\ell=1}^n B_j K_{dep}^\ell, \quad 1 \leq j \leq m,
\]

(5.37)

where we note each \(K_{dep}^\ell\) is product-form due to (5.36). To see that \(E_0 = \bigoplus_{\ell=1}^n K_{dep}^\ell\) is a
critical decomposition, observe that

\[
\sum_{i=1}^{k} c_i h(X_i) = \sum_{j=1}^{m} d_j h(B_j X) = \\
\sum_{\ell=1}^{n} \frac{1}{2} \log(2\pi e \sigma^2_\ell) \sum_{j=1}^{m} d_j \dim(B_j K_{\text{dep}}^\ell) \geq \\
\sum_{\ell=1}^{n} \frac{1}{2} \log(2\pi e \sigma^2_\ell) \sum_{i=1}^{k} c_i \dim(\pi_{E_i} K_{\text{dep}}^\ell) \\
= \sum_{i=1}^{k} c_i \sum_{\ell=1}^{n} \frac{\dim(\pi_{E_i} K_{\text{dep}}^\ell)}{2} \log(2\pi e \sigma^2_\ell) = \sum_{i=1}^{k} c_i h(X_i),
\]

where (5.38) is the extremality assumption; (5.39) is due to (5.37) and the spectral decomposition of \(\Sigma\); (5.40) is the dimension condition (3.6); and (5.41) follows due to the orthogonal decomposition \(E_i = \bigoplus_{\ell=1}^{n} \pi_{E_i} K_{\text{dep}}^\ell\) for each \(1 \leq i \leq k\), because each \(K_{\text{dep}}^\ell\) is of product-form. Since we have equality throughout, this implies \(K_{\text{dep}} \equiv E_0 = \bigoplus_{\ell=1}^{n} K_{\text{dep}}^\ell\) is a critical decomposition, as desired. Since \(K_{\text{dep}}^1, \ldots, K_{\text{dep}}^n\) are eigenspaces of \(\Sigma\), (ii) holds. \(\square\)
Chapter 6

Extremizers of the Forward-Reverse Brascamp–Lieb inequalities

We recall from the introduction that a unifying generalization of various important inequalities such as sharp reverse Young Inequality, Brascamp–Lieb inequalities, and the Barthe inequalities is given by Forward-Reverse Brascamp–Lieb (FRBL) inequalities (1.8). As these inequalities have rather disparate equality conditions ranging from requiring Gaussianity, to requiring log-concavity, to requiring independence along various components, it is a priori not clear what form the extremizers of FRBL should take. As such, we discuss the most recent results we have on the extremizers of FRBL.

6.1 Preliminary definitions

We will use the same definitions of criticality, and equivalency of data as those of AJN, so we refer the reader to Chapter 5 for those. We recall the definition of an FRBL-geometric data from Courtade and Liu [2021]. Much like in AJN, extremizability of FRBL data means their equivalence to a geometric data.

Definition 68 (Geometric datum). A datum \((c, d, B)\) is said to be geometric if it satisfies the scaling condition (3.10), and there exists a \(K \in \Pi(\text{id}_{E_1}, \ldots, \text{id}_{E_k})\) such that

\[(i)\]

\[B_jKB_j^T = \text{id}_{E_j} \text{ for each } 1 \leq j \leq m\]  

\[(6.1)\]

\[(ii)\] we have the operator identity

\[\sum_{j=1}^{m} d_j B_j^T B_j \leq \text{diag}(c_1 \text{id}_{E_1}, \ldots, c_k \text{id}_{E_k}).\]  

\[(6.2)\]

Furthermore, such a \(K\) is called a witness to the geometricity of \((c, d, B)\).
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Example 69. Geometric Brascamp-Lieb data correspond to geometric \((1, d, B)\), and Geometric Barthe data correspond to geometric \((c, 1, B)\).

Geometric data have the convenient property that \(D_g(c, d, B) = 0\), and they are extremizable by standard Gaussians. We summarize that as a formal proposition, which can be found in Courtade and Liu [2021].

Proposition 70. If \((c, d, B)\) is geometric, then \(D_g(c, d, B) = 0\) and \(X_i \sim N(0, \text{id}_{E_i})\) achieves equality in \((3.9)\), where an optimal coupling is given by \(X \sim N(0, K)\), with \(K\) a witness to geometricity.

The proof follows almost exactly as in the AJN case, so we omit the proof. Also, much like the AJN case, all extremizable instances are equivalent to geometric instances, so from now, we will restrict our attention to the geometric instances. [Courtade and Liu, 2021]. For notational convenience, we define \(\Lambda_c := \text{diag}(c_1 \text{id}_{E_1}, \ldots, c_k \text{id}_{E_k})\). We let

\[
V := \ker(\Lambda_c - \sum_{j=1}^m d_j B_j^T B_j).
\]

In particular, this is the subspace in which \((6.2)\) is tight.

Now, we make the following assumption that holds in many important cases:

Assumption 71. There exists a witness \(K\) such that

\[
\text{range}(K) = V \tag{A}
\]

In plain English, this assumes that there is an extremizer that is supported on all of \(V\). Note that it does not assert that every extremizer will satisfy this property; just the existence of one that does. For each datum \((c, d, B)\), there is a naturally associated Hilbert space, which we will denote by \(H\). \(H\) consists of vectors in \(E_0\) equipped with the inner product

\[
\langle x, y \rangle_H = x^T \Lambda_c y, \quad x, y \in E_0. \tag{6.3}
\]

For \(V \subset E_0\), we define the projection \(P_V\) to be the orthogonal projection of \(H\) onto \(V\), where orthogonality is with respect to the inner product \((6.3)\). For each datum \((c, d, B)\), we can now define the reduced datum \((c, d, B)\) through the collection of maps \(B_{V,j} := B_j P_V\) where

\[
B_{V,j} := B_j P_V, \quad 1 \leq j \leq m.
\]

Datum is reduced if it is its own reduction; i.e. \(B = B_V\). We can now extend the definitions of dependent and independent subspaces in Chapter 5 to FRBL. We start by defining the spaces

\[
H_i := \text{range}(P_V \pi_{E_i}^T), \quad \text{and} \quad H^j := \text{range}(P_V(\Lambda_c)^{-1}B_j^T).
\]
We further define $W^o := W$, and $W^o \perp H$ to be the orthogonal complement of $W$ in $H$ according to inner product (6.3). Next, given $a = (a_1, \ldots, a_k) \in \{o, \perp_H\}^k$ and $b = (b_1, \ldots, b_m) \in \{o, \perp_H\}^m$, we can define

$$H_{ab} := P_V \bigcap_{i=1}^k (H^i)^{a_i} \cap \bigcap_{j=1}^m (H^j)^{b_j}$$

We define the independent subspace $T_{ab}$ be the smallest product-form subspace that contains $H_{ab}$. It is an expected (but not obvious) fact that distinct independent subspaces are orthogonal in $H$. Thus, we can define the independent decomposition of $E_0$:

$$E_0 = \mathcal{T}_{dep} \oplus (\oplus_{a,b} T_{ab}),$$

(6.4)

where we define the dependent space, $\mathcal{T}_{dep}$, to be the orthogonal complement of the direct sum of all independent subspaces. Finally, let $T_{i,ab} = \pi_{E_i} T_{ab}$, and $T_{i,dep} = \pi_{E_i} T_{dep}$ be the projections of these spaces to individual $E_i$'s. This induces the independent decomposition of $E_i$ as

$$E_i = T_{i,dep} \oplus (\oplus_{a,b} T_{i,ab}),$$

(6.5)

which is an orthogonal decomposition since each $T_a$ is product-form. Finally, we say that the law of $X$ defined on a Hilbert space $S$ with decomposition $\bigoplus_{i=1}^N S_i$ splits along that decomposition if $(\pi_{S_i}(X))_{i=1}^N$ are independent.

**Remark 72.** Our definitions agree with the decompositions in Valdimarsson [2008] for Brascamp–Lieb data and Boroczky et al. [2022] for the Barthe data.

### 6.2 Main result and examples

Now, we are ready to write the main result that is being advertised with this chapter:

**Theorem 73.** Let $(c, d, B)$ be a geometric datum. If $(X_i)_{i=1}^k$ are centered and extremal for $(c, d, B)$, then, under Assumption (A), we must have:

(i) The law of $X_i$ splits along the independent decomposition of $E_i$ for each $1 \leq i \leq k$.

(ii) There exists an optimal coupling $X^* \in \Pi(X_1, \ldots, X_k)$ such that the law of $X^*$ splits along the independent decomposition of $E_0$.

(iii) If for any $a \in \{o, \perp_H\}^k$ such that $\# \{i \mid a_i = o\} > 1$, then $\pi_{T_{ab}}(X^*) = 0$ almost surely, or it is log-concave.

(iv) Each of the components $(\pi_{T_{i,dep}}(X_i))_{i=1}^k$ is Gaussian.

Furthermore, if the datum is reduced, then (i) – (iv) are sufficient for the extremizers.
Examples

Example 74. We described the extremizers for Brascamp–Lieb in Chapter 5. We note that as an instance of FRBL, Brascamp-Lieb data can be represented as $K = \text{id}_{E_0}$. Furthermore, since $K$ is full rank, the assumption (A) holds. Therefore, we can indeed characterize all the extremizers. Therefore, any extremal $X$ splits along the independent decomposition. This is compatible with Valdimarsson [2008]'s characterization of the extremizers in the functional form of the Brascamp–Lieb inequalities.

Example 75. Note that Barthe inequalities (3.8) are a special case of FRBL as well. We note that their data is reduced, and it follows that we can characterize their extremizers exactly. In particular, we know from Boroczky et al. [2022] that in the case of Barthe, $E_1$ splits into independent components that are either free, required to be log-concave, or required to be Gaussian, which then pull back to individual $E_i$s through isometries $B_{E_i} : E_i \to E_1$. As the Barthe data are always reduced, we get the full necessity and sufficiency of the extremizers.

Example 76. An important case of the Barthe-Wolff inequalities [Barthe and Wolff, 2018] looks like the following:

$$ \prod_{i=1}^{k} \left( \int_{E_i} f_i(x_i) \, dx_i \right)^{c_i} \leq \prod_{j=1}^{m} \left( \int_{g_j} \right)^{d_j} \prod_{i=1}^{k} f_i^{c_i}(x_i) \prod_{j=1}^{m} g_j^{-d_j}(B_j x) \, dx. \quad (6.6) $$

We note that the above corresponds to the FRBL datum $(c, (1, d), \{\text{id}_{E_0}\} \cup B)$ (see Courtade and Liu [2021]). Since one of the linear maps is the identity map, we immediately get that the equivalent geometric datum has to have a full rank witness. This full-rank property implies that there are no nontrivial independent subspaces $T_{ab}$ with $\# \{i \mid a_i = o\} > 1$. As such, extremizers of (6.6) split along the independent decomposition, with the dependent space consisting of a Gaussian component, and the independent spaces split to be freely chosen. Note that these are the only Gaussian-extremizable instances of Barthe–Wolff inequalities.

Example 77. Consider the following entropic inequality for $X_1, X_2 \in P(\mathbb{R}^n)$:

$$(\lambda + t)h(X_1) + (1 - \lambda + t)h(X_2) \leq \max_{\Pi(X_1, X_2)} h(\lambda X_1 + (1 - \lambda)X_2) + th(X_1, X_2) $$

which is an entropic instance of the reverse Young inequality. From our result, we know that the only extremizer of the inequality above for any $t > 0$ is a Gaussian $X_i$ whose covariance tends to $\text{id}_{\mathbb{R}^{2n}}$ as $t \to \infty$. As such, for any $\zeta > 0$, there exists a finite $t > 0$ such that the extremizer of

$$ \lambda h(X_1) + (1 - \lambda)h(X_2) \leq \max_{\Pi(X_1, X_2)} h(\lambda X_1 + (1 - \lambda)X_2) + tI(X_1; X_2)$$

has $I(X_1; X_2) \leq \zeta$, and that extremizer is a Gaussian. This is precisely the case of the dependent EPI (4.2) for when $\zeta \in (0, \infty)$. For the end conditions $\zeta = 0$ and $\zeta = \infty$, we...
CHAPTER 6. EXTREMIZERS OF THE FORWARD-REVERSE BRASCAMP–LIEB INEQUALITIES

remember that (4.2) reduces to the EPI and the Cover–Zhang type inequality discussed in the introduction (the entropic form of the Prékopa–Leindler inequality), whose extremizers are Gaussian, and log-concave, respectively.

6.3 Ideas of the proof

Structural Theory

We will give a sketch of the proof for Theorem 73. First off, note that we have to show that the characterization we have given is actually well-defined, so we first need to show that $T_{ab} \perp T_{(ab)'}$ in $H$ for distinct choices of $(a, b)$ and $(a, b)'$. Once we do that, a crucial idea that helps move forward with the proof is the observation that for any critical subspace, the subdata $(c, d, B_T)$ and $(c, d, B_{E_0/T})$ are critical, which allows constructing a good witness. While we will not define what a good witness is, we will illustrate it with an example:

Example 78. Consider the simple example

$$h(X_1) + h(X_2) \leq \sup_{X \in \Pi(X_1, X_2)} h(\pi_{E_1}(X)) + h(\pi_{E_2}(X))$$

For this example,

$$K_\rho = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} \quad |\rho| \leq 1$$

are all valid witnesses, but given the inequality essentially splits along $E_1$ and $E_2$, a good witness that exhibits that behaviour is $K_0$.

This idea of a good witness helps us split our instances and data into sub-instances, so we can specialize into cases where our domain is a single $T_{ab}$, or $T_{dep}$. Furthermore, we can show that our decomposition of $E_0$ implies a decomposition of $(E_j^m)_{j=1}^k$, namely,

$$B_{V,j}T_{ab} \perp B_{V,j}T_{(a,b)'}$$

for all $1 \leq j \leq m$, and $(a, b) \in \{0, \perp_H\}^{k \times m}$.

Note that in the reduced case, when we restrict our domain to a single $T_{ab}$, we will be working in a setting where $\text{range}(B_j^T)$ agrees with $\text{range}(B_j'^T)$, which follows from the definition of independent subspaces. Turns out, in these settings, we can characterize the unique witness to geometricity.

Theorem 79. Let $(c, d, B)$ be a geometric datum, with $\dim(E_i) = \dim(E_j) = d$ and $R(B_j^T) = R(B_j'^T)$ for all $i, j \in [k] \times [m]$. Further, let $\sum_{i=1}^k c_i = 1$. The matrix

$$K = (\Lambda_c)^{-1} B_1^T B_1 (\Lambda_c)^{-1}$$

is the unique witness to geometricity.
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Remark 80. The assumption $\sum_{i=1}^{k} c_i = 1$ is without any loss of generality.

Note that in this restrictive condition $\text{range}(B'_j) = \text{range}(B'^j_1)$ for all $j = 1, \ldots, m$, for some suitably chosen linear maps $(A_j)^m_{j=1}$, we can work with $B'_j := B_j A_j s$ so that $B'_j X^* = B'_j X^*$ for all $1 \leq j \leq m$, i.e. we can already observe that the distributions of $(B'_j X^*)^m_{j=1}$ have to be equal almost surely.

Stochastic Argument

We will essentially reproduce the stochastic argument in Chapter 5 under Assumption (A). Let us set the relevant notation. Let $f_i$ denote the density of $\mu_i := L(X_i)$ with respect to $\gamma_{E_i}$, and define the function

$$u^i_t(x) := \nabla \log P\!_{1-t} f_i(x), \quad x \in E_0, \ 0 \leq t \leq 1,$$

where $(P_t)_{t \geq 0}$ denotes the heat semigroup. Note that this is again the Föllmer drift in Theorem 94, driving the SDE

$$dX^i_t = du^i_t(X^i_t)dt + dW^i_t$$

where we note that $(W^i_t)_{t=0}^1$ is a Brownian motion on $E_i$ stemming from Brownian motion $(W_t)_{t=0}^1$ on $E_0$. As mentioned in Chapter 5, we can also define the matrix-valued function

$$\Gamma^i_t(x) := (1 - t)\nabla u^i_t(x) + i\text{id}_{E_i}, \quad x \in E_0, \ 0 \leq t \leq 1, \quad (6.7)$$

Note that $\Gamma^i_t \in S^+(E_i)$ because we can work with regularized $\mu_i$ as done in (5.31) and then reapply Lemma 95. We define

$$\Gamma_t := \text{diag}(\Gamma^1_t, \ldots, \Gamma^k_t).$$

Note that if we define $X^*_t = \int_0^t \Gamma_s(X_s)K^{1/2}dW_s$, then we observe that

$$\pi_i \int_0^1 \Gamma_t(X_t)K^{1/2}dW_t \sim \mu_i, \quad 1 \leq i \leq k$$

so that $X^*_t$ is indeed a coupling of $(X^*_i)_{i=1}^k$. We denote $\Gamma_{V,t}(x) := \Gamma_t \circ P_V$. Finally, we use the shorthand $L_d := (d_1 \text{id}_{E^1}, \ldots, d_m \text{id}_{E^m})$.

Our main result of this section is the following:

Theorem 81. Let the setting of Theorem 73 hold. Then, for a good witness $K$, we have

(i) There exists an extremal coupling $X^*$ supported on $V$.

(ii) $B_j \Gamma_{V,t} KB_j^T = B_j K \Gamma_{V,t} B_j^T$.

(iii) $(\text{id}_{E_0} - KB_j B_j^T)K \Gamma_{V,t} B_j^T = 0$. 

(iv) \((\Lambda_c - B^T L_d B) \Gamma_{V,t} K = 0\).

**Proof of Theorem 81.** For the proof, we use the shorthand \(\Gamma_t := \Gamma_t(X_t)\). Similar to the AJN case, we construct a drift on \((E_j)_{j=1}^m\) by considering \((B_j \Gamma_t K \Gamma_t B_j^T)_{j=1}^m\). We can define \(\Gamma_t := \Gamma_t(X_t)\). Similar to the AJN case, we construct a drift on \((E_j)_{j=1}^m\) by considering \((B_j \Gamma_t K \Gamma_t B_j^T)_{j=1}^m\). We can define

\[
d\tilde{W}_t^j = (B_j \Gamma_t K \Gamma_t B_j^T)^{-1}/2 B_j \Gamma_t K^{-1/2} dW_t, \quad 1 \leq j \leq m.
\]

By Lévy’s characterization, this process is a Brownian motion, since it has quadratic covariation

\[
[\tilde{W}^j]_t = \int_0^t (B_j \Gamma_s^2 B_j^T)^{-1/2} B_j \Gamma_s^2 B_j^T (B_j \Gamma_s^2 B_j^T)^{-1/2} ds = t \text{ id}_{E_j}.
\]

Now, remembering (5.33) reproduced below

\[
D(\mu_i \parallel \gamma_{E_i}) = \frac{1}{2} \int_0^1 \frac{\mathbb{E} \text{ Tr} ((\Gamma_i^t - \text{id}_{E_i})^2)}{1 - t} dt. \tag{6.8}
\]

we have

\[
\sum_{i=1}^k c_i D(\mu_i \parallel \gamma_{E_i}) = \sum_{i=1}^k c_i \frac{1}{2} \int_0^1 \frac{\mathbb{E} \text{ Tr} ((\Gamma_i^t - \text{id}_{E_i})^2)}{1 - t} dt
\]

\[
= \frac{1}{2} \int_0^1 \frac{1}{1 - t} \mathbb{E} \text{ Tr} \left( (\Lambda_c (\Gamma_t - \text{id}_{E_0}) K (\Gamma_t - \text{id}_{E_0})) \right) dt
\]

\[
\geq \frac{1}{2} \int_0^1 \frac{1}{1 - t} \mathbb{E} \text{ Tr} \left( B_j \Gamma_t K \Gamma_t B_j^T - 2 B_j K \Gamma B_j^T + \text{id}_{E_j} \right)
\]

\[
\geq \sum_{j=1}^m d_j \frac{1}{2} \int_0^1 \frac{1}{1 - t} \mathbb{E} \text{ Tr} \left( ((B_j \Gamma_t K \Gamma_t B_j^T)^{1/2} - \text{id}_{E_j})^2 \right)
\]

\[
\geq \sum_{j=1}^m d_j D(B_j \mu \parallel \gamma_{E_j})
\]

where the equality conditions in the above proof match the \((ii) - (iv)\) in Theorem 81 for \(\Gamma_t\) instead of \(\Gamma_{V,t}\) on the support of domain of \(\Gamma_t\), which is the support of \(\mathcal{L}(X_t)\). Now, under assumption (A), the good witness will ensure that this coupling is supported over all of \(V\), and we can replace \(\Gamma_t\) with \(\Gamma_{V,t}\). We end the proof by mentioning that the equality conditions imply the tightness of the frame condition along the coupling, which implies the equality condition for the entropy inequality is the same as the relative entropy inequality. \(\square\)

\(^1\)Here, we assume that \((B_j \Gamma_t K \Gamma_t B_j^T)\) is invertible, which will indeed be the case when \(K\) is a good witness.
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Now that we can work with \( \Gamma_{V,t} \), we observe that the invariant spaces of \( \Gamma_{V,t} \) are precisely the independent and the dependent spaces, which ensures that \( \Gamma_{V,t} \) splits along those subspaces, giving the necessary conditions for the extremizers. Now, for the dependent data, we run a similar Fourier transform argument like we did in Chapter 5, where we use the fact that the only tempered distribution with Fourier transform supported at the origin is a polynomial, so the linear growth estimate we have implies \( \Gamma_{V,t} \) is constant, implying Gaussianity. For the independent subspaces, by weak duality, the best we can say is the following:

**Theorem 82.** Let \((c, d, B)\) be geometric with a single independent subspace and no dependent subspace. Then, any extremizer \((X_i)_{i=1}^k\) share a common density \(e^{-f}\) where \(f\) satisfies

\[
\sum_{i=1}^k c_i f(x_i) \geq \sum_{j=1}^m d_j f(A_j^{-1/2} B_j x), \quad x \in E_0
\]

for some isometries \((A_j)_{j=1}^m\) depending on the datum.

We can further show that this condition implies log-concavity when \(k > 1\), and if the data is reduced, then every log-concave distribution satisfies (6.9). However, for non-reduced data, we can get rather unexpected behavior. For instance, consider the following entropy inequality:

\[
\frac{1}{3} h(X_1) + \frac{2}{3} h(X_2) \leq \sup_{X \in \Pi(X_1, X_2)} \frac{1}{3} h\left(\left\lfloor \frac{-2}{30} \right\rfloor_{B_1} \left\lfloor \frac{32}{30} \right\rfloor_{B_1} X\right) + \frac{2}{3} h\left(\left\lfloor \frac{16}{30} \right\rfloor_{B_2} \left\lfloor \frac{14}{30} \right\rfloor_{B_2} X\right)
\]

We note that the associated data is geometric with the unique witness \(K = 11^T\). As such, the coupling would have to have \(X_1 = X_2\) a.s., implying they share a common density \(e^{-f}\) with \(f\) satisfying

\[
\frac{1}{3} f(x_1) + \frac{2}{3} f(x_2) \geq \frac{1}{3} f(B_1 x) + \frac{2}{3} f(B_2 x)
\]

(6.10)

Equivalently, we could have deduced (6.10) from Theorem 82 where we would note that \(A_1 = A_2 = 1\) for this particular datum. We observe that while \(f(x) = |x|\) satisfies (6.10), \(f(x) = x^4\) does not. Thus, extremizers of FRBL inequalities arguably involve a finer class than those of Barthe or Brascamp–Lieb inequalities.
Chapter 7

Concluding remarks and outlook

While we have covered a variety of new results within the dissertation, there remains many interesting questions to be answered.

7.1 Outlook

We mark several avenues for possible future work.

1. An even bigger generalization than Theorem 21

We make no assertion that Theorem 21 is a grand unification of all entropy inequalities on Euclidean space. Indeed, there are several important examples of inequalities that are not obviously subsumed. Results in Liu and Viswanath [2007], Geng and Nair [2014], Courtade [2017] provide representative examples. We concede that there may be some clever application of Theorem 21 that can recover some of these results, but we do not know of one at the time of this writing. Thus, at the moment, it seems that Theorem 21 may be another piece in a larger puzzle still wanting to be put together.

2. Removing the Euclidean structure on various inequalities

Throughout the thesis, we have assumed a Euclidean structure. However, it has been known for some time that Brascamp-Lieb inequality holds on the sphere [Carlen et al., 2004]. More recently, there has been work that has pushed the Brascamp-Lieb inequalities onto a broader class of Riemannian manifolds [Barthe et al., 2011]. Since Brascamp-Lieb is but a special case of a larger class of inequalities, there is hope that there can be an FRBL-like inequality defined on other, more interesting spaces.
3. Stability of the entropic inequalities

Once we establish the equality conditions for entropic inequalities, it is a natural question to ask for stability results. This was done for Prékopa-Leindler in Böröczky and De [2021] and for EPI in Courtade et al. [2018], Eldan and Mikulincer [2020]. One can reasonably use duality or the Föllmer drifts to extend the results to more general entropic inequalities, such as AJN and FRBL.

4. Quantum Entropy Inequalities

An interesting area where Brascamp-Lieb inequalities have been extended to is quantum physics, as (von Neumann)-entropy has a physical meaning regarding the wave-function [Von Neumann, 1932]. We note that analogues of EPI [König and Smith, 2014], and Brascamp-Lieb inequalities [Berta et al., 2019] exist in the quantum setting already, so there is potential for quantum information theorists to investigate further generalizations of entropic inequalities.

5. Extensions to convex geometry

As discussed in Chapter 3, Brunn-Minkowski inequality is just a special case of Cover-Zhang result. Another important geometric inequality, Santaló inequality [Santaló, 1949], was recently discovered to be a dual of an entropic inequality in Fathi [2018]. It is reasonable to assume that clever uses of Theorem 21 may give rise to other useful inequalities that may find use in convex geometry.

Concluding remarks

Why do we care about Gaussians? As Poincaré remarked about Gaussians, "Tout le monde y croit cependant, me disait un jour M. Lippmann, car les experimenteurs, s’imaginent que c’est un théoreme de mathématiques, et les mathématiciens que c’est un fait expérimental." [Poincaré, 1896].
Appendix A

A.1 Markov Semigroups

While we will not extensively rely on particular properties of semigroups, there are many semigroups that are inherent in our analyses. The following is taken from Bakry et al. [2014] specialized to Euclidean spaces.

For the rest of the section \((P_t)_{t \geq 0}\) will be a collection of maps where \(P_t : (E \to \mathbb{R}) \to (E \to \mathbb{R})\) for each \(t \geq 0\). We say that \(P_t\) has a stationary measure \(\mu\) if

\[
\int_E P_t f \, d\mu = \int_E f \, d\mu
\]

for all bounded, positive \(f : E \to \mathbb{R}\), and for all \(t \geq 0\).

Remark 83. \(\mu\) need not be a probability measure.

Definition 84. Let \((P_t)_{t \geq 0}\) have a stationary measure \(\mu\). We say \((P_t)_{t \geq 0}\) is a Markov semigroup if it satisfies the following:

(i) For every bounded measurable \(f : E \to \mathbb{R}\), \(P_t f\) is also bounded measurable.

(ii) \(P_t f \geq 0\) if \(f \geq 0\).

(iii) \(P_t(1) = 1\) where \(1(x) = 1\) for all \(x \in E\).

(iv) \(P_{t+s} = P_t \circ P_s\) for all \(t, s \geq 0\).

(v) \(P_0 f = f\)

(vi) \(P_t(f) \to f\) in \(L^2(E, \mu)\) as \(t \to 0\).

Note that semigroups can be characterized by their (infinitesimal) generators \(L := \frac{\partial}{\partial t} P_t \mid_{t=0}\). The properties above ensure that generators are well-defined.

We say \((P_t)_{t \geq 0}\) is the heat semigroup if its generator is \(L = \Delta\). As such, the evolution of a density under the heat semigroup solves the heat equation. This allows the heat semigroup to inherit various smoothness properties from the heat equation from PDEs. Here is an example from Polyanskiy and Wu [2016, Proposition 2]).
**Lemma 85.** Let \((P_t)_{t \geq 0}\) denote the heat semigroup, and let \(\rho\) denote the density of a random variable \(X\) with finite variance. Then,

\[
|\nabla \log P_s \rho(x)| \leq c_s(|x| + 1), \quad s > 0
\]

for some finite constant \(c_s\) depending only on \(s\) and the second moment of \(X\).

Alternatively, \(P_t \rho\) is the density of \(X + tZ\) where \(\rho\) is the density of \(X\), \(Z \sim \gamma\), and \(X\) and \(Z\) are independent. (Heat semigroup is quite special in that it is self-adjoint.)

Similarly, another semigroup of interest is the **Ornstein–Uhlenbeck (O–U) semigroup**, which has the generator \(L := \Delta - x \cdot \nabla\). Alternatively, it has the representation:

\[
P_t f(x) := E_{Z \sim \gamma}[f(e^{-t}x + \sqrt{1 - e^{-2t}}Z)]
\]

Note that one can immediately deduce from the representation above that a stationary measure of the O-U semigroup is \(\gamma\). Indeed, by solving the associated PDE derived from \(L\), one can show that it is the only stationary distribution. We end this section with an important result that concerns both analysts and information theorists ([Bakry et al., 2014, Proposition 5.2.2]):

**Theorem 86** (de Bruijn’s identity for O–U). Let \((P_t)_{t \geq 0}\) be the O–U semigroup. Let \(v_t := (P_t)^* v\), i.e. \(dv_t = P_t f d\mu\) where \(f = \frac{dv}{d\mu}\). Then,

\[
\frac{\partial}{\partial t} D(v_t \| \gamma) = -I(v_t \| \gamma) := - \int \frac{|\nabla f|^2}{f} \, d\gamma.
\]

Let us put it to use. One of the most concise proofs of the Log–Sobolev inequality (LSI) for Gaussians, which has found extensive use in statistics literature, especially in the realm of convergence of diffusions used for sampling [Vempala and Wibisono, 2019], is a few lines with the EPI and de Bruijn. Note that the Gaussian LSI also has been used to construct a Bayesian Cramer–Rao bound, that can be used to further prove various minimax bounds [Lee and Courtade, 2020].

**Theorem 87** (Log–Sobolev Inequality). For any measure \(\mu\) defined on \(\mathbb{R}^n\) such that \(D(\mu \| \gamma) < \infty\), we have

\[
D(\mu \| \gamma) \leq \frac{1}{2} I(\mu \| \gamma).
\]

**Proof of Theorem 87.** Take \(X \sim \mu\), \(Y \sim \gamma\), with \(X\) and \(Y\) independent. For convenience, denote \(\mu_t\) the distribution of \(e^{-t}X + \sqrt{1 - e^{-2t}}Y\), or equivalently as \((P_t)^* \mu\), where \((P_t)_{t \geq 0}\) is the O-U semigroup. We consider the instance of entropy power inequality with \(\lambda = e^{-2t}\). Converting the entropies into relative entropies as in equation (2.3), and noting that \(\text{var}(\mu) = \text{var}(\mu_t)\), we have

\[
-e^{-2t} D(\mu \| \gamma) \leq -D(\mu_t \| \gamma)
\]
where we note that there is equality when \( t = 0 \). As such, assuming differentiability,

\[
\frac{d}{dt} - e^{-2t} D(\mu_\parallel \gamma) \bigg|_{t=0} \leq \frac{d}{dt} - D(\mu_t \parallel \gamma) \bigg|_{t=0}.
\]

Now, using Theorem (86), the result follows.

Log–Sobolev inequalities form a strong foundation for concentration inequalities, as normally subgaussianity does not tensorize, but the above inequality very much does! [Van Handel, 2014]

### A.2 Itô calculus

Itô calculus allows doing stochastic partial differential equations. To do so, we first need to set the spaces we want to work in.

Let \( \mathbb{W} := C^0([0,1],E_0) = \{ \omega \mid \omega : [0,\infty) \to E_0, \omega(0) = 0 \} \) denote the set of continuous functions from \([0, \infty)\) to \( E_0 \), and equip it with the topology of uniform convergence. Furthermore, let \( \mathcal{B} \) be the associated Borel \( \sigma \)-algebra. Finally, let \( \mathcal{G} := (\mathcal{G}_t)_{t \in [0,1]} \) be the filtration generated by the coordinate maps \( w \to w_t \). We will assume our Wiener space \((\mathbb{W}, \mathcal{B})\) will always come equipped with this filtration.

For any measure on this space, we will denote a Wiener process by \( W = (W_t)_{t \in [0,1]} \). Similarly, we let \( \mathbb{P} \) be the Wiener measure on \((\mathbb{W}, \mathcal{B})\). Finally, we denote the coordinate process \( X = (X_t)_{t \in [0,1]} \) where \( X_t(\omega) = \omega_t \). We note that one can set \( W = X \), i.e. construct a Wiener process by the coordinate maps on \( \mathbb{W} \), if the underlying measure is the Wiener measure \( \mathbb{P} \).

We call \((u_t)_{t \geq 0}\) a drift if it is a process adapted to \( \mathcal{G} \) and is in \( L^2([0,1]) \) \( \mathbb{P} \)-almost surely, that is, \( \int_0^1 |u_t|^2 dt < \infty \) \( \mathbb{P} \)-almost surely.

**Remark 88.** Lehec [2013] refers to \( U_t := \int_0^t u_s \, ds \) as the drift, however, Eldan and Mikulincer [2020] refers to \( u_t \) as the drift. We will consciously stick with the latter notation, as \( u_t \) will be our drift coefficient in an upcoming SDE.

We will regularly be writing \( \int_0^1 u_t dW_t \) in this thesis where \((W_t)_{t \in [0,1]}\) is a Brownian motion, and \( u_t \) is some drift. For the reader uninitiated in Itô calculus, those integrals should be read in a Riemann–Stieltjes sense, that is:

\[
\int_0^1 u_t dW_t := \lim_{n \to \infty} \sum_{i=0}^n u_i(W_{i/n})(W_{i+1/n} - W_{i/n}).
\]

Note that for regular Riemann integrals, it does not matter which endpoint one chooses, but here it does. In particular, the choice of the left-hand point ensures that integrals of form \( \int u_t dB_t \) are all martingales, and we shall use that quite extensively. Of course, for this definition to be valid, we need some sort of a control on how "big" the differences
(W_{i+1/n} - W_{i/n}) can be, and having that control helps form the backbone of Itô calculus. In particular, we have the following from Øksendal [2003, Lemma 3.1.7]:

**Theorem 89 (Itô Isometry).**

\[ \mathbb{E}(\int_0^1 u_t dW_t)^2 = \mathbb{E}[\int_0^1 ||u_t||^2 ds] \]

**Föllmer Drifts**

Let’s now setup Girsanov’s theorem for our setting along with Novikov’s condition, taken from Øksendal [2003]:

**Theorem 90.** Let \((W_t)_{t \in [0,1]}\) be a standard Brownian motion defined on a filtered probability space with underlying measure \(\mathbb{P}\) (i.e. \((W_t)_{t \in [0,1]}\) is a standard Brownian motion under \((\mathbb{W}, \mathcal{B}, \mathcal{G}, \mathbb{P})\)), and let \(u = (u_t)_{t \in [0,1]}\) be a drift adapted to the same filtration satisfying Novikov’s condition \((\mathbb{E}[e^{\int_0^1 |u_s|^2 ds}] < \infty)\). Construct a random measure \(\mathbb{Q}\) such that

\[ \frac{d\mathbb{Q}}{d\mathbb{P}} = e^{\int_0^1 u_s dW_s + \int_0^1 |u_s|^2 ds}. \]

Under \(\mathbb{Q}\), \((W_t + \int_0^t u_s ds)_{t \in [0,1]}\) is a standard Brownian motion.

**Remark 91.** In the above, we have explicitly noted the Novikov’s condition, but for us, by localization and lower semicontinuity of entropy, we will just need the \(\mathbb{P}\)-almost sure finiteness written before.

The following proposition is an important reason for us looking into drifts:

**Proposition 92.** Let \((W_t)_{t \in [0,1]}\) be a standard Brownian motion defined on a filtered probability space with underlying measure \(\mathbb{P}\), and let \(u = (u_t)_{t \in [0,1]}\) be a drift adapted to the same filtration. Then, if \(W_1 + \int_0^1 u_s ds \sim \mu\), we have

\[ D(\mu||\gamma) \leq \int_0^1 \mathbb{E}_\mathbb{P}[|u_s|^2] ds \]

**Proof.** Note that under Girsanov’s theorem, we have,

\[ D(\mathbb{P}||\mathbb{Q}) = \mathbb{E}_\mathbb{P}[\log \frac{d\mathbb{Q}}{d\mathbb{P}}] = \int_0^1 \mathbb{E}_\mathbb{P}[|u_s|^2] ds \]

where we note that the martingale term disappears.

Now, let \(T : C([0,1]) \to \mathbb{R}\) with \(T(f) = f(1)\). Note that \(\mu = T\#\mathbb{P}\), and \(\gamma = T\#\mathbb{Q}\). The result follows from the data processing inequality for KL divergence.

\(\Box\)
Sometimes, we will want finer control in constructing our drift. In particular, we want to be able to construct matrix-valued processes that still allow us to construct a bound on KL divergence. We will need the following adaptation of the previous proposition taken from Eldan and Mikulincer [2020]; we sketch the proof for completeness.

**Lemma 93.** Fix a Euclidean space $E$. Consider a filtered probability space carrying an $E$-valued Brownian motion $(W_t)_{t \geq 0}$, and let $(F_t)_{t \geq 0}$ be an adapted process taking values in $S_0^+(E)$. If $\int_0^1 F_t dW_t \sim \mu$, then

$$D(\mu \parallel \gamma_E) \leq \frac{1}{2} \int_0^1 \mathbb{E} \text{Tr} \left( (F_t - \text{id}_E)^2 \right) dt.$$

**Proof.** Define the drift

$$u_t = \int_0^t \frac{F_s - \text{id}_E}{1-s} dW_s.$$

We claim that $W_1 + \int_0^1 u_t dt \sim \mu$. To see this, write

$$\int_0^1 F_t dW_t = \int_0^1 \text{id}_E dW_t + \int_0^1 (F_t - \text{id}_E) dW_t = W_1 + \int_0^1 \int_0^t \frac{F_t - \text{id}_E}{1-t} ds dt$$

$$= W_1 + \int_0^1 u_s ds,$$

where we used the stochastic Fubini theorem. Now, by Proposition 92 and the data processing inequality, Itô isometry, and Fubini’s theorem, we have

$$D(\mu \parallel \gamma_E) \leq \frac{1}{2} \int_0^1 \mathbb{E}|u_t|^2 dt = \frac{1}{2} \int_0^1 \int_0^t \mathbb{E} \text{Tr} \left( (F_s - \text{id}_E)^2 \right) ds dt$$

$$= \frac{1}{2} \int_0^1 \mathbb{E} \text{Tr} \left( (F_s - \text{id}_E)^2 \right) ds.$$

\[\square\]

Circling back to the entropy bound above, a natural question to ask is when is Proposition 92 tight? Following the proof, we see that the only inequality invoked is data processing. In particular, if the Radon-Nikodym derivative between the (random) measure $\mathbb{Q}$ and $\mathbb{P}$ only depends on the last coordinate of $\omega$, we would have equality in the data processing inequality. Föllmer’s result is that for measures $\mu$ such that $D(\mu \parallel \gamma) < \infty$, there is always a drift that meets Proposition 92 with equality.

**Theorem 94.** Let $\mu$ be a measure such that $D(\mu \parallel \gamma) < \infty$, with $\mu = f d\gamma$. Consider the Wiener space $(\mathbb{W}, \mathcal{B})$ equipped with the measure $\mathbb{P}_\mu$, where $\mathbb{P}_\mu$ that satisfies

$$\frac{d\mathbb{P}_\mu}{d\mathbb{P}} := f(w_1)$$

where $\mathbb{P}$ is the Wiener measure on $(\mathbb{W}, \mathcal{B})$.

Then, the following holds:
(i) \( u_t := \nabla \log P_{1-t}f(X_t) \) is a drift.

(ii) \( (X_t - \int_0^t u_s ds)_{t \in [0,1]} \) is a Brownian motion under \( \mathbb{P}_\mu \).

(iii) For the drift \( u_t := \nabla \log P_{1-t}f(W_t) \), we have:

\[
D(\mu \| \gamma) = \int_0^1 \mathbb{E}_{\mathbb{P}}|u_s|^2 ds
\]

As we have now established the form of the Föllmer drift, it makes sense to control how big it is. It turns out, it is quite well-behaved.

**Lemma 95.** Let \( (P_t)_{t \geq 0} \) be the heat semigroup, and let \( X \sim \mu \in \mathcal{P}(E) \) have density \( d\mu = fd\gamma_E \). For each \( 0 < t < 1 \), there is a constant \( C \) depending only on \( t \) and the second moments of \( X \) such that

\[
|\nabla \log P_{1-t}f(x)| \leq C(|x| + 1), \quad x \in E.
\]

If, moreover, \( \mu \) is of the form \( \mu = \nu \ast \gamma_E \), then

\[
\nabla^2 \log (P_{1-t}f(x)) \in S^+_0(E), \quad x \in E, 0 < t < 1.
\]

**Proof.** Let \( \rho \) denote the density of \( X \) with respect to Lebesgue measure on \( E \). By direct calculation, we can reparametrize \( P_{1-t}f \) in terms of \( \rho \) as

\[
P_{1-t}f(x) = \left( \frac{2\pi}{t} \right)^{\dim(E)/2} e^{\frac{|x|^2}{2t}} P_{1-t}\rho(x/t)
\]

Hence,

\[
\nabla \log P_{1-t}f(x) = \frac{1}{t} x + \frac{1}{t} \nabla (\log P_{1-t}\rho)(x/t).
\]  \hspace{1cm} (A.2)

Now, Lemma 85 states

\[
|\nabla \log P_s\rho(x)| \leq c_s(|x| + 1), \quad s > 0
\]

for some finite constant \( c_s \) depending only on \( s \) and the second moments of \( \rho \). Hence, the first claim follows.

For the second claim, we have \( \rho = P_t\rho_0 \) for some density \( \rho_0 \). Hence, by the semigroup property combined with (A.2), we have

\[
\nabla^2 \log P_{1-t}f(x) = \frac{1}{t} \text{id}_E + \frac{1}{t^2} \nabla^2 (\log P_{1-t}\rho_0)(x/t).
\]

By a simple convexity calculation [Eldan and Lee, 2014, Lemma 1.3], it holds that \( \nabla^2 (\log P_s g) \geq -\frac{1}{s} \text{id}_E \) for any density \( g \) and \( s > 0 \), so we find

\[
\nabla^2 \log P_{1-t}f(x) \geq \left( \frac{1}{t} - \frac{1}{t} \right) \text{id}_E = 0.
\]

\[ \square \]
We will conclude this chapter with the construction of a matrix valued process that meets the upper bound in Lemma 93 with equality.

**Theorem 96.** Fix a Euclidean space $E$. Consider a filtered probability space carrying an $E$-valued Brownian motion $(W_t)_{t \geq 0}$, and let $(u_t)_{t \geq 0}$ denote the Föllmer process. Consider the matrix valued function

$$\Gamma_t := (1 - t)\nabla u_t + \text{id}_E.$$  

Then, the following holds:

(i) \[ \int_0^1 \Gamma_t dW_t \sim W_1 + \int_0^1 u_t dt \]

(ii) \[ D(\mu\|\gamma_E) = \frac{1}{2} \int_0^1 \mathbb{E} \text{Tr}((\Gamma_t - \text{id}_E)^2) \frac{dt}{1 - t} \]

If, moreover, $\mu$ is of the form $\mu = \nu * \gamma_E$, then

$$\Gamma_t \in S_0^+(E), \quad x \in E, 0 < t < 1.$$
Figure A.1: Example sample paths from two diffusions spanning from two drift coefficients. Note that they give rise to the same marginal distribution at $t = 1$, namely, $\gamma(2, 1)$. Here, we note that just because two drifts give rise to the same distribution at time 1 does not mean that their time-averaged expected square norms are equal. Föllmer’s result essentially states that there is a minimum-norm drift whose expected squared norm will indeed be its relative entropy from a Gaussian.

### A.3 Auxiliary Proofs

#### Informal Proof of Theorem 10

While one can piece a proof from the existing literature, and it does follow from Liu et al. [2018] and Dubuc [1977], we will provide an original (albeit only informal) information-theoretic one, relying on the heavy machinery of optimal transport and duality principles. It is most similar to Barthe [1998], but we do our best to stick with entropic forms, as opposed to functional versions. We will assume that all possible densities for $X$ and $Y$ are restricted to densities that are sufficiently regular [Caffarelli, 1992], though normally one can just regularize later [Villani, 2003, Remark 6.6]. In particular, we will assume the existence of the optimal transport maps, and that the densities satisfy the so-called Mange-Ampere equations.

**Proposition 97.** Let $\phi : E \to \mathbb{R}$ be a convex map, and let $h(X)$, $h(\nabla \phi(X)) < \infty$. Then, we have:

$$h(\nabla \phi(X)) = h(X) + \mathbb{E}[\log |\nabla^2 \phi(X)|]$$

where $\nabla$ is the gradient, and $\nabla^2$ is the Hessian.

**Informal Proof of Proposition 97.** We note that if the density of $X$ is $f$, and $f$ is nice, then, the density of $\nabla \phi(X)$ is $f(\nabla \phi(X))|\nabla^2 \phi(X)|$. The result then follows from definitions.  \qed
Informal Proof of Theorem 10.  

(i) We will first show the inequality by constructing a coupling for which the result holds. In particular, consider coupling laws of $X$ and $Y$ such that $X$ and $Y$ be the pushforwards of a standard Gaussian $Z$ on $\mathbb{R}^n$, that is, $X = T_1(Z)$, $Y = T_2(Z)$. We then have:

$$\lambda h(X) + (1 - \lambda)h(Y) = h(Z) + \lambda \mathbb{E}[\log |\nabla T_1(Z)|] + (1 - \lambda)\mathbb{E}[\log |\nabla T_2(Z)|]$$

Similarly, we have:

$$h(X + Y) = h(Z) + \mathbb{E}[\log |(\lambda \nabla T_1 + (1 - \lambda)\nabla T_2)(Z)|] \leq \sup_{(X',Y') \in \Pi((X,Y))} h(\lambda X' + (1 - \lambda)Y')$$

By strict concavity of logdet, we have that

$$\lambda h(X) + (1 - \lambda)h(Y) \leq h(\lambda X + (1 - \lambda)Y) \leq \sup_{(X',Y') \in \Pi((X,Y))} h(\lambda X' + (1 - \lambda)Y')$$

as desired.

(ii) Note that since $Z$ has full-support, we need

$$\log |(\lambda \nabla T_1 + (1 - \lambda)\nabla T_2)(x)| = \lambda |\nabla T_1(Z)| + (1 - \lambda)|\nabla T_2(Z)|.$$

Since logdet is strongly concave, this implies $\nabla T_1 = \nabla T_2$, i.e. $X$ and $Y$ have to have the same distribution $\nu$ with density $h$ for equality. For notational convenience, let $B := [\lambda, 1 - \lambda]$. We will further assume that a strong duality principle holds in the argument below.

$$\sup_{(X',Y') \in \Pi((X,Y))} h(\lambda X' + (1 - \lambda)Y')$$

$$= \sup_{(X',Y') \in \Pi((X,Y))} \inf f \int_E f d(B\#\mu) - \log \int_E e^f$$

$$= \sup_{\mu \in M_+(\mathbb{R}^n)} \inf g \int_E f d\mu - \log \int_E e^f + \lambda(\int g_1 d\nu - \int g_1 \mu_1) + (1 - \lambda)(\int g_2 d\nu - \int g_2 \mu_2)$$

$$= \inf_{\lambda g_1(x_1) + (1 - \lambda)g_2(x_2) \leq f(Bx)} - \log \int_E e^f + \int (\lambda g_1 + (1 - \lambda)g_2) d\nu$$

$$\geq \inf_{\lambda g_1(x_1) + (1 - \lambda)g_2(x_2) \leq f(Bx)} - \log \int_E e^{g_1} - \log \int_E e^{g_2} + \int (\lambda g_1 + (1 - \lambda)g_2) d\nu$$

$$\geq h(X)$$
where we invoke the Prékopa-Leindler inequality for the first inequality, and variational form for entropy second. Note that the equality in the swapping of sup and inf is strong duality. Now, to enforce equality for the variational principle, we will want to pick $g_1 = g_2 = \log h$ by Jensen’s so now we want:

$$\inf_{\lambda \log h(x_1) + (1-\lambda) \log h(x_2) \leq f(Bx)} - \log \int_E e^f = 0$$

By monotonicity of the integrand, we want

$$f(y) = \sup_{x_1,x_2 | y = \lambda x_1 + (1-\lambda) x_2} [\lambda \log h(x_1) + (1-\lambda) \log h(x_2)].$$

In particular, we can always take $x_1 = x_2 = y$ to observe that $f(y) \geq \log h(y)$. However, to ensure that $\int_E e^f = 0$, this inequality better be strict almost surely, i.e. $f = \log h$.

Now, we are done, as

$$\log h(y) = \sup_{x_1,x_2 | y = \lambda x_1 + (1-\lambda) x_2} [\lambda \log h(x_1) + (1-\lambda) \log h(x_2)]$$

is the definition of concavity.

\[ \square \]

**Informal proof of FRBL duality**

In the above example of finding equality conditions for the Cover–Zhang-type inequalities, we invoked a powerful duality principle. It turns out, we can go much farther. The following is a proof that mimics the formal proof for Kantorovich Duality in Villani [2003]. While only informal, it captures the essence of the proof in a few lines. The reader can look at Liu et al. [2018], Liu [2018] for a rigorous exposition involving Fenchel (strong) duality.

**Theorem 17 $\Rightarrow$ Theorem 19**

Let $(f_i)_{i=1}^k$, $(g_j)_{j=1}^m$ be given. We can construct $(X_i)_{i=1}^k$ such that

$$\sum_{i=1}^k c_i h(X_i) = \sum_{i=1}^k c_i \left( \log \int f_i + E[\log f_i(X_i)] \right)$$

Assume the $f_i$s give rise to a distribution $X_i \in \mathcal{P}(E_i)$. 

Now, we have
\[
\sum_{i=1}^{k} c_i \left( \log \int f_i - \mathbb{E}[\log f_i(X_i)] \right)
= \sum_{i=1}^{k} c_i h(X_i)
\leq \sum_{j=1}^{m} d_j h(B_jX) + D(c, d, B)
\leq \sum_{j=1}^{m} d_j \left( \log \int g_j - \mathbb{E}[\log g_j(B_jX^*)] \right) + D(c, d, B) + \varepsilon
\]

where we pick \(X^* \in \Pi(X_1, \ldots, X_k)\) to be a coupling that is at most \(\varepsilon\) away from 
\[
\max_{X \in \Pi(X_1, \ldots, X_k)} \sum_{j=1}^{m} d_j h(B_jX).
\]

Of course, if given \((f_i)_{i=1}^{k}, (g_j)_{j=1}^{m}\) satisfy (3.12), then, for any coupling \(X^*\), we have 
\[
\mathbb{E}[\log g_j(B_jX^*)] \geq \mathbb{E}[\log f_i(X_i)].
\]
As \(\varepsilon > 0\) is arbitrary, the result follows.

**Theorem 19 \implies Theorem 17**

We have, formally,
\[
\max_{X \in \Pi(\mu_1, \ldots, \mu_k)} \sum_{j=1}^{m} d_j h(B_jX)
\]
\[
= \sup_{X \in M_+} \inf_{v_i \in C(E_i)} \sum_{j=1}^{m} d_j h(B_jX) + \sum_{i=1}^{k} c_i \int v_i \mu_i - \sum_{i=1}^{k} c_i \mathbb{E}[v_i(X_i)]
\]
\[
= \sup_{X \in M_+} \inf_{v_i \in C(E_i)} \inf_{u_j \in C(E_j)} \sum_{j=1}^{m} d_j (\log \int e^{-u_j} + \mathbb{E}u_j(B_jX)) + \sum_{i=1}^{k} c_i \int v_i \mu_i - \sum_{i=1}^{k} c_i \mathbb{E}[v_i(X_i)]
\]
\[
= \inf_{v_i, u_j} \sum_{j=1}^{m} d_j \log \int e^{-u_j} + \sum_{i=1}^{k} \int v_i \mu_i + \sup_X (\mathbb{E}u_j(B_jX)) - \mathbb{E}[\sum_{i=1}^{k} c_i v_i(X_i)]
\]
\[
= \inf_{v_i, u_j, \sum v_i \circ \pi_i \geq \sum d_j u_j \circ B_j} \sum_{j=1}^{m} d_j \log \int e^{-u_j} + \sum_{i=1}^{k} c_i \int v_i \mu_i
\]
\[
\geq \inf_{v_i} \sum_{i=1}^{k} c_i \log \int e^{-v_i} + \sum_{i=1}^{k} c_i \int v_i \mu_i
\]
\[
\geq \sum_{i=1}^{k} c_i h(X_i)
\]
For the proof above, note that the first equality follows from representing a joint probability measure as a solution to a restricted optimization problem, and the rest follow from (2.2), and the asserted strong duality.
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