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Abstract

Rethinking System Design for Expressive Cryptography

by

Sam Kumar

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor David E. Culler, Co-chair

Associate Professor Raluca Ada Popa, Co-chair

Expressive cryptography, including Secure Multi-Party Computation (SMPC), Fully Homomorphic Encryption (FHE), and policy-based encryption, has the potential to enable transformative new applications. Unfortunately, it is often slow and resource-intensive, making those applications difficult to realize. For example, SMPC enables multiple organizations (e.g., hospitals) to run joint computations on their data (e.g., for better medical diagnosis and treatment) while keeping the inputs to the computation (e.g., patient data) secret. But SMPC can have high memory overhead, making it difficult to scale such applications to large problem sizes. As a result, while expressive cryptography has seen some notable real-world usage, such as Meta using SMPC in its advertising business, existing adoption is not widespread, limited to incipient and isolated deployments.

This dissertation studies how to design and build networked systems to enable expressive cryptography to reach its full transformative potential. We present six system design techniques for systems relating to expressive cryptography, classified into two high-level approaches. We validate our techniques by using them to design and implement four systems: MAGE, TCPlp, JEDI, and Ghostor.

Our first high-level approach is to make expressive cryptography generically more efficient by redesigning the underlying systems that expressive cryptography uses. For example, MAGE provides virtual memory for SMPC and FHE at nearly zero cost, allowing them to efficiently scale beyond the available memory to larger problem sizes. TCPlp is a performant TCP-based transport layer for low-power wireless networks, which allows the large ciphertexts and signatures associated with expressive cryptography to be efficiently transferred over the network.

Our second high-level approach is to make expressive cryptography practical for particular applications by rethinking how and when to use expressive cryptography. For example, we designed Ghostor, a data-sharing system, and JEDI, an end-to-end encryption protocol for publish-
subscribe IoT deployments, using this approach. Ghostor uses a blockchain and JEDI leverages policy-based encryption, but they are carefully designed to use these components *rarely* and *outside of the critical path* of user-facing operations.

We further validate our techniques by using them to analyze related work, to identify existing work that applies our techniques and opportunities to improve existing systems using our techniques. Then, we discuss the impact of our work, including the adoption of *TCP*l as the TCP implementation in OpenThread, an open-source network stack used in the smart home IoT industry, including by Amazon Eero and Google Nest. We hope that our techniques, and the systems we designed using them, will accelerate the widespread adoption of expressive cryptography, bringing stronger security to existing applications and enabling exciting new ones.
To my teachers.
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Chapter 1

Introduction

This dissertation shows how to realize the potential of expressive cryptography by building efficient computer systems. In this chapter, we explain what expressive cryptography is, its potential to enable transformative applications, its high cost as an obstacle to enabling those applications, and our approach of using system design to overcome the high cost of expressive cryptography. Then, we briefly summarize the systems we built that we will describe in this dissertation and provide a roadmap for the chapters that follow.

1.1 Motivation: Expressive Cryptography and its Potential

Expressive cryptography can be understood in contrast to public-key cryptography. For example, public-key cryptography guarantees that information encrypted with a public key is only readable by parties with the corresponding secret key. Expressive cryptography provides more expressive control over who can access what information [82, 213]. Secure Multi-Party Computation (SMPC), Fully Homomorphic Encryption (FHE), policy-based encryption, and the protocols behind blockchains are all examples of expressive cryptography. For example, certain policy-based encryption schemes can allow anyone with particular attributes (instead of a single secret key) to decrypt a message, and SMPC and FHE allow computation on encrypted data, revealing a function of the input data rather than the original message directly.

To understand the potential of expressive cryptography, public-key cryptography is an apt analogy. When public-key cryptography was first widely adopted in the 1980s and 1990s, it had a revolutionary impact on computing, enabling new applications that handle sensitive data. For example, applications like e-commerce (e.g., Amazon, eBay), patient portals and telemedicine (e.g., Epic, Teladoc), and end-to-end encrypted messaging (e.g., Signal, WhatsApp) depend fundamentally on public-key cryptography to protect payment information, patient data, and users’ messages, and they are regularly and widely used in society today.

Expressive cryptography has the potential to be as transformative as public-key cryptography. The reason is that expressive cryptography can solve important problems that public-key cryptography cannot. For example, consider the problem in which multiple hospitals each have patient
datasets and would like to perform research using the combined dataset. Due to legal regulations and privacy concerns, the hospitals cannot directly share patient data. Public-key cryptography, on its own, does not help with this; a hospital can encrypt its patients’ data with public-key cryptography and give another hospital the key to decrypt its data, but this is tantamount to sharing the data outright. The hospitals need to share patient data such that they can be used for the particular computation needed in the hospitals’ research, but not in any other way.

A form of expressive cryptography, SMPC, enables exactly that. It enables multiple parties to run a function $f$ (which all parties agree on) on their combined dataset, while guaranteeing that each party learns nothing about the other parties’ inputs except for the output of the function $f$. This not only solves the problem above regarding collaboration among hospitals, but a larger class of problems [199], which we call secure collaborative data analytics. For example, multiple competing banks cannot directly share their customers’ transaction data with one another, but they may need to combine their transaction datasets to look for fraudulent transaction patterns across the banks (e.g., money laundering); SMPC could allow them to detect fraud while keeping their customers’ transaction data private. In fact, the chief risk officer of Scotiabank stated that “collaboration will be vital” for anti-money-laundering and that the “ability to put together our data sets and collaborate on typologies of attack—and the use of both advanced-encryption methods and analytics methods to mine the data—will enhance yields by orders of magnitude,” [161] indicating industry interest in such solutions. As another example, researchers at Boston University collaborated with several organizations to apply SMPC to societal problems, such as addressing the gender wage gap and ensuring economic inclusion of minority-owned businesses [387]. SMPC helps to tackle these societal problems by enabling companies to combine their private datasets (e.g., employee salaries and corporate spending patterns), which are too sensitive to share directly, for analysis to track progress toward addressing these societal issues. Separately, in the advertising space, SMPC allows an advertiser to measure the effectiveness of an ad campaign in a privacy-preserving way—for example, the parties may learn how many ad views resulted in customer acquisitions without the advertiser learning who viewed the ad and the advertising agency (e.g., Google or Meta) learning who the advertiser’s customers are [432]. This application of SMPC is seeing industry deployment; Meta offers a product for it, namely Private Lift [396], and Google has open-sourced an SMPC tool, Private Join and Compute [465], designed with this application in mind [246]. Other industry applications of SMPC abound; Fireblocks provides SMPC-based wallets used to secure digital assets [173, 174], and an industry consortium, the MPC Alliance [354], has formed to promote SMPC-based technologies.

Other kinds of expressive cryptography also enable compelling new applications, though for brevity we do not explain them in as much detail as we did for SMPC. Just as end-to-end encryption is widely deployed in chat applications like WhatsApp and Signal, policy-based encryption schemes could bring end-to-end encryption to data lakes and the emerging Internet of Things (IoT) [200]. The cryptographic protocols behind blockchains could transform finance, supply chains, and healthcare [288]. Given the potential impact of expressive cryptography, its widespread adoption could be transformative for society.
1.2 Problem: Systems Built on Expressive Cryptography are Inefficient

Despite its enormous potential, expressive cryptography has not seen widespread use. While technologies like SMPC have enormous potential and are seeing intense industry interest, actual deployments remain incipient and isolated. A main reason is that expressive cryptography is usually much more expensive than widely deployed cryptography like public-key cryptography. In this case, “expensive” means that the tools are slower than public-key cryptography or that they consume more computing resources (e.g., more CPU time, more memory, more network bandwidth, etc.). As a result, integrating expressive cryptography into real-world systems may incur unacceptable performance overheads.

We can see the impact of this in the expressive cryptographic tools that we have discussed. SMPC is used in point solutions custom-tailored and hand-built by expert cryptographers [127, 262], but have not resulted in widespread generic computation on encrypted data due to their large cost [432]. For example, Google’s Private Join and Compute tool uses a specialized SMPC tool for a particular class of problems called “private set intersection sum with cardinality” [246], likely because using an SMPC tool for generic computation is almost always much more expensive. Policy-based encryption has been hailed as potentially transformative for IoT [200], yet its energy cost can be prohibitive for low-power embedded sensors that are part of IoT. And while blockchains have undeniably impacted digital currency and payment systems, their impact in other areas that could benefit from public verifiability, like data storage, has been comparatively limited, due to the cost of performing a blockchain transaction for each data update.

The work presented in this dissertation addresses this problem by rethinking computer system design for expressive cryptography. For example, it enables SMPC to scale to large problem sizes despite its memory overhead (Chapter 4), high-throughput data-sharing systems to use a blockchain for verifiability despite its transaction overheads (Chapter 6), and ultra low-power IoT devices to benefit from policy-based encryption despite its energy overhead (Chapter 7).

1.3 Our Approach to Designing Systems for Expressive Cryptography

In the research presented in this dissertation, we design and build networked systems that allow expressive cryptography to reach its potential. We believe that this will enable computer users to benefit from the stronger security (e.g., end-to-end encryption for IoT communication) and better functionality (e.g., fine-grained access control for sensitive data) afforded by expressive cryptography. Two high-level approaches pervade the work in this dissertation.

First, we can make expressive cryptography generically more efficient by redesigning the underlying systems that expressive cryptography uses. For example, MAGE [297] observes that cryptographic protocols like SMPC and FHE have a special structure called obliviousness and rethinks memory management accordingly. This improves the performance of data-intensive SM-
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PC/FHE programs by up to an order of magnitude compared to the operating system’s default memory management. Sometimes, the gains apply beyond expressive cryptography. For example, TCPlp [295], a performant TCP-based transport layer for low-power wireless networks, allows the large ciphertexts and signatures associated with policy-based cryptography to be efficiently sent over extremely resource-constrained network. Yet TCPlp broadly benefits IoT, separate from cryptography—it enables direct and gateway-free Internet connectivity for IoT devices, making them first-class citizens of the Internet.

Second, we can efficiently secure systems with expressive cryptography by rethinking how and when they use the inherently expensive cryptographic components. One way we do this is to invoke expressive cryptography outside of the critical path of user-facing operations. For example, JEDI [298] leverages policy-based encryption and Ghostor [229] uses a blockchain, but they are carefully designed to use these components in the background—not in the critical path of sending/receiving data in JEDI or accessing/sharing data in Ghostor. To control the total cost of using expressive cryptography, we tie expressive cryptographic operations to tunable aspects of the system’s functionality—for example, the granularity at which JEDI expiry times may be specified and the delay after which Ghostor may detect an integrity violation. This allows for tuning cryptographic costs to the application at hand (e.g., energy budget of an IoT device).

Our approach, which focuses on system design, differs from prior research. Most prior efforts focus on cryptographic design, improving the underlying math [398] or specializing it to the application [127, 262]. The two approaches are complementary—our systems would benefit from cryptographic improvements. In some cases, they are actually highly synergistic. For example, computational improvements to SMPC and FHE would increase their memory intensity, making MAGE’s techniques even more relevant. We focus on system design for two reasons. First, cryptographic design has inherent limits. For example, cryptographers made great strides in making generic SMPC more efficient [398], but such improvements have begun to plateau. For example, lower bounds on communication in certain SMPC protocols have already been attained [504]. Furthermore, building point solutions—cryptographic protocols tailored to an application or a particular class of applications—can be effective for certain applications, but is not necessarily possible for all applications. Second, the theory has advanced so far, in some cases, that the applications based on expressive cryptography are within striking distance of practicality [213]. In such cases, significant costs may stem from systems-related inefficiencies rather than from the cryptographic protocols being fundamentally slow. MAGE, for example, is based on the observation that significant costs for large SMPC and FHE workloads stem from memory management in the underlying system.

1.4 Systems We Built

We demonstrate the validity of the approaches outlined above through the design and implementation of several systems. This section briefly describes each system; later chapters in this dissertation explain them in greater depth.
1.4.1 MAGE [297]

Secure computation (SC) protocols, like SMPC and FHE, allow computation on encrypted data. Unfortunately, SC often does not scale to large problem sizes. For example, prior research works that use SMPC to solve data analytics problems have found that SMPC “in practice only scales to a few thousand input records” [463]. The reason is that, for large computations and large inputs, SC protocols quickly run out of memory and become prohibitively slow due to the overhead of swapping to secondary storage.

MAGE is an execution engine for SC that mitigates this problem. Our key observation is that SC protocols have a property called obliviousness that opens new opportunities for managing memory. That SC protocols are oblivious means that their memory access patterns are independent of the program’s inputs. This is necessary because of SC protocols’ security guarantees; otherwise, a party executing SC could learn about the inputs by observing how it accesses memory. Because an SC program is oblivious, MAGE can compute its memory access pattern in advance and use it to preplan memory management. In this paradigm, which we call memory programming, MAGE can make better policy decisions than the operating system. First, while the operating system must use heuristics to decide which page to evict on a page fault, MAGE directly uses MIN, Belady’s optimal paging algorithm. Second, MAGE prefetches according to the access pattern, with no false positives or false negatives.

MAGE outperforms Linux by up to an order of magnitude. Despite the costs of swapping memory, MAGE runs SC programs at nearly the same speed as if they had unbounded memory to fit the entire computation, providing virtual memory at nearly zero cost. This makes it easier to scale data-intensive SC workloads, such as secure collaborative data analytics, to large, real-world datasets.

1.4.2 TCPlp [294, 295, 280]

Ultra low-power IoT devices and networked sensors typically use low-power and lossy networks (LLNs), like IEEE 802.15.4, rather than Wi-Fi. Since LLN research began, TCP has generally been considered unsuitable for LLNs. As a result, standard LLN network stacks either do not support TCP, or provide simplified TCP implementations that perform poorly. This is an obstacle for expressive cryptography, as it is difficult to transfer large keys/ciphertexts without TCP. Yet the lack of TCP has farther-reaching consequences. Because LLN devices often do not run TCP, communication with external TCP/IP-based services requires application-layer gateways. As a result, IoT applications tend to develop as vertically integrated silos, with little to no interoperability across ecosystems. For example, different manufacturers’ smart light bulbs (e.g., Phillips Hue and Sengled) require separate gateway devices for Internet connectivity. Contrast this with Wi-Fi; accessing a new web application from a laptop does not require a new Wi-Fi access point.

We implemented TCPlp, a full-scale TCP implementation for LLNs [294], and used it to re-examine TCP in LLNs [295] after two decades of evolution. We found that the reasons for poor TCP performance differ from the expected reasons in the literature and developed a set of non-intrusive techniques to make TCP perform well. This has significant implications for IoT system
design, allowing low-power embedded devices to be first-class Internet citizens. The conclusions of our study have already had impact: they significantly influenced the Thread network standard, developed by a consortium of companies [451] in the IoT space, including Google/Nest, Apple, Qualcomm, and others. TCPlp has been adopted as the TCP stack in OpenThread [363], an open-source implementation of the Thread standard used in some of these companies’ products.

1.4.3 Ghostor [229]

Consider a data-sharing system that allows doctors and their patients to share access to files. An adversary who compromises the storage server can not only learn sensitive information, but also modify file contents, causing patients to receive incorrect medical information. Ghostor is a data-sharing system that protects against such an adversary by empowering users to (1) detect server-side integrity violations, and (2) encrypt their files and use the system anonymously. Ghostor achieves (1) by leveraging a blockchain, relying on decentralized trust. This is preferable to prior solutions that rely on two central servers and assume that at most one is compromised. Alas, the high cost and throughput limitations of blockchain transactions are a serious challenge. Using the blockchain as the second server in an existing two-server design [264] would result in unacceptable overhead, as a blockchain transaction would be required on each data update.

We designed Ghostor to rethink how the system uses the blockchain. In Ghostor, clients interact with the server, not the blockchain, for reading, writing, creating, and sharing files. Periodically, the server posts a cryptographic hash to the blockchain. The hash captures the edit histories of all files, and because the blockchain is a verifiable, append-only ledger, all clients see the same hash. Clients check the server’s integrity by verifying that the results of their file operations until that point are consistent with the posted hash. We designed Ghostor, like JEDI, to be inherently flexible. For example, a Ghostor server might post hashes less frequently, to reduce the cost of blockchain transactions at the expense of less timely integrity verification.

1.4.4 JEDI [298]

JEDI provides end-to-end encryption for communication among IoT devices while preserving the semantics of existing, unencrypted, IoT communication. Two aspects of IoT communication systems make this difficult. First, IoT devices often use publish-subscribe systems that decouple senders from receivers. Second, IoT systems manage fine-grained access control via decentralized delegation—a principal/device with access to resources can delegate access to a subset of those resources to another principal/device for a limited duration.

Policy-based encryption, such as Attribute-Based Encryption (ABE), can support these semantics. Unfortunately, applying ABE-like encryption to all messages is unacceptably energy-intensive for low-power embedded sensors. To address this, we carefully designed JEDI to use coarse-grained timestamps for expiry times (e.g., hour granularity), and to only require expensive ABE-like encryption/signatures when the timestamp changes (e.g., once per hour). We also identify a policy-based encryption scheme that is more efficient than ABE yet suitable for JEDI and use it in a non-black-box way, tailored to how JEDI encrypts data. As a result, a sense-and-
send application, sending one reading every 30 seconds on an ultra low-power low-cost Cortex-M0+-based platform, can encrypt its data with JEDI and still achieve several years of battery life. Importantly, our design is inherently flexible in its resource demands. For example, on an even more energy-constrained platform, one can use JEDI with coarser-granularity timestamps (e.g., six-hour granularity), to use ABE-like cryptography even more rarely.

1.5 Thesis Statement and Roadmap for This Dissertation

The thesis of this dissertation is that rethinking the way that we design and build systems can help to achieve expressive cryptography’s full potential. This should be viewed as an initial version of the thesis statement; Chapter 2 concludes with a refined version of this dissertation’s thesis statement based on the background provided in that chapter.

The rest of this dissertation is organized as follows.

• Chapter 2 provides background on expressive cryptography, including what expressive cryptography is and how it can be used. It also provides general observations about expressive cryptography’s efficiency and existing techniques for making it more efficient. This knowledge forms the basis for our techniques and explanations later in this dissertation.

• Chapter 3 describes our approach to designing systems for expressive cryptography as a systematization of system design techniques. This systematization of techniques constitutes a framework for understanding and analyzing systems for expressive cryptography. By distilling our system design ideas into this framework, we aim to provide generalizable insights that help others design systems for expressive cryptography.

• Chapter 4, Chapter 5, Chapter 6, and Chapter 7 describe the design and implementation of MAGE, TCPlp, Ghostor, and JEDI, respectively. These systems are designed using the techniques in Chapter 3 and provide evidence for the validity and effectiveness of those techniques.

• Chapter 8 discusses related work, with a focus on how the system design techniques in Chapter 3 generalize to existing systems other than the ones described in this dissertation. We use the framework from Chapter 3 to analyze existing systems, pointing out cases where existing systems exemplify our techniques and cases where our techniques could be applied to existing systems. This provides additional evidence for the applicability and effectiveness of our techniques in Chapter 3.

• Chapter 9 describes the impact that our work has had, discusses future research directions, and concludes this dissertation.
Chapter 2

Background

This chapter describes what expressive cryptography is and provides background on it. This includes examples of expressive cryptography and how it can be used, observations about its efficiency, and techniques for making expressive cryptography more efficient. Building on that background, this chapter concludes with a precise thesis statement for this dissertation.

2.1 Expressive Cryptography

An important application of cryptography is to control access to information. Public-key cryptography was revolutionary because it allowed one to cryptographically specify which party is allowed to access a message by encrypting the message under that party’s public key [83]. In this context, the “expressivity” of a cryptographic scheme refers to expressivity of the control it provides over who can access what data. We use the term “expressive cryptography” to refer to cryptographic schemes that are more expressive than public-key cryptography.

A universal definition of expressive cryptography, like the one above, is useful but arguably imprecise, partly because not all cryptographic schemes aim to control access to information. For example, some cryptographic schemes (e.g., digital signatures) aim to provide integrity guarantees (i.e., guarantees that an adversary has not tampered with data). To clarify this, this section will discuss, through examples, various different types of expressive cryptography.

The term “expressive cryptography” has been used before. For example, Boyen used the term “expressive cryptography” in a 2012 lecture series [82] and a 2013 invited lecture [83]. More recently, Halevi used the term “advanced cryptography” to refer to a similar set of cryptographic schemes [213]. In this dissertation, we prefer the term “expressive cryptography” because “expressive” more accurately captures what makes these schemes interesting from the standpoint of system design. Importantly, some cryptographic advances improve security, but not functionality, and we do not consider the resulting schemes to be expressive cryptography. For example, Regev’s encryption scheme [395] is advanced in that it provides protection against quantum adversaries, but not expressive because it is semantically identical to standard public-key encryption. Using a quantum-secure public-key encryption scheme in a system instead of regular public-key encryp-
tion can make the system secure against a quantum adversary (i.e., it can strengthen the security guarantees) but it cannot enable new functionality under the existing threat model. In contrast, expressive cryptography can enable, under the same threat model, support for richer applications (i.e., more functionality) compared to standard public-key cryptography. Where applicable, our descriptions below include explanations of how each type of expressive cryptography enables new kinds of systems.

2.1.1 Expressive Cryptography for Protecting Confidentiality

Boyen describes expressivity as the ability to “express, in increasingly powerful and flexible ways, the exact beneficiaries of the right to decrypt a given ciphertext” [83]. This description applies well to encryption schemes, which aim to protect the confidentiality of encrypted data. We refer to these expressive encryption schemes, collectively, as policy-based encryption to reflect the fact that the recipients of a message may be specified as a policy rather than as a public-key known at the time of encryption. Below, we will see how expressive cryptography allows the encryptor to more flexibly describe who can decrypt a ciphertext.

2.1.1.1 Identity-Based Encryption

An identity-based encryption (IBE) scheme [423, 65] works as follows. When encrypting a message, a party identifies the intended recipient as an arbitrary string of bytes called an ID. A party is given the secret key for her ID, which allows her to decrypt any message encrypted for her ID. This is orchestrated by a party called the authority who creates an IBE system, which consists of public parameters (sometimes called a master public key) and a master secret key. The authority can use the master secret key to generate a secret key for any ID and give it to the party with that ID.

An important difference between identity-based encryption and public-key cryptography is that IBE allows the encryptor to specify the intended recipient as a string of bytes rather than as a public key. This makes IBE more flexible than public-key cryptography in two ways. First, it allows the encryptor to specify the recipient of the message without having to look up the recipient’s public key; once a party obtains the public parameters for an IBE system, she can encrypt messages for any ID in that system. Second, it allows the encryptor to encrypt a message for an ID even if the secret key for that ID has not yet been created. In contrast, public-key encryption only allows encrypting a message for a recipient after the recipient has generated her keypair and the encryptor has learned the recipient’s public key.

2.1.1.2 Attribute-Based Encryption

Attribute-based encryption (ABE) [206] has a similar setup to IBE, but is more flexible, in the following sense. When encrypting a message, a party chooses multiple arbitrary strings of bytes called attributes. Secret keys no longer correspond to a single ID; they correspond to access policies represented as logical expressions checking for the presence of certain attributes. A secret
key can decrypt a ciphertext if the attributes associated with the ciphertext satisfy the access policy associated with the secret key.

The type of ABE described above is sometimes called key-policy ABE, or KP-ABE, to reflect the fact that secret keys are associated with policies and ciphertexts are associated with attributes. In another type of ABE, called ciphertext-policy ABE [50], or CP-ABE, secret keys are associated with attributes and ciphertexts are associated with policies. In CP-ABE, a secret key can decrypt a ciphertext if the attributes associated with the secret key satisfy the access policy associated with the ciphertext.

IBE can be understood as a special case of KP-ABE where only one attribute can be used per ciphertext and policies are restricted to checking for the presence of a single attribute. In that sense, ABE subsumes IBE and is strictly more expressive. To intuitively understand how ABE enables new functionality from the standpoint of system design, consider an application where multiple parties must be given access to a single message. With public-key encryption or IBE, the encryptor would have to enumerate the IDs or public keys of all recipients when encrypting a message. In contrast, CP-ABE allows the encryptor to specify a policy of who is allowed to access it, without having to know exactly who the recipients are. If a new user joins the system, they will automatically be able to decrypt the ciphertext if their combination of attributes matches the policy associated with the ciphertext, even if no previous user had that particular combination of attributes.

Over the years, increasingly expressive variants of ABE have been developed. Schemes like Hierarchical IBE (HIBE) [227, 189, 63] and Fuzzy IBE [404] predate the term “attribute-based encryption,” but they can be considered primitive ABE schemes that only support a limited set of policies—checking for the presence of attributes restricted to a hierarchical structure and checking that the number of matching attributes is above a certain threshold, respectively. The first schemes that were called ABE [206, 50], allowed monotonic access policies—informally, policies that check for the presence, but not the absence, of certain attributes. Newer ABE schemes support more general access policies including support for non-monotonic formulas [366] and Boolean circuits [203].

Multiple system design proposals in the context of cloud computing leverage ABE [469, 501]. In the context of cloud computing, ABE allows users to bake access control policies directly into ciphertexts of their data and enforce those policies cryptographically. This gives users control of access policies governing their data, without placing users at the mercy of the cloud provider to respect and enforce those access policies. Another compelling application of ABE is in the Internet of Things (IoT) space [358, 200]. Cryptographically enforced access control is compelling in the IoT space because IoT devices typically do not have trusted storage and the complex access policies supported by ABE are attractive in the context of IoT applications.

### 2.1.1.3 Predicate Encryption

While ABE can allow complex policies to be attached to keys or ciphertexts, ABE only hides the message contents, not the policies or attributes attached to a ciphertext. Predicate encryption schemes can be thought of as an extension of ABE where the policies and attributes attached to
a ciphertext are also cryptographically hidden. To emphasize this distinction, some of the literature refers to ABE as \textit{public-index predicate encryption} or ABE’s security guarantee as \textit{payload hiding}, and to schemes that hide the policies and attributes attached to a ciphertext as \textit{private-index predicate encryption} or the corresponding security guarantee as \textit{attribute hiding} \cite{267, 68}. This dissertation uses the term “predicate encryption” to refer to private-index, attribute-hiding schemes.

As with ABE, increasingly powerful predicate encryption schemes have been developed over time. Anonymous IBE \cite{64, 1} and anonymous HIBE \cite{84} predate the term “predicate encryption,” but they can be considered primitive predicate encryption schemes that support the simple policies of IBE and HIBE—checking equality on a single attribute and checking for the presence of attributes restricted to a hierarchical structure, respectively. In the following years, more sophisticated predicate encryption schemes, like Hidden Vector Encryption \cite{70} and Inner Product Encryption \cite{267}, emerged. These schemes support more sophisticated policies, including conjunctions and disjunctions over attributes, but cannot support arbitrary combinations of conjunctions and disjunctions over many attributes as efficiently as classical ABE schemes \cite{206}. Later, the community developed more advanced schemes \cite{403, 204}, including Worry-Free Encryption, that support more general policies. These schemes additionally generalize predicate encryption into \textit{functional encryption} \cite{68}, in which policies do not merely dictate whether a message can be decrypted, but \textit{transform} the message obtained by decryption.

### 2.1.2 Expressive Cryptography for Protecting Integrity

A number of cryptographic techniques, including digital signatures, aim to protect message integrity. In the context of such techniques, “expressivity” refers to increasingly powerful and flexible guarantees about data being delivered correctly. That said, expressivity can also be used in other ways, to refer to the other information revealed by the scheme. For example, group signatures \cite{106} are more expressive than standard digital signatures in the sense that the signer of a message remains anonymous within a group of signers, even to parties who can verify her signature.

#### 2.1.2.1 Transparency Logs

Transparency logs, sometimes referred to as verifiable data structures, are public, authenticated data structures that provide integrity guarantees for the operations performed on a data structure. For example, Certificate Transparency \cite{306} is a log data structure that guarantees that data will only be appended, never removed, and that all users see a consistent view of the log. As another example, Key Transparency \cite{343} is a map data structure that guarantees that the results of multiple users’ queries are consistent with one another. Transparency logs often derive their cryptographic security guarantees from on cryptographic data structures like Merkle trees.

To understand the value of transparency logs, consider the problem of HTTPS certificates. Certificate Transparency is designed to be used with HTTPS certificates; clients only use an HTTPS certificate if they can find it in a trusted Certificate Transparency log. The data structure guarantees
that the organizer of the web domain sees the same certificates as the user, assuring users that a fraudulent certificate would be promptly detected and dealt with.

2.1.2.2 Blockchains

A blockchain [284] is an append-only log consisting of items called transactions. They are designed to only accept transactions into the log that are valid, in a sense particular to the blockchain. For example, a blockchain for a cryptocurrency, like Bitcoin, may only accept transactions in which a user spends a token (i.e., “Bitcoin”) still in her possession. Blockchains achieve this by relying on users (i.e., “miners”) to decide, in a decentralized manner, on which transactions to include. This procedure is similar to a probabilistic vote of sorts; to protect against Sybil attacks, users’ votes are weighted based on their computational power (i.e., “proof of work”) or wealth in tokens (i.e., “proof of stake”).

At a high level, blockchains are similar to transparency logs. Each is a data structure together with a protocol that make guarantees about the operations that are performed on the data structure. However, there are important differences. First, while transparency logs are hosted by a single, centralized party, blockchains are fully decentralized. Second, while transparency logs guarantee merely that users can detect if an invalid operation is performed, blockchains can deny invalid transactions outright. One consequence of this is that, while a transparency log’s availability depends on the party hosting the log, blockchains do not require trust in a central party for availability. As a result of these differences, blockchains may be considered more expressive than transparency logs.

The original application of blockchains was cryptocurrency [356]. Due to their ability to provide consensus and consistency in an open-membership setting, blockchains have become a system design primitive in their own right and have evolved into a substrate for decentralized applications [93]. For example, there have been proposals to leverage blockchains to build fully decentralized systems for data storage [444] and virtual reality [364]. Closed-membership versions of blockchains, sometimes called “private blockchains,” have also been developed. Private blockchains give up true decentralization in exchange for other useful properties like efficiency, privacy, and central oversight. An important application of private blockchains is to improve transparency and auditability in business supply chains [138].

2.1.3 Expressive Cryptography for Protecting Computation

Some cryptographic techniques not only protect data, but also incorporate computation in some way. In the context of expressive cryptography for protecting computation, an important measure of “expressivity” is the generality and flexibility of computation that can be protected. We focus in this section on tools that allow for computing on encrypted data. Predicate encryption and functional encryption are listed in Section 2.1.1 due to their relationship to ABE, but they can also be considered as protecting computation and could be listed in this section. Other cryptographic techniques like Zero-Knowledge Proofs [197] and Oblivious RAM [196] do not allow for computation on encrypted data but provide other cryptographic guarantees relating to computation. They are
also forms of expressive cryptography, but we do not focus on them in this section because they are not directly related to the work in this dissertation.

### 2.1.3.1 Secure Multi-Party Computation

Secure Multi-Party Computation (SMPC) \([496, 195, 45]\) allows \(n\) parties, with secret inputs \(x_1, \ldots, x_n\) (where party \(i\) has secret input \(x_i\)), to work together to compute an arbitrary function \(f\) of their choice on their secret inputs. SMPC allows the parties to learn \(f(x_1, \ldots, x_n)\), but guarantees that they will learn nothing else about the other parties’ secret inputs.

Early SMPC protocols, such as Yao’s Garbled Circuits \([496]\), GMW \([195]\), and BGW \([45]\) could support functions representing any fixed-size computation. They achieved this by representing \(f\) as a logical circuit—for example, \(f\) may be a circuit where wires contain bits and gates represent boolean operations, or \(f\) may be a circuit where wires contain integers in a Galois Field and gates represent addition or multiplication operations.

Later schemes built on these in several ways. Some later schemes improve expressivity by supporting SMPC for more parties. For example, while Yao’s Garbled Circuits protocol originally supported only two parties \((n = 2)\), the BMR protocol \([39]\) supports SMPC for more than two parties \((n > 2)\) using a generalization of Yao’s Garbled Circuits that preserves its round complexity. Others improve security but not expressivity, supporting stronger threat models. For example, although the original Yao’s Garbled Circuits construction is secure only against a semi-honest adversary, it can be augmented with cut-and-choose techniques to be secure against a malicious adversary \([320]\). Finally, some actually reduce expressivity by supporting only a few specific kinds of functions \(f\), rather than general functions. For example, specialized SMPC protocols exist for set intersection \([181, 379]\) and digital signature generation \([429]\), even though generic SMPC protocols, like Yao’s Garbled Circuits, are capable of the same functionality \([232]\). The advantage of specialized SMPC protocols is that they may be more performant for the functions that they support than generic SMPC protocols, as we discuss later in Section 2.2.2.

A compelling application of SMPC is to enable secure collaborative data analytics. In many cases, data analytics jobs require data that reside across multiple organizations, yet organizations cannot directly share data due to legal regulations and privacy concerns. We discussed secure collaborative data analytics applications in Section 1.1 to motivate our work—such applications include collaboration among hospitals for research, collaboration among financial institutions to detect fraud, and measurement of social issues like the gender wage gap. SMPC provides a solution to such problems, allowing \(n\) organizations to compute a data analysis of their choice, described by a function \(f\), over their private datasets \(x_1, \ldots, x_n\). Research proposals like SMCQL \([37]\) and Conclave \([463]\) are systems based on SMPC that directly target secure collaborative data analytics.

Secure collaborative data analytics has seen real-world adoption and significant industry interest \([199]\). As we explained in Section 1.1, Google is exploring using SMPC to compute ad conversions—how many users who viewed an ad become customers \([465, 246]\). SMPC is needed because Google does not want to reveal the viewership of an ad, and the company running ads on Google does not want to reveal who their customers are; SMPC allows them to compute ad conversions without revealing additional information. Two of Meta’s products, Private Lift and
Private Attribution, are based on SMPC and are actively used by advertisers [396]. These products solve a similar problem to the “ad conversions” problem addressed by Google—they allow users to perform randomized controlled trials to assess the impact of advertising on the conversion rate. Another example of real-world usage of SMPC, which we explained in Section 1.1, is the deployment of SMPC in the Boston area to measure social issues like the gender wage gap and economic inclusion of minority-owned businesses [387].

SMPC also enables distributed trust. A class of systems aims to avoid trusting a single server by splitting trust across \( n \) servers (for \( n > 1 \)) [126, 111]. For example, instead of a user storing her signing key (or some other secret) on a single device, she may instead store secret shares of her signing key on \( n \) devices. In order to use her signing key, the user would have those \( n \) devices run an SMPC protocol to produce the desired signature. This approach is used in the cryptocurrency space; companies like Fireblocks provide SMPC-based wallets used to secure millions of dollars in digital assets [173, 174]. Researchers have also used distributed trust based on SMPC to enable more complex systems than digital signature generation. For example, researchers have designed SMPC-based distributed trust systems for collection of aggregate statistics [127] and for data storage and sharing [112].

2.1.3.2 Homomorphic Encryption

Homomorphic encryption allows a party who holds \( \text{Enc}(x) \) to directly compute \( \text{Enc}(f(x)) \), for certain types of functions \( f \), without first decrypting \( \text{Enc}(x) \). Multiple ciphertexts encrypted with the same key can also be combined; a party who holds \( \text{Enc}(x) \) and \( \text{Enc}(y) \) can compute \( \text{Enc}(f(x,y)) \). Importantly, the party who computes this does not need to know the secret key to decrypt the ciphertext and never sees \( x \), \( y \), or \( f(x,y) \) in plaintext—the data remain encrypted throughout the computation.

Early homomorphic encryption schemes supported only simple types of functions. For example, the ElGamal encryption scheme [163] supports multiplication and the Paillier encryption scheme [370] supports addition. A more expressive encryption scheme, developed by Boneh et al. [67], supports logical circuits of additions and multiplications with a multiplicative depth of 1—enough to support functions described by 2-DNF formulas, but not general functions.

A breakthrough was Gentry’s development of Fully Homomorphic Encryption (FHE) [185], a type of homomorphic encryption that supports general functions. As Gentry’s scheme supports general functions, later works on homomorphic encryption do not aim to improve the generality of the computation—they aim to simplify the design, improve performance, or improve expressivity in ways other than the generality of computation (e.g., creating an FHE scheme that supports policies like those in ABE [188]). Performance has been a particular focus of followup work [86, 147, 116, 115]. Some of these works alter the computation model; for example, leveled FHE schemes like BGV can efficiently evaluate add-multiply circuits but require the depth to be relatively small and known at setup time [86], and FHE schemes like CKKS support approximate arithmetic [115].

Homomorphic encryption has been used in systems designed to compute on encrypted data, usually to support computing aggregates such as the sum of a dataset [383, 421, 372, 420]. To compute a particular aggregate, simple Partially Homomorphic Encryption schemes that support
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a simple type of function, such as the Paillier encryption scheme (or a symmetric-key equivalent), are typically sufficient. For more complex computations over encrypted data, such as machine learning inference, leveled FHE schemes are sometimes useful [79]. Homomorphic encryption is also a useful building block as part of other cryptographic protocols. For example, specialized SMPC protocols, such as those used for neural network inference, sometimes use homomorphic encryption for part of the computation [262].

2.2 Efficiency and Overheads of Expressive Cryptography

Cryptographic operations like encryption can require a significant amount of computing resources. We use the term “cryptographic overhead,” or simply “overhead,” to refer to the extra resources required due to cryptography. This section presents more details on the overhead of using expressive cryptography. As we will see, the overhead of expressive cryptography is, in many cases, a significant obstacle to applying it in systems.

2.2.1 Types of Cryptographic Overhead

Systems developers often think of cryptographic overhead in terms of computation time—for example, the CPU time required to encrypt or decrypt messages. Expressive cryptography, however, is expensive not only in terms of CPU time, but also in terms of other computing resources like memory and networking. This section explores the ways in which expressive cryptography can be expensive.

2.2.1.1 CPU Overhead

Expressive cryptography consumes a significant amount of CPU time, typically more than regular, non-expressive cryptography. For example, ABE encryption with a single attribute can require two orders of magnitude more CPU time than encryption with public-key cryptography [478]. Furthermore, the CPU time for ABE encryption increases linearly in the number of attributes. Other expressive encryption schemes, like predicate encryption and fully homomorphic encryption, also have high overheads for encryption.

For expressive cryptography that supports computing on encrypted data, there is also a significant overhead to running a computation on encrypted data compared to running the same computation on plaintext data. FHE and SMPC primitives that support generic computation can require orders of magnitude more CPU time than computing directly on plaintext. To get a sense of how much slower, consider JustGarble [44], a system for evaluating Yao’s Garbled Circuits that is optimized for efficiency. JustGarble can evaluate a gate in 7.25 ns, amortized, based on a circuit consisting of 82% XOR gates (where XOR gates are particularly efficient to execute). Based on this measurement, adding two 32-bit integers would take about 1 microsecond (assuming 4 XOR gates and 1 AND gate per bit of the addition). This is about three orders of magnitude slower than adding two 32-bit integers directly in the processor. Computation over encrypted data in FHE
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schemes is also much slower than computation over plaintext data. For example, TFHE [116] requires about 10 milliseconds to execute a binary gate, which is about 10,000× slower than JustGarble and therefore about seven orders of magnitude slower than computing directly in the processor. Leveled FHE schemes can be faster than TFHE, as they can operate on batches of data in a SIMD fashion and can perform integer operations directly instead of just binary operations. In these schemes, addition can be very fast, but multiplication can still take about 10 milliseconds (rounded to order of magnitude) [460]. When accounting for SIMD-style batches of approximately 1,000 to 10,000 elements, multiplication in these schemes may be approximately three to four orders of magnitude slower than operating on plaintext. While the above overheads apply to the computation itself, there can be additional overhead associated with transforming the desired function to a logical circuit representation suitable for cryptographic computation.

Blockchains are a special case. Miners in a proof-of-work-based blockchain incur significant CPU overhead due to the proof of work mechanism for mining blocks. Yet a faster CPU would not make mining faster, as the difficulty of the proof-of-work problems is adjusted to keep the time between blocks fairly constant. It would merely increase the profitability of mining for miners with the faster CPU, enabling those miners to more effectively compete with other miners.

2.2.1.2 Memory Overhead

Expressive cryptography can have high memory overhead because ciphertexts are large. For example, when using 2048-bit RSA (standard, non-expressive public-key cryptography), a ciphertext is 256 bytes. Elliptic-curve-based ciphertexts (e.g., with ElGamal encryption) can be even smaller, just tens of bytes. In contrast, an ABE ciphertext can be kilobytes in size. While a few kilobytes per ciphertext may not seem large in an absolute sense, it can be very significant for resource-constrained embedded devices. For example, ultra low-power wireless sensing platforms may have only several tens of kilobytes of RAM, so encrypting sensed data points with expressive cryptography may be a significant memory burden.

For schemes like IBE and ABE, this matters most for small messages, which become much larger when encrypted. This is because, for large messages, one can use hybrid encryption. With hybrid encryption, one randomly samples a symmetric key $k$, uses IBE or ABE (or standard public-key encryption) to encrypt $k$, and then uses $k$ to encrypt the actual message. Thus, the size of the ciphertext can be amortized by the size of the message itself, for large messages.

Hybrid encryption is not suitable, however, for expressive cryptography that supports computation on encrypted data. This means that ciphertext expansion applies to all inputs and intermediate results when performing the desired computation on encrypted data. For example, in Yao’s Garbled Circuits protocol [496], each wire in the circuit represents one bit of plaintext but corresponds to a 16-byte label during execution of the protocol. This means that evaluating the garbled circuit for a function $f$ will require $128 \times$ more memory than evaluating $f$ in plaintext. Secret-sharing-based SMPC protocols [195] do not have an inherent expansion factor, since secret shares are, in principle, the same size as plaintext data. Integer-based secret sharing schemes [45], however, still have an expansion factor because all data items, even bits or small integers, must be represented as full-size secret shares. FHE schemes also have a large expansion factor. In TFHE [116], for
example, a ciphertext represents a single bit but may be multiple kilobytes in size. This represents a memory overhead of $10,000 \times$ or more compared to plaintext computation. Leveled FHE schemes (e.g., CKKS [115]) may have ciphertexts that are tens or hundreds of kilobytes. This may be amortized by using batching, but memory overheads may still be an order of magnitude or more if the application at hand does not allow using batching to its fullest.

### 2.2.1.3 Networking Overhead

Network overhead can manifest in two forms: bandwidth and latency. We explore each below.

Systems based on expressive cryptography often transfer ciphertexts over the network. For example, a resource-constrained device might encrypt data with FHE and send the ciphertexts to a more powerful computer to offload computation to it, or it might encrypt data with ABE to allow rich, cryptographically-enforced access control policies and send the ciphertexts to a database for later retrieval by users. For such systems, large ciphertext sizes not only cause memory overhead (as described in Section 2.2.1.2), but can also result in network bandwidth overheads when transferring ciphertexts over the network. For example, just as an ABE ciphertext that is kilobytes in size may present significant memory overhead for an ultra low-power embedded sensing device, it may also present significant networking overhead for such a device. In particular, such devices may use low-power wireless networks, which have limitations, such as low bandwidth, that make it difficult to perform bulk data transfer. Even for server-class devices with plenty of provisioned network bandwidth, a bulk transfer of many ciphertexts may present significant network bandwidth overhead.

SMPC protocols inherently require multiple parties and can consume significant amounts of network bandwidth among these parties. For example, we saw that JustGarble can evaluate Yao’s Garbled Circuits while spending just 7.25 ns per gate, on average, in a workload where $\approx 80\%$ of the gates are AND gates. With the half gates optimization [504], each AND gates requires transferring 32 B between the two parties. Thus, Yao’s Garbled Circuits requires about 8 Gbit/s of network bandwidth to fully utilize a single CPU core of the party evaluating a garbled circuit.

Other types of SMPC protocols add overhead in the form of network latency. For example, secret-sharing-based SMPC protocols require a round of communication per nonlinear operation (e.g., AND of bits or multiplication of integers). Because each round of communication involves a network round-trip between pairs of parties, these operations may incur significant overhead in the form of network latency, particularly when the network round-trip time between parties is large. The overhead can be particularly high when evaluating functions that, when represented in circuit form for SMPC, have a high depth in nonlinear operations.

Transparency logs and blockchains also incur network overhead. Participants in a blockchain incur network overhead to discover newly mined blocks. Systems like Certificate Transparency require users to “gossip” to ensure that the log server presents the same view of the log to all users. Other transparency log schemes (e.g., key transparency) require users to monitor the log to ensure that its state is consistent with their expectations (leveraging the fact that the log guarantees that all users’ views of the log will be consistent).
2.2.2 Trade-Off Between Expressivity and Efficiency

As a general rule, more expressive cryptographic schemes tend to be less efficient. Stated differently, when choosing a cryptographic scheme, there is usually a trade-off between expressivity and efficiency.

For example, consider expressive cryptographic schemes that protect confidentiality. KP-ABE is strictly more expressive than HIBE, and HIBE is strictly more expensive than IBE. Accordingly, KP-ABE requires more CPU time and has larger ciphertexts than HIBE, and HIBE requires more CPU time and has larger ciphertexts than IBE.

As discussed in Section 2.1.2, blockchains may be considered more expressive than transparency logs due to their fully decentralized nature and ability to outright deny invalid transactions. This comes, however, at significant performance costs—blockchains like Bitcoin have low transaction throughput and high transaction latency (e.g., tens of minutes to an hour for a transaction to be accepted in the blockchain).

The same applies to cryptography for computing on encrypted data. Generic SMPC protocols can execute any function \( f \), but it may be possible to compute \( f \) more efficiently using a specialized SMPC protocol for that task. For example, the specialized SMPC protocols for set intersection are more efficient, in some settings, than using generic SMPC protocols to compute those functions [379]. Similarly, homomorphic encryption schemes that support only simple types of functions can be more lightweight than FHE.

2.3 Techniques for Making Expressive Cryptography Efficient

Given the enormous potential of expressive cryptography, there has been much effort to make the cryptography more efficient. There have been three main approaches to doing so. The first approach is to create generic theoretical improvements that improve the efficiency of generic schemes. The second approach is to create specialized cryptographic schemes that improve the performance of expressive cryptography by specializing it to the particular application at hand. The third approach is to apply systems techniques to make expressive cryptography more efficient. We describe these approaches below.

2.3.1 Generic Theoretical Improvements

An important approach to making an expressive cryptographic scheme efficient is to improve the underlying mathematics to make the scheme more efficient. This approach is particularly powerful because any system that uses the relevant cryptographic scheme will benefit from the resulting improvements.

Yao’s Garbled Circuits protocol [496] is one example of expressive cryptography that has benefited from this. Generic theoretical improvements, such as Point-and-Permute [39], Free XOR [286, 285], and Half Gates [504] have significantly improved the computation, memory, and network bandwidth required by the protocol. Oblivious Transfer [388], the first step in using garbled circuits for SMPC, has also seen generic theoretical improvements [247, 85, 493]. Because
these improvements did not change the syntax (i.e., interface) of the cryptographic scheme, they fall under the category of “generic improvements.”

Sometimes, it is necessary to make small changes to the interface in order to obtain performance gains. The resulting improvements can still be considered “generic” if they do not significantly diminish the space of applications that can benefit from them. For example, Gentry’s initial FHE scheme [185] was followed by leveled FHE schemes [86, 115]. These leveled FHE schemes changed the syntax of the schemes to require the maximum multiplicative depth to be known at setup time, but this minor syntactic change resulted in significant performance improvements, since applications whose multiplicative depth is relatively shallow and known in advance can avoid bootstrapping. As another example, early HIBE schemes [189] were followed by the BBG HIBE scheme [63], which requires the maximum hierarchical depth to be known at setup time (as in certain prior works [62]) but allows for smaller ciphertexts than prior schemes.

### 2.3.2 Specialized Cryptographic Schemes

An alternative to developing generic improvements is to leverage the “expressivity vs. efficiency” trade-off Section 2.2.2 to trade generality for efficiency. Simply put, we can specialize the cryptographic scheme to the application at hand in order to improve its performance.

One clear example of this is the development of SMPC for specialized functions. For example, specialized Private Set Intersection (PSI) protocols implement SMPC for a particular function that takes as inputs a set of values from each party and outputs the intersection of those sets. While it is possible to implement PSI by evaluating a function \( f \) for set intersection using a generic SMPC protocol like garbled circuits [232], state-of-the-art specialized PSI protocols [379, 56] outperform such approaches based on generic SMPC. As a result, designer who needs to run a workload based on Private Set Intersection (PSI) would, in many cases, be better off leveraging a specialized PSI protocol than instantiating PSI with a generic SMPC protocol.

One can specialize cryptographic protocols not only for useful functions, but also directly for applications. The research community has developed specialized SMPC protocols for data analytics [380] and for machine learning algorithms like \( k \)-means [253], linear models [361, 515], and neural networks [347, 262, 293, 392, 307, 359]. Some of these efforts not only specialize the cryptography, but also make changes to the model to admit more efficient cryptographic constructions [397, 346].

### 2.3.3 Systems Techniques

One can also improve the performance of expressive cryptography by building systems to better support it. This approach can bring efficiency improvements without the need for theoretical advances or changes to the underlying mathematics of expressive cryptography. A classical approach to making cryptography faster in this way is to manually write assembly code to optimize the relevant procedures. While this remains a useful approach, expressive cryptography necessitates a more holistic approach, as its overheads manifest not only in CPU time, but also in memory and network usage.
One example of how systems techniques can improve the performance of expressive cryptography is the development of execution frameworks for Yao’s Garbled Circuits. Early systems for executing garbled circuits, like Fairplay [333], required a large amount of memory because they would materialize the entire garbled circuit in memory at each party. Later, the HEKM system [233] improved memory consumption significantly by avoiding materializing the entire garbled circuit at either party. This reduced the memory overhead significantly, as each party only had to allocate memory for all of the wires in the circuit, not all of the garbled gates. Subsequent garbled circuit frameworks [290, 289] improved on HEKM further, allocating memory for just the live wires rather than all wires in the circuit. TinyGarble [437] applied logic synthesis techniques to optimize the boolean circuit representation of the function $f$ to execute. These systems improvements significantly improved the performance of garbled circuits, at times producing comparable improvements to developing specialized cryptographic protocols [232].

In concurrent work, researchers applied systems to help navigate the performance trade-offs among cryptographic protocols. Tools like EzPC [103], Cerebro [514], and Silph [108] help to automate the design of specialized cryptographic protocols for applications like machine learning. This is enabled by cryptographic work like ABY [139], which provides flexible ways to combine different SMPC techniques with different performance trade-offs, and systems work like CostCo [166], which provides cost models for SMPC protocols that these tools can use to identify the most efficient designs. We discuss these techniques in greater depth in Chapter 8.

Concurrently with the work presented in this dissertation, systems techniques have also been applied to help applications use expressive cryptography in an efficient way. For example, DeepSecure [399] improves the performance of deep learning inference with Yao’s Garbled Circuits by performing preprocessing outside of SMPC. SMCQL [37] and Conclave [463] improve the performance of data analytics in SMPC in a similar way, by identifying portions of the computation that can happen in a preprocessing phase, to minimize the computation that must be protected cryptographically with SMPC. These works leverage some of the techniques that this dissertation develops, so we discuss them in greater depth in Chapter 8.

Another line of work concurrent with this dissertation aims to make expressive cryptography faster by leveraging hardware accelerators. For SMPC protocols for neural network inference and training, researchers have designed cryptographic protocols that can be accelerated using GPUs [447] and designed the necessary systems support to effectively leverage GPUs to accelerate these protocols end-to-end [480]. For FHE protocols, researchers developed F1 [169] and CraterLake [406], hardware accelerators that can provide orders of magnitude of speedup for FHE workloads compared to relying only on the CPU.

### 2.4 Conclusion and Thesis Statement Revisited

Expressive cryptography provides useful functionality for many real applications and has enormous potential. SMPC, for example, is seeing significant industry interest, with deployment by Google and Meta and the potential to solve important, real-world problems. Unfortunately, expres-
expressive cryptography can be expensive—it consumes lots of computing resources. This is a significant obstacle to realizing expressive cryptography’s full potential.

A natural question is how we can overcome the efficiency-related challenges of expressive cryptography and allow it to fulfill its enormous potential. One approach where we have seen significant progress, and where we will continue to see progress, is in making theoretical advances. Such approaches include generic improvements to the underlying mathematics to make cryptographic schemes inherently faster and specializations of cryptographic schemes to particular functionalities or applications to trade off generality for efficiency. The theory has advanced so far, however, that important applications of expressive cryptography are within striking distance of practicality. In many cases, performance bottlenecks emerged not because the cryptography was inherently slow, but because the systems built around expressive cryptography had not kept up with the theoretical advances. This has led to advances in systems relating to expressive cryptography, both for systems that use expressive cryptography and for systems that provide frameworks for executing expressive cryptography. As an example, frameworks for executing garbled circuits have improved tremendously, with state-of-the-art garbled circuit frameworks capable of executing hundreds of millions of boolean gates per second on a single CPU core. SMPC schemes for particular functionalities and applications are even more efficient. Many of the advances in system design were developed concurrently with the work in this dissertation.

The thesis of this dissertation, refined from our initial statement in Chapter 1, is that rethinking the way that we design and build systems can help make expressive cryptography less expensive to use, making expressive cryptography practical for more applications and thereby helping to achieve expressive cryptography’s full potential. While we are not the first to explore how systems should use expressive cryptography or how system design might make expressive cryptography more efficient, we systematically study the interplay between expressive cryptography and system design to provide practical insights and guidance on how to design systems for expressive cryptography. The results are two-fold. First, we develop new system design techniques and explore them through the design, implementation, and evaluation of four new systems: MAGE, TCPlp, Ghostor, and JEDI. Second, our insights and guidance provide a framework for understanding and analyzing systems for expressive cryptography. This framework can, of course, be applied to the four systems presented in this dissertation. But it can also be used to analyze systems for expressive cryptography developed independently of this dissertation, as we do in Chapter 8.
Chapter 3

System Design Techniques for Expressive Cryptography

This chapter describes system design techniques for expressive cryptography. In doing so, we provide a framework to understand, analyze, and design systems for expressive cryptography. We identify two distinct high-level approaches that one could take to rethink system design for expressive cryptography. First, one can rethink how to design the underlying systems that support expressive cryptography to do so efficiently. Second, one can rethink how applications, and the systems that directly support those applications, should use expressive cryptography to bring security guarantees to users. We present system design techniques for expressive cryptography divided into two classes (Section 3.1 and Section 3.2), one for each of these two approaches. The chapter concludes with a discussion of when to apply each class of techniques when designing a system.

We explain the techniques primarily using examples from the work in this dissertation, in effect applying our framework to our own work. That said, we do not claim that the system design techniques presented in this section are novel. Some of these techniques have been used before in work prior to and concurrent with ours; we include pointers to other systems where they are particularly relevant. Our framework can also be applied to analyze systems relating to expressive cryptography developed independently of this dissertation, as we explore in Chapter 8.

3.1 Designing Systems that Support Expressive Cryptography

The first class of techniques applies to designing the underlying systems on which expressive cryptography depends. An example of such a system is the operating system (e.g., Linux), which provides the process abstraction inside which expressive cryptography runs and which gives expressive cryptography access to hardware resources like CPUs, memory, and the network. This section focuses on techniques for designing the underlying system in such a way that expressive cryptography becomes more efficient. In some cases, the techniques presented here benefit applications beyond just expressive cryptography, and therefore may be of broader interest to the systems research community. In our explanations below, we discuss when this is the case.
3.1.1 Manage Resources According to the Structure of the Computation

The first technique is to manage resources according to the structure of the computation. Whereas standard, off-the-shelf systems manage resources in order to support general programs, expressive cryptography may use resources in a special way that admits more efficient forms of resource management. By designing the underlying system to leverage the structure of cryptographic computation, one can significantly improve resource management, which can in turn make expressive cryptography more efficient to use.

We applied this technique in MAGE to make it more efficient to compute on encrypted data. Schemes for computing on encrypted data can have very high memory overhead. This can be a significant obstacle for using these schemes in applications—if the application does not fit in memory, then the operating system starts paging data to a storage device (e.g., an SSD), which makes the application run much more slowly. Applications like secure collaborative data analytics are particularly problematic because they compute on large amounts of data, which expand multiplicatively when applying the relevant cryptographic schemes. Our key observation in MAGE is that, although FHE and generic SMPC schemes support general computation, they require the computation $f$ over encrypted data to be structured in a particular way that admits a fundamentally more efficient form of memory management. Specifically, they require $f$ to be expressed as a logical circuit, where each gate corresponds to an operation on encrypted data directly supported by the cryptographic scheme. As a result, the sequence of memory accesses in evaluating $f$ is (1) deterministic, and (2) independent of the values of the inputs to $f$. This allows MAGE to analyze the code for the function $f$ and precompute the sequence of memory accesses that will be issued when evaluating $f$. Thus, MAGE can manage memory with foreknowledge of $f$’s future memory accesses, allowing it to make more accurate and timely decisions about which pages to prefetch from storage into memory and which pages in memory to evict to storage.

A key property that MAGE relies on—that the memory access pattern of $f$ is independent of $f$’s inputs—is called obliviousness. Obliviousness is inherent to the security guarantees of computing on encrypted data. If a scheme for computing on encrypted data were to work with non-oblivious programs, then the party executing the program over encrypted data could infer something about the inputs to the program from the memory accesses, undermining the security of the cryptographic scheme. Thus, we expect MAGE’s techniques to generalize beyond the specific cryptographic schemes that we explore in our work. In fact, the techniques may generalize to workloads beyond just cryptographic schemes, as certain plaintext workloads, such as matrix multiplication and neural network inference, are also oblivious and deterministic. We discuss this further in Section 9.2.1.

Another example of this technique is to write assembly code by hand to optimize a particular cryptographic routine. It is often possible to do better than the underlying system (the compiler, in this case) due to knowledge of the structure of the relevant cryptographic routines, even though the compiler, in principle, could obtain this knowledge from analyzing the source code. For example, we used this technique in JEDI to optimize the bilinear group implementation underlying WKD-IBE. By writing assembly code for big integer arithmetic specialized to the relevant integer sizes, we significantly improved performance compared to compiler-generated assembly code.
For example, our implementation optimizes the number of data transfers between registers and the cache, which contributes to our overall performance improvement.

MAGE demonstrates that even generic cryptographic schemes may have particular structures that admit specialized resource management strategies in the underlying system. Specialized cryptographic schemes may admit more opportunities for specialized resource management.

### 3.1.2 Identify the Bottleneck and Generically Optimize It

The second technique is to identify the bottleneck and generically optimize it. Sometimes, cryptographic applications place additional strain on certain resources. As a result, the underlying system’s resource management is burdened in ways that do not arise for non-cryptographic systems. Any improvement to the underlying system that improves resource management for strained resources, therefore, can benefit cryptographic systems. As such improvements are not necessarily cryptography-specific, they often broadly benefit applications beyond those that use expressive cryptography.

For example, network overheads can be significant for expressive cryptography. Part of this is due to larger ciphertext sizes—a number of proposals for IoT security involve using expressive encryption schemes like ABE, and these proposals often involve sending ciphertexts over the network. Due to the expansion factor of expressive encryption schemes, the network overheads can be significant. TCPlp addresses this by providing a means for reliable, high-throughput data transfer over low-power wireless networks, making it easier to transfer large ciphertexts. Network overheads are significant for other kinds of expressive cryptography as well, including SMPC. Techniques that improve network performance in general will benefit SMPC.

In general, this technique results in improvements not only to expressive cryptography, but to systems in general. For example, gateway-free Internet connectivity, provided by TCPlp, broadly benefits low-power wireless systems, beyond its applications to expressive cryptography. In applying this technique, the role of expressive cryptography is as a guide to find which resources are a significant bottleneck for expressive cryptography and which aspects of the underlying system tend to govern the performance of applications based on expressive cryptography. Once expressive cryptography draws one’s focus to the appropriate aspects of the underlying system’s design, the approach used to redesign the system is the same as in general systems research.

### 3.2 Designing Systems that Use Expressive Cryptography

The second class of techniques applies to designing applications, and systems that directly support applications, that are secured using expressive cryptography. Designing such applications and systems can be challenging because expressive cryptography can be very expensive. This section focuses on techniques that can make the overall application efficient, even it uses expressive cryptographic techniques that are inefficient. We present four such techniques below, focusing on how the system should use expressive cryptography. These techniques can be viewed as ways to design a system to make it “efficiently securable” via expressive cryptography.
3.2.1 Use Expressive Cryptography Rarely and Off of the Critical Path

The third system design technique is to use expressive cryptography rarely and off of the critical path.

Finding ways to use cryptography rarely is a widely-used technique. Hybrid-encryption-based techniques are an example of this. For example, TLS uses public-key cryptography during the TLS handshake, but uses exclusively symmetric-key encryption thereafter. Similarly, PGP uses public-key encryption to encrypt a symmetric key, and then uses the symmetric key to encrypt the actual message, which may be long. Such techniques naturally extend to the realm of expressive cryptography. For example, to encrypt a messages with key-policy attribute-based encryption (KP-ABE), one can first encrypt a symmetric key with KP-ABE, and then encrypt the actual message with the symmetric key. Clearly, finding ways to use expressive cryptography rarely can reduce costs for the application using it. It should be noted, however, that expressivity sometimes gets in the way. If the attributes change from one message to the next, then one cannot directly apply hybrid encryption with KP-ABE. Similarly, using hybrid encryption with homomorphic encryption, would preclude the ability to compute on encrypted data.

To understand the idea of using cryptography off of the critical path, we must consider the set of user-facing operations in a system. For example, a system for file storage and sharing may have user-facing operations like reading a file, writing a file, and sharing a file. In an IoT sensor application in which a sensor periodically collects sensor data (i.e., a “sense-and-send” application), collecting a physical reading from the transducers and sending over the network is a user-facing operation, since a user may be monitoring data as it is collected or may initiate collection of a particular sensor reading. Performing an expressive cryptographic operation as part of user-facing operations may degrade user-perceived performance because expressive cryptographic operations may have high latency. For example, a blockchain like Bitcoin requires minutes for a transaction to be accepted by the blockchain; as a result, a blockchain-based file system that requires a blockchain transaction to update a file would have a user-facing “write” operation that takes minutes to complete. Similarly, a single encryption with ABE might take several seconds or minutes to complete on a resource-constrained embedded device; encrypting each sensor reading in the aforementioned IoT application with ABE would, therefore, result in delays of seconds to minutes in obtaining a sensor reading.

Through careful system design, we can sometimes secure the entire system, including user-facing operations, with expressive cryptography, without using expressive cryptography in the critical path of user-facing operations. For example, Ghostor (Chapter 6), our data storage and sharing system, derives its integrity guarantees from a blockchain, yet ensures that all blockchain transactions are issued by the server in the background, separately from any user-facing operation. Similarly, JEDI (Chapter 7), our end-to-end encryption system for IoT, uses ABE with hybrid encryption, but is designed such that the encryption of the symmetric key can happen in the background, without being tied to any particular user-facing operation. This is because the attributes for a stream of data depend on the current time, which changes independently of sensor readings or user requests. Although these invocations of expressive cryptography can have a high latency, none of them directly affect the latency of any individual user operation.
CHAPTER 3. SYSTEM DESIGN TECHNIQUES FOR EXPRESSIVE CRYPTOGRAPHY

Finding ways to use cryptography rarely can reduce the overall cost of expressive cryptography. Using if off of the critical path, however, cannot. For example, invoking ABE off of the critical path in JEDI can mask the long latency of invoking ABE, but it does not reduce CPU utilization or the problems associated with high CPU utilization (e.g., high power consumption, longer scheduling delays). The greatest benefits are derived from finding ways to use expressive cryptography both rarely and off of the critical path.

3.2.2 Make the Frequency of Expressive Cryptographic Operations Tunable

The fourth system design technique is to make the frequency of expressive cryptographic operations tunable. The idea is to find some aspect of the system’s functionality or security that can be traded off, in return for being able to use expressive cryptography less frequently. This makes the system design inherently flexible, allowing one to tune the cryptographic overhead according to the needs of the application at hand.

We applied this technique in JEDI to control the frequency with which the protocol encrypts data with expressive cryptography. In JEDI, data producers (e.g., IoT devices) produce streams of data, and data consumers (e.g., users or applications) are granted access to streams of data. A user’s access to data is usually granted with an expiry time, which is enforced cryptographically. In JEDI, the frequency with which a data producer must invoke expressive cryptography is tied to the granularity at which a data consumer’s expiry time may be specified. For example, if the system is configured to allow a data consumer’s expiry time to be specified as a timestamp with hour granularity, then a data producer must invoke expressive cryptography for a data stream once per hour; if the system is configured to allow a data consumer’s expiry time to be specified as a timestamp with minute granularity, then a data producer must invoke expressive cryptography for a data stream once per minute. This adds a “knob” to the system configuration, allowing one to tune the overhead of expressive cryptography in JEDI according to the resource constraints of the application scenario by configuring the granularity at which expiry times may be specified. For the IoT sensing devices we considered in our study evaluating JEDI, we found that we can specify expiry times at one-hour granularity and achieve several years of battery life. To support IoT sensing devices that are even more energy-constrained, we could easily reconfigure the system (i.e., “turn the knob”) to use coarser (e.g., six-hour granularity) expiry times. Conversely, if deploying JEDI on more powerful data producers without strict energy constraints, it may be feasible to support finer-grained (e.g., minute-granularity) expiry times.

We also applied this technique in Ghostor to control the frequency of blockchain transactions. Blockchain transactions are expensive not only because blockchains like Bitcoin have limited transaction throughput, but also because issuing a transaction on a blockchain has a monetary cost paid in cryptocurrency. Ghostor is a system for storing and sharing data that uses a blockchain to provide a verifiable integrity guarantee. Periodically, the server posts a small checkpoint to the blockchain. After interacting with a Ghostor server to access data, a user can wait until the next checkpoint and run a procedure to verify that the server correctly carried out operations before
the checkpoint. This means that if a Ghostor server posts checkpoints with a certain delay (e.g., once per three hours), then users will be able to detect any integrity violations on the server within that delay (e.g., within three hours). As a result, the frequency with which the server must issue blockchain transactions is tied to the delay within which users can detect integrity violations. This makes Ghostor, like JEDI, inherently flexible. For example, applications that can tolerate a longer delay to detect integrity violations can be supported with a lower-cost server configuration that posts checkpoints more rarely.

This technique can be understood as a generalization of using cryptography rarely. The efficiency gains come from being able to invoke expressive cryptography less frequently. The difference is that invoking expressive cryptography less frequently, with this technique, does not come for free—some aspect of the system’s functionality or security (e.g., granularity of expiry times in JEDI or delay before integrity violations are detected in Ghostor) is traded off. Still, this technique can provide the needed flexibility to navigate the functionality-performance trade-off and tune the system’s use of expressive cryptography according to the application scenario at hand. Such tuning can significantly impact efficiency; for example, changing the granularity of expiry times in JEDI from minute-level granularity to hour-level granularity reduces the cost of expressive cryptography by $60 \times$, since there are 60 minutes in an hour. For application scenarios for which hour-level granularity is sufficient, these efficiency gains can be considered essentially free.

### 3.2.3 Identify and Use the Cheapest Cryptographic Primitive

The fifth system design technique is to identify and use the cheapest cryptographic primitive that provides the needed functionality and security. Due to the expressivity-efficiency trade-off (Section 2.2.2), this generally involves identifying the least expressive cryptographic tool that can support the desired application. Sometimes, the most widely known and studied cryptographic tools are more expressive than necessary for an application. Identifying a scheme that is less expressive yet expressive enough for the application can yield substantial performance gains.

For example, we applied this technique when choosing the expressive cryptographic scheme to use to encrypt data in JEDI. It is widely recognized that IoT applications stand to benefit from the complex access policies supported by Attribute-Based Encryption (ABE) schemes [358, 200]. Indeed, ABE supports the functionality that JEDI needs—it allows a data producer to encrypt a data stream according to a policy describing which data consumers should be able to receive it. In designing JEDI, we studied existing IoT systems, which do not encrypt data, to understand the kinds of policies that IoT systems must support. We found that ABE supports more general policies than existing IoT systems, unconstrained by cryptography, actually use. We identified that WKD-IBE [2], an encryption scheme that is less expressive than ABE, is sufficient to support the policies that IoT systems need. Yet WKD-IBE, being less expressive than ABE, is also more efficient than ABE—it is an order of magnitude faster to encrypt data and has significantly smaller ciphertexts. JEDI, by virtue of using WKD-IBE instead of ABE, inherits these performance benefits.

Note that, in general, no cryptographic scheme will exactly capture the needs of the application. Thus, it is often necessary to choose a scheme that is slightly more general. For example, even WKD-IBE, while closer to the needed functionality than ABE, still supports more general policies...
than existing IoT systems unconstrained by cryptography need. As a result, it is not always clear that a cheaper, less expressive scheme that still provides the needed functionality and security even exists. In designing JEDI, we found that, while ABE supports more general policies than IoT systems need, prior expressive encryption schemes, like IBE and HIBE, are not expressive enough to support the needed policies. Furthermore, WKD-IBE is not an obvious choice, as it is less widely known than IBE, HIBE, or ABE. Identifying a cheaper encryption scheme, therefore, may be nontrivial, and it may even require custom design of a new cryptographic scheme specialized to the application at hand.

Ghostor’s privacy design is not an application of this technique, but it is instructive to analyze it from the standpoint of this technique. Ghostor protects user privacy by delinking user identities from data accesses—that is, preventing the storage server from learning which users access a given data object. Some existing systems attain this property by achieving obliviousness—hiding from the storage server the data object to which each access corresponds. Unfortunately, this requires a linear scan over the data or multi-client variations of ORAM [30, 328], which are expensive. Ghostor takes a different approach—it hides the user identity corresponding to each access instead of which data object is accessed. This can be viewed as identifying the most efficient cryptographic primitive to achieve the desired security goal (i.e., identifying that ORAM is not necessary to delink user identities from accessed data); in this sense, Ghostor’s privacy design is in the spirit of this technique. That said, we do not consider Ghostor’s privacy design to be a direct application of this technique because it affects the security guarantees of the overall system—as we explain in Section 6.1.1, anonymity and obliviousness are different security guarantees that are largely orthogonal to one another. In contrast, using WKD-IBE instead of ABE in JEDI requires carefully choosing the system’s functionality but does not affect security.

### 3.2.4 Develop Application-Specific Cryptographic Interfaces

The sixth system design technique is to develop application-specific cryptographic interfaces. Cryptographic schemes are often written with generic interfaces that allow them to be used in flexible ways. However, the way in which a particular system or application uses the scheme may allow an application-specific interface that admits additional algorithmic optimizations.

We applied this technique to JEDI to optimize the way in which it encrypts data. The WKD-IBE Encrypt function gives an algorithm to produce a ciphertext given public parameters, a list of attributes, and a message. We can represent this interface as $\text{Encrypt}(\text{params}, \text{attrs}, \text{msg}) \rightarrow \text{ct}$. In our JEDI protocol, a device repeatedly encrypts data with similar sets of attributes—adjacent encryptions usually only differ in one attribute. This allows us to develop an optimized encryption algorithm that uses an intermediate result from each encryption operation to accelerate the next encryption. Our new interface can be represented as $\text{Encrypt}(\text{params}, Q, \text{attrs}, \text{msg}) \rightarrow \text{ct}, Q'$, where $Q$ is the intermediate result from the previous encryption and $Q'$ is the intermediate result to use in the next encryption.$^{1}$ Computing the ciphertext from the intermediate result is 2–3×

$^{1}$When we explain this technique in greater depth in Section 7.3.6.2, we split up the new Encrypt interface into two routines: EncryptPrepared, which outputs ct, and AdjustPrecomputed, which outputs $Q'$. 

faster than computing the ciphertext from scratch. At a high level, this particular optimization has similarities to caching—we are, in effect, caching the intermediate result $Q$ and reusing it to accelerate the subsequent encryption.

Note that we are not proposing to develop new cryptographic schemes. While effective, developing a new cryptographic scheme would constitute a cryptographic technique, not a system design technique. Instead, we are proposing to develop new application-specific interfaces that provide faster algorithms to compute the same cryptographic objects (e.g., ciphertexts). In JEDI, for example, the ciphertexts resulting from our optimized Encrypt interface have exactly the same form as ciphertexts produced through the ordinary WKD-IBE Encrypt interface. The optimization merely provides a faster encryption algorithm for the existing WKD-IBE scheme, enabled by a new, JEDI-specific encryption interface to WKD-IBE.

### 3.3 When to Use Each Class of Techniques

The classical view of systems is as follows. Applications need to make use of computer hardware (i.e., computing resources) in order to function. The term *system* usually refers to the layer of software that manages computer hardware for users and their applications, providing applications with access to hardware and mediating their access as necessary to provide properties like protection and isolation. As shown in Figure 3.1, this can be visualized as a software stack with applications on top, hardware on the bottom, and the system in the middle.

On first glance, however, it is unclear exactly where expressive cryptography fits in this picture. On the one hand, expressive cryptography may be considered as part of the application; expressive cryptography consumes resources, and the techniques in Section 3.1 apply to systems that...
manage how expressive cryptography makes use of the underlying resources. On the other hand, expressive cryptography may itself be considered a resource; although expressive cryptography is not hardware, the techniques in Section 3.2 show how systems manage how applications make use of expressive cryptography. Clearly, expressive cryptography and system design are closely intertwined. We capture this with the software stack shown in Figure 3.2. Note that the classical software stack in Figure 3.1 remains relevant, as applications still need to access hardware for reasons other than using expressive cryptography. Thus, the two software stacks in Figure 3.1 and Figure 3.2 should be considered parallel stacks that co-exist side by side for applications that use expressive cryptography.

With the software stack in Figure 3.2, it is clear how each class of system design techniques is applicable. The first class of techniques (Section 3.1) applies to the underlying systems that expressive cryptography depends on—the lower system layer in Figure 3.2. The second class of techniques (Section 3.2) applies to systems that make use of expressive cryptography to support an application—the upper system layer in Figure 3.2. That said, some systems span both layers, and therefore benefit from both classes of techniques. As an example, consider systems that enable secure collaborative data analytics based on SMPC, such as SMCQL [37] and Conclave [463]. To minimize the overhead of SMPC, these systems should do two things. First, they should execute SMPC as efficiently as possible. The first class of techniques addresses this. Systems like MAGe can allow them to do so, by reducing the memory-related performance overheads of SMPC. Second, they should use SMPC in as efficient a way as possible. The second class of techniques addresses this. For example, both SMCQL and Conclave have cryptographic planners.
(Section 8.1.2) that aim to produce executions plans that use SMPC in a minimal way, relying on non-cryptographic computation wherever possible. An individual research project may focus on one of these layers, and therefore draw primarily from only one class of techniques—for example, the SMCQL and Conclave publications focus primarily on the respective systems’ cryptographic planners. But the overall system has both a cryptographic planner and execution engine, and therefore benefits from both classes of techniques. Research projects that take a holistic view of the system may also draw from both classes of techniques. For example, JEDI not only presents techniques for using an expressive encryption scheme in an efficient way (second class of techniques), but also includes hand-written assembly for executing the expressive encryption scheme (first class of techniques). Both aspects of JEDI’s design contributed to performance improvements compared to a naïve baseline design.

The next four chapters demonstrate the validity of these techniques through the design, implementation, and evaluation of systems designed using them. The chapters are organized roughly according to the order of the techniques above. Chapter 4 describes MAGE, which can be understood as an application of the first technique (Section 3.1.1). Chapter 5 describes TCPlp, which is an application of the second technique (Section 3.1.2). Chapter 6 describes Ghostor, which is based on the third and fourth techniques (Section 3.2.1 and Section 3.2.2). Chapter 7 describes JEDI, which applies all of the techniques except the first, in particular including the fifth and sixth techniques (Section 3.2.3 and Section 3.2.4).
Chapter 4

Supporting Secure Computation with Nearly Zero-Cost Virtual Memory

This is the first of two chapters exploring the techniques in Section 3.1. We focus in this chapter on tools for computing on encrypted data, like Secure Multi-Party Computation (Section 2.1.3.1) and Homomorphic Encryption (Section 2.1.3.2). As described in Sections 2.1.3 and 2.2, these tools enable compelling applications like secure collaborative data analytics, but a significant obstacle is the memory overhead of the underlying cryptography.

This chapter presents the design, implementation, and evaluation of MAGE, an execution engine for computing on encrypted data. By applying the technique from Section 3.1.1, MAGE addresses the high memory overhead of these tools, efficiently running encrypted computations that do not fit in memory. MAGE significantly outperforms the OS virtual memory system, and in many cases, runs encrypted computations that do not fit in memory at nearly the same speed as if the underlying machines had unbounded physical memory to fit the entire computation.

4.1 Introduction

As described in Section 2.1.3, a variety of expressive cryptographic tools exist for directly protecting computation. We use the term Secure Computation (SC) to refer to the subset of those tools that enable computation on encrypted data, like Secure Multi-Party Computation (SMPC) and Homomorphic Encryption (HE). Recently, the use of SC in industry has burgeoned. Companies offer services based on SC [244, 146, 122, 98, 374, 272] (from secure collaborative learning to decentralized authentication and custody), large financial enterprises have added SC-based products [375], and cryptocurrencies secure billions of dollars with SC [506].

As described in Section 2.2, SC not only has high CPU overhead, but also requires high memory usage and, in the case of SMPC, high network usage. For example, a 64-bit integer, which requires only 8 B of memory when computing in plaintext, takes up 1 KiB of memory when using garbled circuits, a type of SMPC. Efficiently running SC requires careful attention to not only CPU efficiency, but also memory and network demands.
CPU overheads can be reduced using hardware accelerators (e.g., GPUs, FPGAs) or specialized hardware (e.g., AES-NI). Network bandwidth continues to grow exponentially according to Nielsen’s Law [360], and recent cryptographic improvements have relaxed network bandwidth demands for some SC protocols [85, 109]. But memory management remains problematic. Many recent cryptographic systems based on SC report that SC systems quickly run out of memory [463, 380, 515, 516]. Once they do, the computation becomes prohibitively slow because the OS inefficiently swaps the large memory footprint to secondary storage. For example, the authors of Conclave [463] report that Obliv-C, an SMPC framework, can run a join on only 30,000 records before running out of memory, and state that SMPC “in practice only scales to a few thousand input records.” Similarly, Senate [380], a secure collaborative analytics engine based on SMPC, can run a 16-party private set intersection on only 10,000 integers per party.

In this context, we address the research question: **Can SC execute efficiently when it does not fit in memory?** We answer this in the affirmative with our system MAGE, an execution engine for SC. MAGE stands for Memory-Aware Garbling Engine, but it is not limited to garbled circuits.

A natural starting point for MAGE is to specialize the OS page replacement policy to SC workloads. Unsurprisingly, this design suffers from some of the same pitfalls as classic virtual memory systems. Pages may not be fetched until a page fault occurs, requiring multiprogramming to keep the CPU busy [140]. Furthermore, classic page replacement algorithms perform poorly on some workloads [40], and a policy specialized to SC would likely be no different.

To mitigate these issues, we observe that SC is inherently oblivious. In particular, many SC protocols have no data-dependent memory accesses. This is because an SC protocol must not leak any information about the data contents via its memory access pattern. Our key insight in MAGE is that SC’s inherent obliviousness allows us to calculate the access pattern for any computation in advance and use it to manage memory in a fundamentally more efficient way than classic OS paging. This is an application of the technique from Section 3.1.1 to manage memory according to the structure of the computation (i.e., its obliviousness). Unlike paging, which typically responds to page faults reactively, MAGE can proactively produce a memory management plan based on the program’s memory access pattern. To highlight this distinction, we call our approach memory programming and the resulting plan a memory program. MAGE preplans the exact sequence of memory-storage transfers to issue at runtime, given a target memory consumption. Enabled by memory programming and the compute-to-memory ratio of SC workloads, MAGE executes certain SC programs that do not fit in memory at nearly in-memory speeds, as if memory were unbounded—in effect, virtual memory at nearly zero cost.

To understand the power of MAGE’s preplanning based on SC’s obliviousness, consider Bellady’s theoretically optimal paging algorithm (MIN) [40]. MIN, being a clairvoyant algorithm, is not realizable in the classic formulation of paging; it is typically used as a point of comparison to other realizable heuristics. But in the context of memory programming, MAGE can use MIN directly, because it knows the access pattern in advance. Memory programming allows MAGE to use an algorithm that is well-grounded in theory, instead of a heuristic (e.g., LRU or LFU) that sometimes performs poorly.

Yet memory programming also raises the bar for possible memory management strategies. For example, although MIN is an optimal paging algorithm, it unfortunately does not produce an
optimal memory program. The reason is that MIN, like other demand paging algorithms, brings a page into memory only at the moment it is needed, thereby causing the program to stall while transferring the page. We can overcome this by leveraging SC’s obliviousness once again, to prefetch according to the access pattern (i.e., with no false positives or false negatives) so that the program never stalls.

At its core, our approach to memory management is quite simple: MAGE optimizes storage bandwidth by evicting pages using MIN, and optimizes latency via prefetching and asynchronous eviction. Whereas classic paging algorithms typically rely on heuristics and empirical observations of what works well in practice [80], our memory programming approach is simple, well-grounded, robust, and performant.

While conceptually simple, the above strategy is challenging to instantiate efficiently. The reason is that MIN requires the entire memory access pattern to be materialized at once; it cannot be applied in a streaming fashion. Using Intel Pin [326], we found that an SC workload that runs in under an hour can issue trillions of memory accesses. Thus, materializing the access trace could require terabytes of space.

To address this, we leverage the strong precedent for using DSLs to specify SC programs [218, 460]. MAGE’s planner represents the program as a bytecode recording higher-level operations specified in the DSL program. This is more succinct than recording individual memory accesses. For example, consider a program that adds two integers using garbled circuits, an SMPC protocol. Garbled circuits support only AND and XOR operations on encrypted bits, so the integer addition is ultimately decomposed into encrypted AND and XOR operations, each of which comprises many memory accesses. Yet, MAGE records the entire addition operation as a single entry in the bytecode. This works well because most of the addition operation’s memory accesses are “uninteresting”—they are accesses to temporary variables (e.g., on the stack) that fit easily in memory, or to SC protocol state that should remain in memory for the entire program. The only consequential accesses for memory management—reading the two input integers and writing the output integer—are captured in the single entry MAGE records.

Once MAGE allows SC to efficiently expand beyond the physical memory limit, another limited resource (e.g., storage/network bandwidth or CPUs) of a single machine could become the bottleneck. Thus, we design MAGE to support parallel SC execution across multiple network flows, CPU cores, or machines. To do so, we observe that a distributed memory programming model allows SC to be parallelized in this way, without requiring MAGE’s planner to reason about threads executing concurrently in the same address space.

Finally, we aim to support a variety of applications and protocols, including new ones that may emerge in the coming years. The challenge is that different SC protocols may be very different cryptographically and may support different operations efficiently. Fortunately, our memory programming approach allows us to build MAGE entirely in userspace on a Linux system, helping to make MAGE extensible to new applications and protocols. We carefully design a layered architecture for MAGE so that the DSL, bytecode, and interpreter can be extended for new SC protocols.

We implemented MAGE in C++ and apply it to two SC protocols: (1) garbled circuits, a type of SMPC, and (2) CKKS, a type of HE. We evaluated MAGE using 10 workloads, sized such
that they do not fit in memory. MAGE outperforms the operating system’s virtual memory for all 10 workloads, and outperforms it by 4–12× for 7 of them. Additionally, MAGE executes all 10 workloads at within 60% of in-memory speeds, and runs 7 of them at within 15% of in-memory speeds.

Even with our techniques, SC remains orders of magnitude slower than plaintext computation due to CPU and network overheads. That said, various applications like federated data analytics [37, 380], coopetitive machine learning [515], and privacy-preserving recommendation [361] require SC. Due to privacy constraints, running these applications in plaintext is not an option. By bringing memory management overhead for SC to nearly zero, MAGE helps make SC more practical and potentially enables more SC-based applications.

4.2 Secure Computation Background

In this section, we augment the background provided in Section 2.1.3 with details that will help the reader understand our system MAGE.

4.2.1 Circuit Representation

As explained earlier, SC is inherently oblivious, meaning that any function \( f \) computed using SC cannot have data-dependent memory accesses. Thus, it is natural to describe the function \( f \) as a circuit \([333, 233, 99, 134]\). \( C \) is a combinational circuit that accepts the arguments to \( f \) as inputs and produces the result of \( f \) applied to those arguments as its output. We write \( C = (W, G) \), where \( W \) is a set of wires and \( G \) is a set of gates. Each wire represents a datum whose type is the unit of computation in the SC scheme (in most cases, it is the information stored in a single ciphertext). We denote the subset of \( W \) storing \( C \)’s input as \( I \), and the subset of \( W \) storing \( C \)’s output as \( O \). Each gate represents a computation supported by the SC scheme. We will typically assume that each gate has exactly one output wire, and that each \( w \not\in O \) is the input wire of at least one gate. Thus, \( |W| = |G| + |I| \).

The particular data types represented in the wires and the types of supported gates depend on the particular SC scheme of interest. For the CKKS homomorphic encryption scheme [115], each wire represents a vector of real numbers and each gate represents an element-wise addition or multiplication of those vectors. For garbled circuits [496], each wire represents a single bit and each gate represents a binary AND operation or XOR operation on those bits. Other SC schemes can be similarly formulated this way. Below, we explain CKKS and garbled circuits in greater depth.

4.2.2 CKKS Homomorphic Encryption

In the CKKS scheme [115], each ciphertext encodes a vector of real or complex numbers (stored with limited precision). Given ciphertexts \( c_1 = \text{Enc}(\vec{v}_1) \) and \( c_2 = \text{Enc}(\vec{v}_2) \), one can compute \( \text{Enc}(\vec{v}_1 + \vec{v}_2) \) and \( \text{Enc}(\vec{v}_1 \odot \vec{v}_2) \) (where \( \odot \) is element-wise multiplication). The dimension of each
vector depends on parameters chosen during key generation. Each ciphertext is assigned a level, which is a nonnegative integer. When performing the element-wise multiplication operation, both input ciphertexts must have the same level; the level of the output ciphertext is one less than the level of the inputs. Performing element-wise addition does not reduce the ciphertext level the way element-wise multiplication does. A ciphertext at level 0 cannot be used for element-wise multiplication. The maximum level of a ciphertext depends on the parameters chosen during key generation. While one can run a bootstrapping procedure to increase the level of a ciphertext, it is very expensive, and therefore not implemented by all libraries.

4.2.3 Garbled Circuits

Yao’s garbled circuit protocol [496] (referred to simply as garbled circuits) allows two parties, called the garbler and the evaluator, to jointly compute a function \( f \) over their private inputs \( x_1 \) and \( x_2 \). The protocol requires \( f \) to be represented as a boolean circuit \( C \). Unlike CKKS, there are no restrictions on \( C \)’s depth. However, both parties have to execute the circuit.

First, the two parties run a protocol called oblivious transfer to obtain the (encrypted) wire values for their inputs without revealing their inputs. Then the garbler encrypts \( C \) in a special way called garbling to obtain \( \tilde{C} \), called a garbled circuit. The process of garbling is analogous to executing the circuit; a gate cannot be garbled until the (encrypted) values of both input wires are obtained, and garbling a gate produces, as a side effect, the (encrypted) value of the output wire. Then, the garbler sends \( \tilde{C} \) to the evaluator. The evaluator executes the circuit, executing each gate using the gate’s garbled information in \( \tilde{C} \). Finally, the two parties communicate to decipher the plaintext values of the output wires.

If the parties would like to repeat the computation again with different inputs, they must re-garble \( C \). It is insecure to reuse the same garbled circuit \( \tilde{C} \) with different sets of inputs.

More comprehensive explanations of garbled circuits, their underlying cryptography, and their state-of-the-art optimizations are available in other resources [398, 52, 494].

4.2.4 Efficiently Executing Circuits

In this section, we give background on existing techniques for efficiently executing cryptographic circuits. Although many of these techniques were developed for garbled circuits, they mostly apply to homomorphic encryption as well.

4.2.4.1 Naïve Baseline

Early garbled circuit systems, like Fairplay [333], JKS [257], and PSPW [378], allocate memory for all wires and store the entire garbled circuit in memory. The memory overhead is \( \mathcal{O}(|W| + |G|) \). Because, for a well-formed circuit, \( |G| + |I| = |W| \), this is equivalent to \( \mathcal{O}(|W|) \).
4.2.4.2 Pipelining Garbling and Evaluation

After the garbler garbles a gate to include in \( \widetilde{C} \), the garbler does not use that gate’s garbled data. Similarly, once the evaluator evaluates a gate, it never again uses that garbled gate. Based on this observation, the HEKM system [233] operates without keeping the entire garbled circuit in memory, as follows. The garbler and the evaluator first agree on an order in which to execute the gates in \( C \). Then, the garbler garbles each gate and streams the garbled gates to the evaluator, who evaluates the gates in the same order. In this way, all gates are garbled and evaluated, without materializing the full set of garbled gates at any one time. Because space is allocated for all wires in the circuit, the memory overhead is still \( \mathcal{O}(|W|) \).

4.2.4.3 Reclaiming Wire Memory

When executing a circuit, one can discard the memory for a wire once all gates it feeds into have been executed. Only wires whose values have been computed and will be used in the future—the live wires—must be kept in memory. The KSS system [290] takes advantage of this by dynamically attaching a reference count to each wire; PCF [289] statically calculates when to reuse wire memory. Using interpretation techniques developed in PCF [289] and refined in Frigate [351], not even the plaintext circuit is materialized in memory. TinyGarble [437], EMP-toolkit [474] (for semi-honest SMPC), and EVA [134] also use variants of this technique. With this optimization, the memory demand is \( \mathcal{O}(w) \), where \( w \) is the size of the largest set of live wires when executing the circuit. MAGE builds on this line of work by exploring how to efficiently swap to storage when \( w \) wires do not fit in memory.

4.3 Memory Overhead of Secure Computation

First, we discuss the memory overhead of SC. Then, we discuss the memory overhead for collaborative applications.

4.3.1 Analysis of the Memory Demand

The size of the circuit, for a computation, is proportional to the size of the computation. But in many cases, the memory demand is substantially smaller than the circuit size; only \( w \) wires need to be stored, where \( w \) is the size of the largest set of live wires when executing the circuit (Section 4.2.4.3).

In practice, circuits are often described in a programming language [218, 460] and gates are executed in the same order as the program is interpreted. In this execution order, live wires correspond to in-scope variables in the program. Thus, the memory usage of running an SC program has the same order of growth as running the same algorithm in plaintext.

The memory cost of SC lies in the constant factors. When executing a secure computation protocol, the wire values are encrypted. Thus, a key parameter is the expansion factor of the encryption. In garbled circuits using a 128-bit block cipher, including state-of-the-art optimizations
(Point-and-Permute [39], Free XOR [286], Half Gates [504], and Fixed-Key Block Cipher [44, 209]), each wire value is 16 bytes. Each wire represents only 1 bit of plaintext, so this is a $128 \times$ expansion factor. For CKKS, ciphertexts at higher levels are larger than ciphertexts at lower levels. For the parameters we used in our evaluation, each ciphertext is hundreds of kilobytes and encodes a vector of dimension up to 4,096.

### 4.3.2 Scaling Collaborative Applications

SMPC supports *collaborative applications* over secret data, such as federated data analytics [37] and cooperative machine learning [347]. A common technique to reduce SMPC’s overhead is to use SMPC in a *minimal way*. For example, some approaches aim to use SMPC for only a small part of the overall computation [37, 323, 262, 463, 515]. Others carefully choose algorithms that can be executed efficiently in SMPC or use approximations that incur less overhead [347, 397, 346]. But even with these approaches, the SMPC computation often has high memory demands [380]. Thus, it remains important to efficiently execute SMPC computations that do not fit in memory.

### 4.4 System Overview

SC workloads are oblivious by nature. Thus, MAGE can work out the program’s memory access pattern in advance, and use this information to produce a memory management plan, called a
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A *memory program*, tailored to the particular access pattern. Importantly, obliviousness is not merely an artifact of certain existing SC schemes; it is inherent to SC. Otherwise, an adversary could potentially infer information about secret data based on the memory access pattern.

To support this paradigm, MAGE’s workflow has two phases, as shown in Figure 4.1. An SC application is written in a DSL internal to C++. MAGE’s planner unrolls the DSL code to produce a bytecode, and then performs transformations on the bytecode to produce a memory program. In MAGE, the memory program is a bytecode that includes *swap directives* describing when to transfer data between storage and memory. Finally, the memory program is given to MAGE’s interpreter, which executes it using the SC protocol.

For multi-party protocols, the parties run separate instances of MAGE’s interpreter. In the case of garbled circuits, garbled gates are streamed from the garbler to the evaluator, as described in Section 4.2.4.2. Both the garbler and evaluator use MAGE to follow a memory program and run with constrained memory.

Our approach of including swap directives in the memory program relies on the planner knowing how much memory will be available at runtime. An alternative approach is for memory programs to be agnostic to the amount of available memory. This would add runtime overhead, as MAGE’s interpreter would need to decide which pages to evict. In contrast, our approach moves this overhead to the planning phase, keeping the execution phase as lightweight as possible.

### 4.4.1 Address Translation

The application programmer should not have to manage paging, so it is natural to write DSL programs in a virtual address space that is, in effect, infinitely large. Central to designing MAGE is deciding at which point in Figure 4.1 to translate this address space into a physical address space that fits in RAM.

One possibility (which MAGE does not use) is to perform address translation at runtime, using standard operating system mechanisms for prefetching and address translation. At runtime, swap directives in the memory program would ask the operating system to page parts of the virtual address space out to storage or in to RAM. Unfortunately, the existing way for a Linux process to do this—the *madvise* system call—is too limited. As of Linux 5.10, pages brought into RAM using the *MADV_WILLNEED* hint are not mapped in the page table, so a minor page fault is incurred on the first subsequent access. Similarly, the *MADV_PAGEOUT* hint merely marks pages as inactive; it does not swap out pages immediately.

In contrast, MAGE does not rely on OS address translation for demand paging. MAGE’s engine moves data between memory and storage via explicit I/O operations, so that its resident set size never exceeds the available RAM. At the surface, this is similar to buffer management in a DBMS. But unlike a DBMS, MAGE’s planner can be viewed as solving an address translation problem in advance. The DSL variables declared by the programmer exist in a *MAGE-virtual address space*, and the final memory program output by the planner references data (i.e., wire values) in a *MAGE-physical address space* that fits within RAM. MAGE’s planner creates these address spaces and performs their translation in software during the planning phase. It includes swap directives in the memory program so that the interpreter does not run out of RAM.
To avoid confusion, we will refer to the addresses created by the OS and sent over the memory bus as OS-virtual addresses and OS-physical addresses. At runtime, MAGE’s interpreter stores the program’s memory in an array, and each MAGE-physical address in the memory program is treated as an index into this array. Thus, MAGE-physical addresses roughly correspond to the OS-virtual addresses of MAGE’s interpreter.

MAGE’s approach to address translation has several advantages. First, unlike an advise-based approach, MAGE’s planner has nearly complete control over when pages are brought into memory and evicted to storage. Second, by translating addresses in the planner, MAGE avoids address-translation-related overheads at runtime. In contrast, relying on OS address translation would mean minor page faults, page table updates, and TLB invalidations at runtime.

MAGE’s approach also has a few drawbacks, however. First, the planning phase takes longer because MAGE’s planner must translate all addresses in software. Second, memory programs are considerably larger because they must contain not only swap directives, but also a copy of the program translated to operate on MAGE-physical addresses. In particular, the memory program’s length is proportional to the program’s execution time because a variable local to a function or loop could be assigned different physical addresses each time the function is called or on each iteration of the loop.

Overall, we felt that the advantages of this design outweighed its drawbacks. Longer planning times seemed reasonable because planning can happen offline and the resulting memory program can be used repeatedly. The larger memory program size was an acceptable trade-off because MAGE’s planner materializes an unrolled form of the program anyway to run Belady’s algorithm. Meanwhile, MAGE’s planner is afforded nearly full control of page eviction and replacement and MAGE’s runtime overheads remain relatively small.

### 4.4.2 Bytecode Representation

Recall that MAGE’s planner expresses the program as an unrolled (branch-free) bytecode, and performs transformations on it to compute the memory program bytecode. What operations should the bytecode instructions support?

One possibility would be for the bytecode to describe low-level operations similar to those supported by a CPU, excluding control flow instructions. Unfortunately, such a bytecode includes the raw memory trace of the program, which, as discussed in Section 4.1, can be impractically large.

One alternative, used by PCF [289] and Frigate [351] (but not MAGE), is to have each instruction correspond to a gate in the circuit $C$ being executed. This approach would require a protocol driver in MAGE’s interpreter that executes each gate using the SC protocol. To understand why this is inefficient, consider garbled circuits, for which gates are binary and wires represent bits. The programmer specifies the circuit in terms of operations on high-level types such as integers, which are then compiled into bit-level operations. Thus, each time the program performs a high-level
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1Unlike MAGE, these systems also include control flow operations.
operation (e.g., adding two integers), the same subcircuit (e.g., describing integer addition in terms of binary gates) is repeated in the bytecode.

To eliminate this repetition, MAGE has each instruction describe a high-level operation directly. This requires not only a protocol driver, but also an engine in MAGE’s interpreter that expands each instruction into the relevant subcircuit at runtime. MAGE’s planner does not need to materialize the subcircuits because wires internal to the subcircuits are very short-lived and therefore can be ignored.

4.4.3 Ecosystem and Extensibility

An important consideration in MAGE’s design is to be applicable to a range of SC protocols. For example, garbled circuits and homomorphic encryption (CKKS) have quite different computation models, yet we show how MAGE captures both. MAGE’s envisioned ecosystem can be understood as a set of layers with a narrow waist, as shown in Figure 4.2. The narrow waist is MAGE’s planner; MAGE’s core planning algorithms can be used with a variety of applications and interpreters.

MAGE’s interpreter has two layers. The upper layer, called the engine, decomposes each instruction into a subcircuit of gates supported by the target SC protocol (Section 4.4.2). The lower layer, called the protocol driver, evaluates gates with the SC protocol. For example, when using a protocol that supports only binary AND and XOR operations (e.g., garbled circuits), one must use an engine that decomposes each instruction into a circuit of AND and XOR gates. In contrast, when using a protocol that supports all types of binary gates (e.g., TFHE [116]), one can use an engine that uses all types of gates.

One must choose compatible implementations at each layer. For example, once one has selected an SC protocol, one should choose an engine that executes each instruction using operations
supported by that protocol. Then, one should select a DSL that outputs instructions that the chosen 
engine understands. Finally, one must write the application in that DSL.

MAGE’s planner, however, is universally compatible, allowing it to be the “narrow waist” of 
the ecosystem. The first reason is that MAGE’s planner does not have to understand what each 
instruction does, only what memory it accesses. Thus, even if a new instruction is introduced 
into a DSL, extending a header file to specify its format (which includes which fields are memory 
addresses) is enough for the planner to understand that instruction. The second reason is that 
MAGE’s planner does not introduce any new instructions except for swap directives, which all 
engines understand. Thus, if an engine understands the instruction types output by MAGE’s DSL, 
then the engine will also be able to interpret the planner’s output (i.e., the memory program).

A number of frameworks and DSLs for SC [218, 460] aim to make it easier for non-SC-experts 
to use SC. In contrast, MAGE is an efficient SC execution engine; its DSLs are not necessarily 
geared toward non-experts, do not optimize the resulting circuit, and might expose low-level SC 
operations. We discuss how these frameworks fit into Figure 4.2 in Section 4.9.

4.5 Engine

MAGE’s execution engine is an interpreter for the final memory program. First, it allocates an 
array to store the program’s data. Each MAGE-physical address is an index into this array. To 
execute an instruction, MAGE reads the instruction’s arguments from this array, makes calls to the 
protocol layer to compute the output, and writes the output back to the array. Each instruction in 
the memory program references its input and output data directly by MAGE-physical address; the 
engine sees no MAGE-virtual addresses. Some instructions, such as those requesting pages to be 
transferred between storage and memory, are handled directly by the engine, without calling the 
protocol. We call such instructions directives.

4.5.1 Parallel/Distributed Engine

SC is resource-intensive, so it is natural to scale SC by executing the protocol in a distributed 
fashion across multiple CPU cores or multiple machines. The multiple-machine case is useful to 
overcome resource constraints associated with a single machine such as limited CPU cores, limited 
storage I/O, or, in the case of SMPC, limited network bandwidth. This is different from having 
multiple parties in SMPC. Here, we are parallelizing a single trust domain—for example, a single 
logical party in SMPC may execute using multiple machines.

MAGE’s engine supports distributed execution across multiple workers. Each worker is a 
thread of computation, running MAGE’s engine, operating on its own memory region (a MAGE-
physical address space). Workers differ from OS processes as follows: (1) each worker contains ex-
actly one thread, (2) workers are not necessarily isolated by hardware such as an MMU—multiple 
workers in a MAGE computation could, in principle, run within the same process, and (3) memory 
is statically partitioned among the workers.
MAGE’s planner does not automatically infer how to parallelize the computation. Rather, the programmer writes DSL code in a distributed memory model, explicitly indicating asynchronous network operations to transfer data among the different workers. The resulting memory program bytecode contains network directives that the engine interprets. Similarly, the protocol driver must be written to function properly when the computation is distributed over multiple workers.

Programs for MAGE are parameterized by the Worker ID. MAGE’s planner is run once for each worker. To generate the memory program for a worker, the planner processes only the accesses for that worker—it does not need to consider other workers’ accesses, because each worker can only access its own memory region. Thus, the workers’ memory programs can be generated independently and in parallel.

Using a distributed memory model provides two benefits. First, it allows MAGE to be agnostic to whether workers are placed on a single machine or across multiple machines. Second, it guarantees that the access pattern for each region of memory consists of a single well-defined sequence, simplifying planning. To ease the difficulty of explicitly specifying network transfers, one can build easier-to-use DSL libraries for common communication patterns (e.g., our implementation provides a ShardedArray<T> abstraction).

### 4.5.2 Distributed SMPC

Some SC protocols, like SMPC, require interaction over the network between mutually distrusting parties. For such protocols, each party runs a separate MAGE computation, with its own set of workers. Whereas the MAGE engine handles intra-party communication between workers in the same party, the protocol implementation handles inter-party communication among workers in different parties. The inter-party topology is up to the protocol driver; our protocol driver for garbled circuits uses a one-to-one inter-party topology (Figure 4.3).
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4.6 Planner

Our memory programming approach is to calculate the memory access pattern in advance and use it to preplan memory management. One can potentially preplan the following:

- **Placement.** How should we divide up a circuit into pages?

- **Ordering.** In what order should we evaluate the gates in the SC circuit to result in the best memory behavior?

- **Scheduling.** When should pages that will be used in the future be swapped in from storage?

- **Replacement.** How should we choose pages to evict when making room for pages from storage?

MAGE produces an approximate solution, using a heuristic for placement and optimizing scheduling and replacement. Note that MAGE does not optimize ordering; it evaluates gates in the order implicit in the DSL program for the circuit.²

4.6.1 Organization of the Planner

We organize MAGE’s planner into stages (Figure 4.4):

²Optimizing ordering may be NP-hard [302]. A system that does so would be very powerful—for example, it would automatically block a loop join or tile a matrix multiplication. It is beyond the scope of this work.
1. **Placement.** This stage accepts a DSL program and organizes wires into MAGE-virtual pages. It outputs instructions referencing wires by MAGE-virtual address.

2. **Replacement.** This stage adds instructions to swap pages to/from storage, deciding which pages to evict. It outputs instructions referencing wires by MAGE-physical address.

3. **Scheduling.** This stage moves swap instructions within the instruction stream and relocates wires to mask the latency of moving data between memory and storage.

For a parallel/distributed program, MAGE’s planner is invoked separately for each worker, with separate MAGE-virtual and MAGE-physical address spaces. Network directives in the program transfer data among those address spaces.

MAGE’s planner does not benefit from MAGE’s memory programming techniques, so it is important that planning does not consume an unreasonable amount of memory. We keep the planner’s memory usage lightweight by (1) writing/reading the intermediate bytecodes to/from files instead of keeping it all in memory, (2) designing the DSLs to be lightweight, and (3) keeping track of pages instead of individual bytes.

### 4.6.2 First Stage: Placement

MAGE’s placement module is, in effect, a page-aware memory allocator for the DSL. It unrolls the DSL, allocating space for each variable and intermediate value in the MAGE-virtual address space. It outputs a bytecode for the program in which each variable is referenced by its MAGE-virtual address.

#### 4.6.2.1 Unrolling the DSL Code

MAGE’s DSLs are internal to C++. This means that the DSL is a set of convenient C++ APIs to specify the program’s behavior, often involving operator overloading. The program is specified as a C++ function that uses these APIs.

Figure 4.5 shows a program that solves Yao’s Millionaire’s problem [495]. `Integer<width>` describes an Integer datum with the specified width in bits. `Bit` is an alias for `Integer<1>`.

MAGE’s planner does not parse the DSL program’s source code or manipulate its AST. Instead, it simply calls the C++ function containing the DSL program. As the DSL code executes, it produces a bytecode describing the computation. For example, the overloaded `+` operator for `Integer` emits an `Add` instruction in the output bytecode; it does not actually add integers using secure computation. Each output instruction references its operands by MAGE-virtual address. Thus, the DSL (e.g., the `Integer` class) calls MAGE’s placement module to allocate memory in the MAGE-virtual address space for intermediate results, including those stored in variables.

For example, see Figure 4.5. On the `mark_input` and `>=` operations, an allocation request is made to MAGE’s placement module to obtain a MAGE-virtual address, and an instruction is emitted to perform that operation (obtain input or integer comparison) and store the result at that MAGE-virtual address. Once an `Integer`’s destructor is called, or if an `Integer` is reassigned to
void millionaire(const ProgramOptions& args) {
    Integer<32> alice_wealth, bob_wealth;
    alice_wealth.mark_input(Party::Garbler);
    bob_wealth.mark_input(Party::Evaluator);
    Bit result = alice_wealth >= bob_wealth;
    result.mark_output();
}

Figure 4.5: Example code in an Integer-based DSL internal to C++ to solve Yao’s Millionaire’s problem.

For a parallel/distributed program, the worker ID and total number of workers are provided via the ProgramOptions structure. The C++ code can branch on these variables, to have each worker operate differently and exchange data appropriately to perform the parallel/distributed computation.

Each Integer object contains only the MAGE-virtual address of its contents; other attributes, such as width, are template arguments and do not consume memory. Thus, Integers and other DSL-provided data types are typically smaller than the encrypted data items they represent. For example, a 32-bit integer encrypted for the garbled circuit protocol is 1 KiB in size, whereas an Integer<32> object used during planning is just 8 B (a single MAGE-virtual pointer). This helps keep the memory cost of the planning phase small.

4.6.2.2 Memory Allocation Strategy

When MAGE’s placement module allocates memory for a variable, it ensures that the variable is contained in a single MAGE-virtual page; a variable must never straddle two pages. The reason is that two adjacent MAGE-virtual pages may not be adjacent in the OS-virtual address space at runtime.

A key issue in designing the placement module’s memory allocator is internal fragmentation [391, 142]. Some fragmentation, which we call classic fragmentation, arises from the inability to pack variables onto pages (e.g., part of a page’s space cannot store any variable). Another type of fragmentation, which we call effective fragmentation, arises from the page’s lifetime exceeding some of the variables it stores; if even one wire on a page is alive, the entire page remains alive.

To reduce classic fragmentation, MAGE’s placement stage uses techniques from slab allocators [74]. Each page contains only variables of a particular size. When a variable goes out of scope in the DSL, its “slot” in its page is marked as free. When a space for a variable must be allocated, MAGE’s placement module looks for a free slot in a page containing variables of that size; if no such pages have free slots, it allocates a new page for variables of that size. The slab size is one
MAGE-virtual page. This ensures that no variable will straddle a page boundary. Just as in slab allocators, some leftover space at the end of a page may be unusable, but this can be controlled by tuning the page size. Unlike slab allocators, MAGE’s placement module does not preserve object state across allocations.

To reduce effective fragmentation, MAGE’s placement stage uses the following heuristic when allocating memory for a variable. If multiple pages, for the specified variable size, have free slots available, then MAGE uses the candidate page with the fewest free slots. This allows the number of live pages to decrease if the number of live variables decreases, by giving a chance for all variables on a page to die.

### 4.6.3 Second Stage: Replacement

We apply Belady’s MIN algorithm [40]. MIN is theoretically optimal in the number of SWAP-IN operations, but it does not minimize the number of swap operations if SWAP-OUT operations are also considered. The reason is that only dirty pages need to be written back to storage (i.e., “swapped out”). Minimizing the number of swaps when taking this into account is NP-hard [167]. Regardless, MIN produces a solution with at most $2 \times$ as many swaps as the theoretical optimum, so it is useful in MAGE’s replacement stage.

To use MIN, we first make a backward pass over the program to determine, each time a page is used, the time (instruction ID) at which it is used next. Then we make a forward pass over the program, using the annotated next use time to determine which page to swap out. This requires us to maintain a priority queue of resident pages, so that we can quickly identify which one’s next use is farthest in the future. Each instruction, even if its arguments are already resident, requires us to also perform a decrease_key operation on the priority queue to adjust pages’ next use time. Therefore, if $N$ is the number of instructions and $T$ is the number of pages that fit in memory, applying Belady’s MIN algorithm is $O(N \log T)$.

This stage outputs an instruction stream that contains swap directives and references wires by MAGE-physical address. To support this, MAGE’s planner maintains a data structure that maps MAGE-virtual page numbers to MAGE-physical frame numbers, similar to a page table.

When planning a parallel/distributed program, the planner must be careful to not steal a page that is currently being used for network I/O. Thus, MAGE’s replacement phase reads the network directives to infer the outstanding asynchronous network operations. When stealing pages, it issues network barrier directives, as necessary, to ensure that the engine waits for the relevant network I/Os to complete.

### 4.6.4 Third Stage: Scheduling

We introduce a parameter $\ell$ called the lookahead. To prefetch data, MAGE’s scheduling algorithm attempts to move SWAP-IN directives $\ell$ instructions earlier in the instruction stream. However, this
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3This occurs in the worst case where it evicts only dirty pages, but there is an optimal solution that evicts the same number of clean pages.
CHAPTER 4. SUPPORTING SECURE COMPUTATION WITH NEARLY ZERO-COST
VIRTUAL MEMORY

does not work if one of the $\ell$ intervening instructions uses the page frame into which we are bringing in data. We solve this by budgeting $B$ extra physical page frames, called the prefetch buffer; the replacement stage is now run with a capacity of $T - B$ frames, not $T$ frames. Data is brought asynchronously into a free slot in the prefetch buffer. Only when it is finally needed is it copied from the prefetch buffer into its destination physical page frame. Instead of SWAP-IN directives, the memory program contains ISSUE-SWAP-IN directives, which initiate the transfer of a page into memory, and FINISH-SWAP-IN directives, which block execution until a swap operation has completed. Ideally, swap operations will be scheduled such that FINISH-SWAP-IN never blocks, but it serves as an important fallback to prevent old/corrupt data from being used if the transfer is unpredictably delayed.

We use the prefetch buffer similarly to swap out pages. The page to be swapped out is copied into a free slot in the prefetch buffer and then swapped out to storage with an ISSUE-SWAP-OUT directive while execution of subsequent instructions continues. Unlike SWAP-IN operations, there is no clear deadline by which the write to storage must complete. Thus, we delay issuing a FINISH-SWAP-OUT directive for as long as possible; we only issue it when allocating a slot in the prefetch buffer fails. In such a situation, we identify the oldest ISSUE-SWAP-OUT operation, issue the FINISH-SWAP-OUT directive for it, and reclaim its page in the prefetch buffer.

One could eliminate the copying of pages to/from the prefetch buffer by rewriting future instructions. We did not implement this optimization because it would introduce additional complexity and MAGE performs well without it.

A natural question is how large $B$ must be. SSDs have bandwidths less than 10 GB/s and latencies that are usually less than 1 ms. Based on these measurements, Little’s Law gives: $B = 10 \text{ GB/s} \cdot 1 \text{ ms} = 10 \text{ MB}$. For server-class machines, this is $< 1\%$ of physical memory. In practice, we use 16–32 MiB to account for burstiness/queuing, still only a small fraction of available memory. Thus, MAGE’s scheduling promises to mask storage latency with only a small memory penalty.

4.7 Implementation

We implemented a prototype of MAGE in C++, including support for two protocols: garbled circuits and CKKS. Using cloc, we found that our implementation is $\approx 11,000$ lines of code, excluding comments and blank lines, broken down as follows: $\approx 2,800$ for common libraries used throughout MAGE (e.g., data buffering for I/O, configuration file parsing, etc.); $\approx 1,300$ for MAGE’s planner; $\approx 900$ for protocol drivers (not including the underlying cryptography); $\approx 1,000$ for MAGE’s DSLs and libraries for those DSLs (e.g., for sharding data); $\approx 1,100$ for MAGE’s engines; $\approx 1,600$ for SC programs written in MAGE’s DSLs, used for testing and evaluating MAGE; $\approx 1,900$ for the underlying cryptography for garbled circuits, much of which is based on EMP-toolkit [474]; and $\approx 400$ for in-progress (not yet complete) support for a third protocol. We build MAGE using clang++ version 10.0.0 with the optimization flags -Ofast -march=native. MAGE runs as a Linux process, with no changes to kernel code.
4.7.1 Interpreter

**Engine.** The Engine class implements common functionality for the engine layer, including support for directives. It establishes pairwise TCP connections among workers within a single party, to support network directives. Swap directives are implemented using the `aio` facility provided by the kernel (not to be confused with POSIX `aio`); the swap file/device is opened with the `O_DIRECT` flag. MAGE engines are implemented as class templates that extend (inherit from) the Engine class. The protocol driver class is provided to the engine as a template argument, so the engine can make calls to it. We avoided using virtual functions for this, as their overhead can be significant (e.g., for free XORs).

**Protocol Driver.** The protocol driver exposes the SC protocol’s native operations to the engine as a set of methods. When the engine invokes these methods, it provides pointers to data to operate on, stored in a large array representing the MAGE-physical address space. The protocol driver specifies the type of entries in the engine’s array, in effect dictating what each MAGE-physical address actually corresponds to for its protocol (plaintext bits, ciphertext bytes, etc.), and provides a plugin to the DSL so it can allocate MAGE-virtual memory accordingly. The protocol driver must not store pointers to dynamically allocated memory in the array. The reason is that the engine swaps out only the contents of the array, not including any dynamically-allocated memory it points to. In addition to the SC protocol’s cryptographic routines, the driver manages all protocol-specific operations. This includes sharing protocol-specific state among workers within a party, obtaining input data, writing output data, and managing intra-party communication where necessary (e.g., sending garbled gates from the garbler to the evaluator).

4.7.2 Extending MAGE with New Protocols

To extend MAGE with a new protocol, one must, at minimum, write a protocol driver to support it. If the operations exposed by the new protocol driver are identical to those exposed by an existing protocol driver, then one can use the same engine that works with the existing protocol. Otherwise, one must implement a new engine or modify an existing engine. This involves deciding which instruction types the new engine will be compatible with. If the supported instruction types differ from what existing DSLs produce, then one may have to implement a new DSL or modify an existing DSL.

We implemented protocol drivers for garbled circuits and CKKS. Garbled circuits and CKKS support different operations, so we implemented a separate DSL (Integers vs. Batches) and engine (AND-XOR vs. Add-Multiply) for each protocol. This conveniently allows us to showcase MAGE’s ability to support different implementations of each layer. That said, it is not uncommon for related SC protocols to expose similar interfaces. For example, the WRK protocol [475, 476] exposes the same interface as garbled circuits (AND-XOR), so support for WRK, if added, could reuse our Integer DSL and AND-XOR engine.
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4.7.3 Garbled Circuit Protocol Driver

For garbled circuits, wires have uniform size, so we allow MAGE address spaces to be wire-addressed; the DSL is unaware of the size of wires in bytes. Some subcircuits used by the AND-XOR engine are based on those used by Obliv-C [503]. Our garbled circuit driver uses cryptographic kernels from EMP-toolkit [474]. We implement oblivious transfer (OT) using multiple background threads. Concurrently with our work, EMP-toolkit was updated to use the MiTCCRH hash function [209]; our implementation is based on an older version of EMP-toolkit based on fixed-key AES [44]. When we compare MAGE to EMP-toolkit in Section 4.8, we use the older version of EMP-toolkit so the comparison is fair. This is not a limitation of MAGE; our driver could be changed to use MiTCCRH.

4.7.4 CKKS Protocol Driver

CKKS ciphertexts vary in size depending on their level, so for CKKS’ DSL and engine, MAGE address spaces are byte-addressed. The protocol driver provides a plugin to the DSL describing the particular wire sizes in bytes. It uses the CKKS implementation in Microsoft SEAL [411]. We chose parameters for CKKS that allow a multiplicative depth of 2. A challenge was that SEAL ciphertext objects contain pointers and dynamically-allocated memory. MAGE cannot swap such objects to storage (see Section 4.7.1). Thus, the protocol driver serializes ciphertexts using SEAL’s built-in serialization methods when they are not in use; each operation (e.g., add, multiply) deserializes the arguments, computes the result, and then serializes the result. We quantify the cost of serialization in Section 4.8. This overhead is not fundamental; CKKS ciphertexts could be implemented as flat buffers, or homomorphic operations could be implemented to operate directly on serialized ciphertexts.

After a multiplication, CKKS ciphertexts are typically relinearized and rescaled before the next multiplication. But if two products are added (e.g., \(ab + cd\)), one can perform relinearization once for the overall result instead of for each multiplication separately (e.g., \(ab\) and \(cd\)). MAGE’s DSL supports this optimization, which is crucial to achieve good performance on rstats and the linear algebra workloads.

4.8 Evaluation

In this section, we measure the performance impact of using MAGE.

4.8.1 Workloads

We now establish a set of SC workloads for our evaluation. Garbled circuits and CKKS support different operations—bitwise operations for garbled circuits, and add-multiply circuits of low multiplicative depth for CKKS—so we design separate workloads for each protocol. These workloads are data-intensive “kernels” that may be used as part of larger SC applications. We discuss larger SC applications in Section 4.8.8.
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4.8.1.1 SMPC Collaborative Applications

One application of SMPC is federated data analytics [463, 380]. Aggregations (GROUP BY operations) and joins are particularly memory-intensive. A federated data analytics system may express equi-joins as set intersections (SI) and aggregations as set unions (SU), both of which can be implemented by merging sorted lists [380]. This inspires our first benchmark, **merge**: merging sorted lists of records. In some cases, the input lists may not be already sorted. This inspires our second benchmark, **sort**: sorting a list of records. For joins other than equi-joins, the system must fall back to a classic loop join. This is our third benchmark, **ljoin**: loop join. For concreteness, we assume that each record is 128 bits long, and that the first 32 bits are the key used for sorting or joining; the problem size \( n \) is the number of records per party.

Privacy-preserving machine learning inspires our fourth benchmark, **mvmul**: matrix-vector multiply with 8-bit integers. A proposal for secure neural network inference, XONN [397], suggests binarizing the neural network. This inspires our fifth benchmark, **binfclayer**: binary fully-connected layer. It consists of a series of XNOR and PopCount operations similar to multiplying a binary matrix by a binary vector, followed by a binary activation function. For simplicity, we do not include batch normalization.

4.8.1.2 CKKS Homomorphic Encryption

We restrict ourselves to workloads for which CKKS is efficient—workloads that can be expressed as arithmetic circuits of low multiplicative depth. The sixth workload is **rsum**: sum of a list of real numbers, which requires no multiplications. The seventh workload is **rstats**: computing the mean and variance of real numbers, which requires a multiplicative depth of 2. These represent simple data analytics workloads; the problem size \( n \) is the number of elements.

Our remaining workloads are inspired by machine learning and linear algebra. The eighth workload is **rmvml**: matrix-vector multiply with real numbers. Finally, we consider two variants of matrix multiplication. The ninth workload is **n_rmatmul**: matrix-matrix multiply with a naïve nested for loop. The tenth workload is **t_rmatmul**: tiled matrix-matrix multiply. The problem size \( n \) is the length of one side of the matrix (also for **mvmul** and **binfclayer**).

4.8.1.3 Implementation of Workloads

For simplicity, our implementations of some of these workloads only support power-of-two sizes and power-of-two number of workers, but this is not a fundamental limitation of MAGE. Some workloads can, in principle, be optimized through streaming. For example, **rsum** could read each input one at a time, add the result to an accumulator, and then output the accumulator, instead of holding the entire input dataset in memory. We deliberately avoided such “optimizations,” as they would not be possible if the workload were part of a larger computation whose intermediate results are held in memory. Thus, each workload operates in three non-overlapping phases: (1) the inputs are read into memory, (2) the computation is performed, materializing the output in memory, and (3) the output is written to a file.
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For the parameters we chose, the CKKS scheme encrypts vectors of dimension 4096. Thus, each of our workloads for CKKS could be applied to 4096 instances of the problem in a SIMD fashion with no additional overhead. There are ways to use the 4096 slots in the vector to speed up a single problem, for example, by vectorizing matrix multiplication [258]. Our workloads, for simplicity, do not apply such techniques, but MAGE is not incompatible with them.

4.8.2 Empirical Methodology

We compare MAGE’s performance to an upper bound and a lower bound. The upper bound, OS Swapping, is the performance when relying on the operating system’s paging. The lower bound, Unbounded, is the performance when the entire computation fits in memory. We measure these three scenarios as follows.

1. Unbounded. MAGE’s planner is run assuming enough memory to fit the program. Thus, MAGE’s planner does not insert swap directives in the memory program. Finally, MAGE’s engine executes the memory program outside of any cgroup.

2. OS Swapping. A memory program is generated in the same way as for the Unbounded solution. However, it is executed in a cgroup that limits physical memory to a fixed amount.

3. MAGE. MAGE’s planner is run assuming a fixed physical memory capacity, minus the prefetch buffer and the interpreter’s overhead. The resulting plan is run within a cgroup that limits physical memory to 1 GiB or 16 GiB, to ensure that the memory overhead fits in the limit.

All three scenarios execute the SC protocol using MAGE’s interpreter. The benefit of this is that the same code executes SC in all three scenarios, giving us confidence that performance differences among the scenarios indeed stem from memory management behavior, not the implementation of SC. A downside, however, is that running MAGE’s interpreter with OS Swapping may incur more page faults than an equivalent program that directly uses the corresponding cryptography library and incurs paging/swapping. In particular, when MAGE’s interpreter allocates the array storing the program’s data (Section 4.5), it prefaults it using the MAP_POPULATE flag. This interacts poorly with Linux paging when the array does not fit in memory—it forces pages in the array to be written out to swap space when the array is allocated and then faulted back in when they are later accessed. This should be kept in mind when interpreting our results.

Except where stated otherwise, we used D16d_v4 instances on Microsoft Azure [345]. We chose this instance type for a few reasons. First, it has enough memory to fit the entire computation for most experiments, necessary for the Unbounded scenario. Second, it contains a local “temporary” SSD. We use it for swap space (one of its recommended uses [339]) and for the file containing the memory program. Third, it provides enough network bandwidth so as not to be a bottleneck for garbled circuits (we explore the WAN setting in Section 4.8.7).

We set MAGE’s parameters as follows. For garbled circuits, we used a page size of 64 KiB, lookahead \( \ell \) of 10,000 instructions, and prefetch buffer size \( B \) of 256 pages. For CKKS, we used a
page size of 2 MiB, lookahead $\ell$ of 100 instructions, and a prefetch buffer size $B$ of 16 pages. Because CKKS ciphertexts are large, we used a larger page size (slab size) than for garbled circuits to reduce external fragmentation. Additionally, we left an additional 32–64 MiB of memory unused, to accommodate the memory used by MAGE’s interpreter.

### 4.8.3 Comparison to Existing Frameworks

We compare MAGE’s garbled circuits performance to that of EMP-toolkit. Our goal is to demonstrate that MAGE’s techniques do not limit the performance of garbled circuits compared to an existing system. We use `merge` for the comparison. We implemented `merge` in EMP-toolkit’s DSL, and used EMP-toolkit’s library for merging sorted arrays.

We discovered that EMP-toolkit is an order of magnitude slower than MAGE. This was because EMP-toolkit performs a separate invocation of OT extension, which involves a network round-trip, each time an Integer input is read for the evaluator. Our garbled circuits implementation for MAGE does not have this problem because it performs OTs in larger batches using background threads, regardless of the units by which the program reads the input. To eliminate this effect, we exclude the time to read the input, for both EMP-toolkit and MAGE, for this experiment only; we measured the time to merge the two arrays once they are materialized in memory.

We also compare MAGE’s CKKS performance on `rstats` to a C++ program that uses SEAL directly. The main source of overhead in MAGE is the need to deserialize the input ciphertexts and serialize the output ciphertext, for each instruction.

The results are shown in Figure 4.6 and Figure 4.7. The graphs on the left are zoomed in to smaller problem sizes to show the point where memory demand exceeds available physical memory. “OS” refers to scenario 2 in Section 4.8.2; “EMP” and “SEAL” refer to those systems similarly running in a cgroup. EMP performs about $3 \times$ worse than OS when the problem fits in memory; when it does not, the relative overhead is small ($\approx 33\%$). We found that EMP performs worse than OS primarily due to (1) the overhead of its “real-time circuit optimization” feature, (2) inefficient data buffering when using the network, and (3) virtual function overhead when executing the circuit. OS uses MAGE’s runtime, so it does not have these issues. SEAL is faster than OS when the problem fits in memory, but only slightly (less than 20%), indicating that the serialization overhead is not large. When the problem size does not fit in memory, SEAL improves further compared to OS but remains less than $2 \times$ faster than OS. An explanation for why SEAL improves further compared to OS when the problem size does not fit in memory is the inefficiency of running MAGE’s interpreter with OS Swapping (Section 4.8.2).

### 4.8.4 Overhead of Swapping Pages

We ran the three scenarios on all 10 workloads, using a 1 GiB memory limit. The results are shown in Figure 4.8. We ran 8 trials on different Azure instances (8 different pairs of instances, for garbled circuits) and plot the median; error bars are the quartiles. We additionally ran experiments using a 16 GiB memory limit. We increased the problem sizes so that their memory use exceeded 16 GiB (necessary for the OS scenario) but fit within the 64 GiB available on the virtual machines.
Our methodology is the same as for the 1 GiB memory limit. We do not include sort in our results for the 16 GiB memory limit, because the intermediate bytecodes produced while planning were too large for the local SSD. The results are shown in Figure 4.9. MAGE outperforms OS swapping by at least $4 \times$ on 7 of the workloads, with improvements of $\approx 12 \times$ for ljoin and $\approx 10 \times$ for rsum. Its performance is within 15% of Unbounded for 7 of the workloads (including sort from Figure 4.8).

MAGE’s improvement compared to OS is higher for binfclayer and rmvmul than for mvmul; although all three have similar access patterns, mvmul has lower memory intensity because multiplying integers in a garbled circuit has high overhead. For complex access patterns, like merge and sort, MAGE’s improvement is not markedly higher than for simple scans like ljoin, rsum, and rstats (note that both input tables for ljoin fit in memory; it is the output, populated in order, that does not fit). MAGE is less affected by high memory intensity than OS, allowing it to perform well.
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Figure 4.8: Performance of Unbounded, OS Swapping, and MAGE, normalized by the time for Unbounded; absolute times, in seconds, are printed at the upper left corner of each bar.

Figure 4.9: Repeat of Figure 4.8, with larger problem sizes and a 16 GiB memory limit (note the larger y-axis scale).

4.8.5 Overhead of Planning

The time and peak memory use for planning each workload for the MAGE scenario in Figure 4.8 and Figure 4.9 is shown in Table 4.1. These measurements were collected by running `/usr/bin/time -v` when invoking MAGE’s planner. Note that MAGE’s planning is outside of the critical path: for a given circuit, MAGE’s planner can be run before the parties’ inputs are known. For garbled circuits, although the garbled circuit $\hat{C}$ cannot be reused if the computation is re-run, MAGE’s memory program can be safely reused.

The planning time and final memory program size are linear in the size of the computation (size of $C$), not in the size of the memory demand. Nevertheless, the planning times are generally less than the time to perform the execution and the planner’s memory consumption is significantly smaller than the available memory at runtime for all experiments.

Generating memory programs for CKKS is more efficient than for garbled circuits. This is because each instruction for CKKS operates on more memory than for garbled circuits, which means that the problem sizes that fill a given physical memory size tend to require smaller bytecodes for CKKS than for garbled circuits. For example, an instruction operating on integers in a garbled circuit program may operate on a few kilobytes of memory (each bit of each integer is 16 bytes), but
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Figure 4.10: Normalized performance of Unbounded, OS Swapping, and MAGE, parallelized over \( p = 4 \) workers (per party).

<table>
<thead>
<tr>
<th>Problem</th>
<th>Time, Figure 4.8</th>
<th>Mem., Figure 4.8</th>
<th>Time, Figure 4.9</th>
<th>Mem., Figure 4.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>merge</td>
<td>38.0</td>
<td>42.6</td>
<td>291.6</td>
<td>299.4</td>
</tr>
<tr>
<td>sort</td>
<td>367.3</td>
<td>42.7</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ljoin</td>
<td>6.7</td>
<td>121.0</td>
<td>23.6</td>
<td>411.4</td>
</tr>
<tr>
<td>mvmul</td>
<td>56.0</td>
<td>527.5</td>
<td>298.2</td>
<td>3268</td>
</tr>
<tr>
<td>binfclayer</td>
<td>77.2</td>
<td>19.1</td>
<td>1041</td>
<td>165.7</td>
</tr>
<tr>
<td>rsum</td>
<td>0.04</td>
<td>9.6</td>
<td>0.29</td>
<td>30.2</td>
</tr>
<tr>
<td>rstats</td>
<td>0.04</td>
<td>10.9</td>
<td>0.34</td>
<td>48.5</td>
</tr>
<tr>
<td>rmvMul</td>
<td>0.09</td>
<td>16.4</td>
<td>0.24</td>
<td>36.9</td>
</tr>
<tr>
<td>n_rmatmul</td>
<td>2.2</td>
<td>246.1</td>
<td>18.6</td>
<td>1927</td>
</tr>
<tr>
<td>t_rmatmul</td>
<td>2.3</td>
<td>246.5</td>
<td>12.9</td>
<td>1246</td>
</tr>
</tbody>
</table>

Table 4.1: Planning times (s) and peak memory use of the planner (MiB) for workloads in Figure 4.8 and Figure 4.9.

For CKKS, each instruction operates on a vector of real numbers, whose encrypted size is hundreds of kilobytes.

For CKKS, the final memory programs were < 100 MiB for Figure 4.8 and < 1 GiB for Figure 4.9. For garbled circuits other than sort, they were < 5 GiB for Figure 4.8 and < 65 GiB for Figure 4.9. For sort, it was less than < 25 GiB for Figure 4.8. MAGE’s planner requires about 4–5\( \times \) times more storage space than the final memory program due to the need to materialize intermediate bytecodes of similar size, but this could be optimized by pipelining stages of MAGE’s planner where it is possible to do so (e.g., replacement and scheduling in Figure 4.4).

4.8.6 Impact of Parallelism

We now explore how the relative performance of Unbounded, OS, and MAGE are affected by parallelizing the computation. We did experiments parallelizing the computation across four workers
Figure 4.11: Wide-area garbled circuit performance in MAGE.

(1) Time to run merge vs. number of concurrent OTs. (b) Time to run merge vs. number of workers.

4.8.7 SMPC in Wide-Area Networks

SC does not always require significant data transfer over the wide area. In HE, computation is done by a single logical party. Even in SMPC, there may be ways for multiple parties to co-locate for an SMPC computation while remaining physically and logically distinct. But in some cases, it is desirable to run SMPC over a wide-area network. We explore this below.

We measure performance of garbled circuits with the two parties hosted on different cloud providers. The garbler was always on Azure in West US 2 (Washington). The evaluator was on Google Cloud (n2-highcpu-2 [202]). We compare two setups: one where the evaluator was in us-west1 (Oregon) and one where it was in us-central1 (Iowa).

Initially, higher latencies and limited single-flow bandwidth limited performance. For example, the round-trip time in the Oregon setup was $\approx 11$ ms, which made OTs a bottleneck.
First, we tuned the local TCP stack, increasing the maximum window size to 32 MiB. Then, we increased the number of OT rounds performed concurrently, pipelining multiple OT rounds over a single connection, which significantly improved performance (Figure 4.11a). Additionally, we explore parallelizing the computation, assigning multiple workers to the same machine, so that multiple TCP flows are used. The results are in Figure 4.11b. The dashed line at the bottom is the time to run the experiment with both the garbler and evaluator on Azure (taken from Figure 4.8). For the Oregon setup, we can come close to the Local performance using two flows. The Iowa setup is more challenging because less bandwidth is available per flow. Using multiple parallel flows helps, but the performance improvement in the Iowa setup is limited by variation in wide-area flow performance, which induces stragglers.

In both cases, the performance overhead of operating in the wide area is less than the performance overhead of swapping (Figure 4.8), indicating that MAGE’s techniques confer substantial benefit even in wide-area settings.

4.8.8 Applications

For these experiments, we did not use cgroups to limit RAM. The OS and MAGE setups ran using all of the available RAM.

4.8.8.1 Detecting Password Reuse

When users reuse a password across multiple websites, they become prone to “credential stuffing” attacks, in which an attacker uses a user’s password leaked by one site to compromise that user’s account on other sites. To address this problem, sites may wish to identify which of their users reuse their passwords on other sites [473]. Senate [380, Query 2 in Section 2] proposes a protocol for this. First, the sites arrange to assign user IDs and hash passwords such that they will match across sites. Then, they use SMPC to detect which user IDs are shared between the sites and have the same password hash. Note that user IDs and password hashes cannot be shared directly, since they are sensitive (the hashes can be reversed).

We write a two-party version of the password reuse program in MAGE’s DSL for garbled circuits, based on Senate’s password reuse program. Senate uses a different SMPC protocol, so its results are not directly comparable to ours.

We use MAGE to scale the password reuse program to $2^{27}$ users per party, which requires 1.125 TiB on each party. A single D16d_v4 instance does not have enough swap space. Thus, we use four D16d_v4 instances on Azure for the garbler party, and four n2-highmem-4 instances on Google Cloud [202] for the evaluator party. As explored in Section 4.8.7, we use two workers per instance (total of eight workers per party) to efficiently use wide-area network bandwidth. The results are shown in Figure 4.12. For a given time budget, MAGE increases the number of user-password records by $\approx 3 \times$. This improvement may have been larger had we been able to obtain Ddv4-series instances with a greater swap-space-to-RAM ratio.
4.8.8.2 Private Information Retrieval

Private Information Retrieval (PIR) is a family of protocols that allow a user to retrieve a data item at a particular index from a database without the database learning which item was accessed. PIR can be used to support private queries on public data [470]. We evaluate MAGE by using CKKS to instantiate the classic Kushilevitz-Ostrovsky single-server computational PIR scheme [301, Section 3]. PIR’s access pattern is particularly simple—a linear scan over the database—so ad-hoc approaches to prefetching, or multi-threading to improve swap performance, may be quite effective. Our focus is on what MAGE optimizes *automatically*, so we do not include such ad-hoc optimizations in the OS baseline. We use a single worker (thread) to compute the PIR. The database consisted of plaintext data pre-encoded into batches to use with CKKS. We wrote a DSL program that populates the database (with hardcoded elements) and then performs a PIR query on it; the reported measurements are the time to perform the PIR query, not including the time to populate the database. The results are in Figure 4.13. For a given time budget, MAGE allows for $\approx 5 \times$ as
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many database elements to be processed.

4.9 Related Work

Much existing work has looked at high-performance algorithms for SMPC [476, 133, 132, 268, 269] and HE [116, 187]. These works focus on the cryptography, not how to manage a computer’s resources to perform large computations efficiently.

A complementary line of work explores tailoring SMPC computations to a specific application [262, 515, 397, 109]. The goal of MAGE is to perform the same computation more efficiently, so its techniques generalize across different applications. For an application, one may first simplify the computation using application-specific observations, and then execute the resulting computation as efficiently as possible.

Research works including Fairplay [333], HEKM [233], KSS [290], MLB [352], PCF [289], and TinyGarble [437] are frameworks for garbled circuit execution. We described many of them in Section 4.2.4. One work [90] explores parallelizing execution of a garbled circuit, using programming language tools to automatically extract parallelism. None of them explore how to efficiently swap memory to storage, as MAGE does.

There already exist many DSLs and compilers for SMPC [224, 474, 322, 503, 351, 218, 514] and HE [99, 134, 460]. These tools often aim to make SC more accessible to non-expert developers, by automatically optimizing the SC program. MAGE addresses the complementary problem of executing the resulting SC circuit more efficiently. To use an existing tool with MAGE (as in Figure 4.2), one could modify it to output its optimized circuits in one of MAGE’s DSLs, and then run MAGE’s planner on that DSL code. Alternatively, one could modify the tool to output a bytecode directly usable by MAGE’s planner (e.g., the “Virtual Bytecode” in Figure 4.4).

AIFM [402] uses similar C++ language features as MAGE’s DSLs. AIFM uses them at runtime for fine-grained memory management. In contrast, MAGE (1) executes DSL programs only to extract the memory access pattern during the planning phase and (2) manages memory at the granularity of pages.

There is an extensive literature concerning memory management in traditional operating systems [40, 141, 41, 142, 140]. A related line of work looks at how operating systems can give memory-intensive applications, such as scientific simulations, more control over paging [216]. While these works focus primarily on paging in the classic sense, our work explores memory programming. Additionally, our work, unlike scientific simulations, is capable of general computations within SC. Scheduling page movement according to real-time constraints imposed by computation also draws from the real-time scheduling literature [321]. These techniques do not manage memory directly and are complementary to ours.

Some systems in other domains, like neural network training, formulate memory management problems as an integer linear program and use an exponential-time solver [255]. This approach exploits the high-level structure of the application to coarsen the dataflow graph. For MAGE, the dataflow graph is much larger because general SC computations do not conform to any particular high-level structure. By operating on a program representation of the circuit (Section 4.4.2),
MAGE does coarsen the graph, but it nevertheless remains enormous. Thus, we use our staged approach (Section 4.6) to find a good approximation.

Some systems use compiler-generated hints or observations of past memory accesses or past working sets (e.g., from prior invocations of a program) to perform targeted prefetching [353, 511, 219, 217, 336, 458] and approximate Belady’s algorithm (MIN) [436]. SC’s obliviousness and our memory programming approach allow MAGE to compute the memory access pattern for the full program without first running it and apply these techniques by using the memory access pattern directly.

The recent DEMAND-MIN [254] algorithm combines MIN with prefetching. DEMAND-MIN tells which item to evict given an access pattern sequence and prefetch sequence fixed in advance. It is not directly applicable to MAGE because MAGE’s prefetch sequence is not fixed in advance.

At a technical level, MAGE’s planning is similar to register allocation in compiler theory [102, 125, 454, 484]—variables, registers, and memory in register allocation correspond to wire values, slots in memory, and storage swap space in the context of MAGE. The key difference is that register allocators must deal with conditional branches whose outcomes cannot be predicted at compile time. From the perspective of register allocation, the entire circuit that MAGE operates on would be viewed as a single basic block. We discussed a result from register allocation theory for a single basic block in Section 4.6.3. Another result is that, for a fixed number of registers, there is a linear-time algorithm that can reorder instructions within a structured program to optimize its register allocation [60, Section 3.2] (though the time is exponential in the number of registers).

4.10 Conclusion

This chapter explores how to efficiently execute SC computations that do not fit in memory. Our key observation is that SC is inherently oblivious. This enables memory programming, in which one computes the access pattern of an SC program in advance and uses it to produce a memory management plan. Memory programming is an application of the technique in Section 3.1.1—it allows for memory management according to the structure of the computation, namely its obliviousness. In applying this technique, MAGE runs SC up to an order of magnitude faster than the OS virtual memory system and can execute some SC programs that do not fit in memory at nearly in-memory speeds. This demonstrates the potential of the technique in Section 3.1.1 to make expressive cryptography, such as SMPC and FHE, practical for more applications.
Chapter 5

Supporting Cryptography in Low-Power Wireless Systems with Performant TCP

This is the second of two chapters exploring the techniques in Section 3.1. We focus in this chapter on how to provide networking support for cryptography for applications that run on low-power, resource constrained, wireless embedded devices. Such devices have been used in scientific applications, such as environmental monitoring and structural monitoring, but also in the Internet of Things (IoT) space, where data is sensitive in nature and expressive cryptography is particularly relevant. For example, the Thread Group [452] is an industry consortium in the home automation space formed around interoperability of low-power wireless technology based on IEEE 802.15.4. As described in Section 2.2.1.3, expressive cryptography can have significant networking costs, for example, due to the need to transfer large ciphertexts among devices. Unfortunately, supporting expressive cryptography for resource-constrained wireless embedded devices is particularly challenging. The reason is that the standard network protocols for reliable, high-throughput data delivery, like TCP, used to support expressive cryptography in regular networks, are seen as unsuitable for ultra low-power wireless networks like those based on IEEE 802.15.4.

This chapter studies TCP for resource-constrained wireless embedded devices, with particular attention to the interaction between the transport layer and the link layer. We apply the technique in Section 3.1.2, generically improving the underlying network to make it easier to support applications built on expressive cryptography. We identify subtle but important modifications to both, achieving TCP goodput within 25% of an upper bound (5–40% higher than prior results) and low-power operation commensurate to CoAP, a simpler alternative to TCP used in these networks. In doing so, we show that TCP can be made viable and performant in networks based on IEEE 802.15.4, making it easier to meet the networking demands of expressive cryptography in this space. That said, as we explain in Section 5.3, performant TCP over IEEE 802.15.4 broadly benefits the Internet of Things beyond just making it easier to run expressive cryptography, as is expected for systems based on the technique in Section 3.1.2.

We aim to explain our study and its conclusions in the broad context of the low-power wireless space, without restricting our attention to only its implications for expressive cryptography. To that end, this chapter provides background and context on low-power wireless networks and describes
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and evaluates our proposed system, TCPlp, independently of expressive cryptography. In doing so, we hope to bring out the full value and generality of our conclusions and contributions.

5.1 Introduction

Research on wireless networks of low-power, resource-constrained, embedded devices—in IETF terms, low-power and lossy networks (LLNs) [459]—blossomed in the late 1990s. To obtain freedom to tackle the unique challenges of LLNs, researchers initially departed from the established conventions of the Internet architecture [164, 223]. As the field matured, however, researchers found ways to address these challenges within the Internet architecture [236]. Since then, it has become commonplace to use IPv6 in LLNs via the 6LoWPAN [348] adaptation layer. IPv6-based routing protocols, like RPL [6], and application-layer transport protocols over UDP, like CoAP [100], have become standards in LLNs. Most wireless sensor network (WSN) operating systems, such as TinyOS [223, 309], RIOT [28], and Contiki [152], ship with IP implementations enabled and configured. Major industry vendors offer branded and supported 6LoWPAN stacks (e.g., TI SimpleLink, Atmel SmartConnect). A consortium, Thread [452], has formed around 6LoWPAN-based interoperability.

Despite these developments, transport in LLNs has remained ad-hoc and TCP has received little serious consideration. Many embedded IP stacks (e.g., OpenThread [363]) do not even support TCP, and those that do support TCP implement only a subset of its features (Section 5.5.1). The conventional wisdom is that IP holds merit, but TCP is ill-suited to LLNs. This view is represented by concerns about TCP such as the following.

- “TCP is not light weight ... and may not be suitable for implementation in low-cost sensor nodes with limited processing, memory and energy resources.” [371] (Similar argument in [149], [250].)

- That “TCP is a connection-oriented protocol” is a poor match for WSNs, “where actual data might be only in the order of a few bytes.” [389] (Similar argument in [371].)

- “TCP uses a single packet drop to infer that the network is congested.” This “can result in extremely poor transport performance because wireless links tend to exhibit relatively high packet loss rates.” [369] (Similar argument in [150], [151], [250].)

Such viewpoints have led to a plethora of WSN-specialized protocols and systems [371, 393, 468] for reliable data transport, such as PSFQ [466], STCP [250], RCRT [369], Flush [281], RMST [439], Wisden [492], CRRT [5], and CoAP [77], and for unreliable data transport, like CODA [467], ESRT [408], Fusion [237], CentRoute [440], Surge [310], and RBC [510].

As LLNs become part of the emerging Internet of Things (IoT), it behooves us to re-examine the transport question, with attention to how the landscape has shifted: (1) As part of IoT, LLNs must be interoperable with traditional TCP/IP networks; to this end, using TCP in LLNs simplifies IoT gateway design. (2) Popular IoT application protocols, like MQTT [355] and ZeroMQ [507],
assume that TCP is used at the transport layer. (3) Some IoT application scenarios demand high link utilization and reliability on low-bandwidth lossy links. Embedded hardware has also evolved substantially, prompting us to revisit TCP’s overhead. In this context, this chapter seeks to determine: Do the “common wisdom” concerns about TCP hold in a modern IEEE 802.15.4-based LLN? Is TCP (still) unsuitable for use in LLNs?

To answer this question, we leverage the fully-featured TCP implementation in the FreeBSD Operating System (rather than a limited locally-developed implementation) and refactor it to work with the Berkeley Low-Power IP Stack (BLIP), Generic Network Stack (GNRC), and OpenThread network stack, on two modern LLN platforms (Section 5.5). Naïvely running TCP in an LLN indeed results in poor performance. However, upon close examination, we discover that this is not caused by the expected reasons, such as those listed above. The actual reasons for poor TCP performance include (1) small link-layer frames that increase TCP header overhead, (2) hidden terminal effects over multiple wireless hops, and (3) poor interaction between TCP and a duty-cycled link. Through a systematic study of TCP in LLNs, we develop techniques to resolve these issues (Table 5.1), uncover why the generally assumed problems do not apply to TCP in LLNs, and show that TCP performs well in LLNs once these issues are resolved:

We find that full-scale TCP fits well within the CPU and memory constraints of modern LLN platforms (Section 5.5, Section 5.6). Owing to the low bandwidth of a low-power wireless link, a small window size ($\approx 2$ KiB) is sufficient to fill the bandwidth-delay product and achieve good TCP performance. This translates into small send/receive buffers that fit comfortably within the memory of modern WSN hardware. Furthermore, we propose using an atypical Maximum Segment Size (MSS) to manage header overhead and packet fragmentation. As a result, full-scale TCP operates well in LLNs, with 5–40 times higher throughput than existing (relatively simplistic) embedded TCP stacks (Section 5.6).

Hidden terminals are a serious problem when running TCP over multiple wireless hops. We propose adding a delay $d$ between link-layer retransmissions, and demonstrate that it effectively reduces hidden-terminal-induced packet loss for TCP. We find that, because a small window size is sufficient for good performance in LLNs, TCP is quite resilient to spurious packet losses, as the congestion window can recover to a full window quickly after loss (Section 5.7).

To run TCP in a low-power context, we adaptively duty-cycle the radio to avoid poor interac-

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Technique</th>
<th>Observed Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource Constraints</td>
<td>Zero-Copy Send</td>
<td>Send Buffer: 50% less memory</td>
</tr>
<tr>
<td></td>
<td>In-Place Reassembly</td>
<td>Receive Buffer: 38% less memory</td>
</tr>
<tr>
<td>Link-Layer Properties</td>
<td>Large Maximum Segment Size</td>
<td>TCP Goodput: 4–5× higher</td>
</tr>
<tr>
<td></td>
<td>Link Retry Delay</td>
<td>TCP Segment Loss: 6% $\rightarrow$ 1%</td>
</tr>
<tr>
<td>Energy Constraints</td>
<td>Adaptive Duty Cycle</td>
<td>HTTP Latency: $\approx 2$× lower</td>
</tr>
<tr>
<td></td>
<td>Link-Layer Queue Management</td>
<td>TCP Radio Duty Cycle: 3% $\rightarrow$ 2%</td>
</tr>
</tbody>
</table>

Table 5.1: Impact of techniques to run full-scale TCP in LLNs.
tions with TCP’s self-clocking behavior. We also propose careful link-layer queue management to make TCP more robust to interference. We demonstrate that TCP can operate at low power, comparable to alternatives tailored specifically for WSNs, and that TCP brings value for real IoT sensor applications (Section 5.8).

We conclude that TCP is entirely capable of running on IEEE 802.15.4 networks and low-cost embedded devices in LLN application scenarios (Section 5.9). Since our improvements to TCP and the link layer maintain seamless interoperability with other TCP/IP networks, we believe that a TCP-based transport architecture for LLNs could yield considerable benefit.

In summary, this chapter’s contributions are:

1. We implement a full-scale TCP stack for low-power embedded devices and reduce its resource usage.
2. We identify the actual issues causing poor TCP performance and develop techniques to address them.
3. We explain why the expected insurmountable reasons for poor TCP performance actually do not apply.
4. We demonstrate that, once these issues are resolved, TCP performs comparably to LoWPAN-specialized protocols.

Table 5.1 lists our techniques to run TCP in an LLN. Although prior LLN work has already used various forms of link-layer delays [488] and adaptive duty-cycling [499], our work shows, where applicable, how to adapt these techniques to work well with TCP, and demonstrates that they can address the challenges of LLNs within a TCP-based transport architecture.

5.2 Background and Related Work

Since the introduction of TCP, a vast literature has emerged, focusing on improving it as the Internet evolved. Some representative areas include congestion control [252, 165, 207, 3], performance on wireless links [35, 407], performance in high-bandwidth environments [76, 175, 259, 211, 7], mobility [433], and multipath operation [390]. Below, we discuss TCP in the context of LLNs and embedded devices.

5.2.1 Low-Power and Lossy Networks (LLNs)

Although the term LLN can be applied to a variety of technologies, including LoRa and Bluetooth Low Energy, we restrict our attention in this chapter to embedded networks using IEEE 802.15.4. Such networks are called LoWPANs [350]—Low-Power Wireless Personal Area Networks—in contrast to WANs, LANs (802.3), and WLANs (802.11). Outside of LoWPANs, TCP has been successfully adapted to a variety of networks, including serial [251], Wi-Fi [35], cellular [33, 349], and satellite [33, 407] links. While an 802.15.4 radio can in principle be added as a NIC to any
device, we consider only embedded devices where it is the primary means of communication, running operating systems like TinyOS [223], RIOT [28], Contiki [152], or FreeRTOS. These devices are currently built around microcontrollers with Cortex-M CPUs, which lack MMUs. Below, we explain how LoWPANs are different from other networks where TCP has been successfully adapted.

5.2.1.1 Resource Constraints

When TCP was adopted by ARPANET in the early 1980s, Internet citizens—typically minicomputers and high-end workstations, but not yet personal computers—usually had at least 1 MiB of RAM. 1 MiB is tiny by today’s standards, yet the LLN-class devices we consider in this work have 1-2 orders of magnitude less RAM than even the earliest computers connected with TCP/IP. Due to energy constraints, particularly SRAM leakage, RAM size in low-power MCUs does not follow Moore’s Law. For example, comparing Hamilton [276], which we use in this work, to TelosB [382], an LLN platform from 2004, shows only a $3.2 \times$ increase in RAM size over 16 years. This has caused LLN-class embedded devices to have a different balance of resources than conventional systems, a trend that is likely to continue well into the future. For example, whereas conventional computers have historically had roughly 1 MiB of RAM for every MIPS of CPU, as captured by the 3M rule, Hamilton has $\approx 50$ DMIPS of CPU but only 32 KiB of RAM.

5.2.1.2 Link-Layer Properties

IEEE 802.15.4 is a low-bandwidth, wireless link with an MTU of only 104 bytes. The research community has explored using TCP with links that are separately low-bandwidth, wireless [35], or low-MTU [251], but addressing these issues together raises new challenges. For example, RTS-CTS, used in WLANs to avoid hidden terminals, has high overhead in LoWPANs [488, 237] due to the small MTU—control frames are comparable in size to data frames. Thus, LoWPAN researchers have moved away from RTS-CTS, instead carefully designing application traffic patterns to avoid hidden terminals [281, 381, 237]. Unlike Wi-Fi/LTE, LoWPANs do not use physical-layer techniques like adaptive modulation/coding or multi-antenna beamforming. Thus, they are directly impacted by link quality degradation due to varying environmental conditions [445, 381]. Additionally, IEEE 802.15.4 coexists with Wi-Fi in the 2.4 GHz frequency band, making Wi-Fi interference particularly relevant in indoor settings [318]. As LoWPANs are embedded networks, there is no human in the loop to react to and repair bad link quality.

5.2.1.3 Energy Constraints

Embedded nodes—the “hosts” of an LLN—are subject to strict power constraints. Low-power radios consume almost as much energy listening for a packet as they do when actually sending or receiving [276, 325]. Therefore, it is customary to duty-cycle the radio, keeping it in a low-power sleep state, in which it cannot send or receive data, most of the time [498, 381, 236]. The radio is only occasionally turned on to send/receive packets or determine if reception is likely. This requires Media Management Control (MMC) protocols [498, 381, 236] at the link layer to ensure
that frames destined for a node are delivered to it only when its radio is on and listening. Similarly, the CPU also consumes a significant amount of energy [276], and must be kept idle most of the time.

Over the past 20 years, LLN researchers have addressed these challenges, but only in the context of special-purpose networks highly tailored to the particular application task at hand. The remaining open question is how to do so with a general-purpose reliable transport protocol like TCP.

5.2.2 TCP/IP for Embedded LLN-Class Devices

In the late 1990s and early 2000s, developers attempted to bring TCP/IP to embedded and resource-constrained systems to connect them to the Internet, usually over serial or Ethernet. Such systems [78, 117] were often designed with a specific application—often, a web server—in mind. These TCP/IP stacks were tailored to the specific applications at hand and were not suitable for general use. uIP (“micro IP”) [149], introduced in 2002, was a standalone general TCP/IP stack optimized for 8-bit microcontrollers and serial or Ethernet links. To minimize resource consumption to run on such platforms, uIP omits standard features of TCP; for example, it allows only a single outstanding (unACKed) TCP segment per connection, rather than a sliding window of in-flight data.

Since the introduction of uIP, embedded networks have changed substantially. With wireless sensor networks and IEEE 802.15.4, various low-power networking protocols have been developed to overcome lossy links with strict energy and resource constraints, from S-MAC [498], B-MAC [381], X-MAC [91], and A-MAC [157], to Trickle [311] and CTP [192]. Researchers have viewed TCP as unsuitable, however, questioning end-to-end recovery, loss-triggered congestion control, and bi-directional data flow in LLNs [151]. Furthermore, WSNs of this era typically did not even use IP; instead, each WSN was designed specifically to support a particular application [331, 492, 282]. Those that require global connectivity rely on application-specific “base stations” or “gateways” connected to a TCP/IP network, treating the LLN like a peripheral interconnect (e.g., USB, bluetooth) rather than a network in its own right. This is because the prevailing sentiment at the time was that LLNs are too different from other types of networks and have to operate in too extreme conditions for the layered Internet architecture to be appropriate [164].

In 2007, the 6LoWPAN adaptation layer [348] was introduced, enabling IPv6 over IEEE 802.15.4. IPv6 has since been adopted in LLNs, bringing forth IoT [236]. uIP has been ported to LLNs [155], and IPv6 routing protocols, like RPL [6], and UDP-based application-layer transports, like CoAP [100], have emerged in LLNs. Representative operating systems, like TinyOS and Contiki, implement UDP/RPL/IPv6/6LoWPAN network stacks with IEEE 802.15.4-compatible MMC protocols for 16-bit platforms like TelosB [382].

TCP, however, is not widely adopted in LLNs. The few LLN studies that use TCP [154, 222, 236, 241, 279, 513, 198] generally use a simplified TCP stack (Section 5.5.1), such as uIP.

In summary, despite the acceptance of IPv6, LLNs remain highly tailored at the transport layer to the application at hand. They typically use application-specific protocols on top of UDP; of such protocols, CoAP [77] has the widest adoption. In this context, this chapter explores whether
adoption TCP—and more broadly, the ecosystem of IP-based protocols, rather than IP alone—
might bring value to LLNs moving forward.

5.3 Motivation

We first describe the benefits of TCP in LLNs in general terms and then describe anemometry, a
candidate application of TCP in LLNs.

5.3.1 The Case for TCP in LLNs

As explained in Section 5.2, LLN design has historically been highly tailored to the specific ap-
plication task at hand, for maximum efficiency. For example, PSFQ broadcasts data from a single
source node to all others, RMST supports “directed diffusion” [245], and CoAP is tied to REST
semantics. But embedded networks are not just isolated devices (e.g., peripheral interconnects like
USB or Bluetooth)—they are now true Internet citizens, and should be designed as such.

In particular, the recent megatrend of IoT requires LLNs to have a greater degree of interop-
erability with regular TCP/IP networks. Yet, LLN-specific protocols lack a clear separation between
the transport and application layers, requiring application-layer gateways to communicate with
TCP/IP-based services. This has encouraged IoT applications to develop as vertically-integrated
silos, where devices cooperate only within an individual application or a particular manufacturer’s
ecosystem, with little to no interoperability between applications or with the general TCP/IP-based
Internet. This phenomenon, sometimes called the “CompuServe of Things,” is a serious obstacle to
the IoT vision [502, 312, 183, 340, 485]. In contrast, other networks are seamlessly interoperable
with the rest of the Internet. Accessing a new web application from a laptop does not require any
new functionality at the Wi-Fi access point, but running a new application in a gateway-based LLN
does require additional application-specific functionality to be installed at the gateway.

In this context, TCP-enabled LLN devices would be first-class citizens of the Internet, natively
interoperable with the rest of the Internet via TCP/IP. They could use IoT protocols that assume
a TCP-based transport layer (e.g., MQTT [355]) and security tools for TCP/IP networks (e.g.,
stateful firewalls), without an application-layer gateway. In addition, while traditional LLN ap-
plications like environment monitoring can be supported by unreliable UDP, certain applications
do require high throughput and reliable delivery. Some examples are high-throughput sensing ap-
plications like anemometry (Section 5.3.2) and vibration monitoring [261]. Even low-throughput
sensing applications could benefit from high throughput and reliability for firmware updates and
for configuration and management (e.g., over Telnet or SSH). Applications built on expressive
cryptography (e.g., JEDI in Chapter 7) would also benefit from high throughput and reliability to
transfer large keys and ciphertexts over the network. TCP, if it performs well in LLNs, could benefit
these applications.

Adopting TCP in LLNs may also open an interesting research agenda for IoT. TCP is the de-
fault transport protocol outside of LLNs, and history has shown that, to justify other transport pro-
tocols, application characteristics must offer substantial opportunity for optimization (e.g., [486,
487, 179). If TCP becomes a viable option in LLNs, it would raise the bar for application-specific LLN protocols, resulting in some potentially interesting alternatives.

Although adopting TCP in LLNs could yield significant benefit and an interesting agenda, its feasibility and performance remain in question. This motivates our study.

5.3.2 Anemometry: An Example TCP-Based LLN Application

To demonstrate the benefits of TCP in LLNs, we describe anemometry in buildings, an LLN application that benefits from high throughput and reliable delivery.

An anemometer is a sensor that measures air velocity. Anemometers may be deployed in a building to diagnose problems with the Heating, Ventilation, and Cooling system (HVAC), and also to collect air flow measurements for improved HVAC control. This requires anemometers in difficult-to-reach locations, such as in air flow ducts, where it is infeasible to run wires. Therefore, anemometers must be battery-powered and must transmit readings wirelessly, making LLNs attractive.

We used anemometers based on the Hamilton platform [17], each consisting of four ultrasonic transceivers arranged as vertices of a tetrahedron (Figure 5.1). To measure the air velocity, each transceiver, in turn, emits a burst of ultrasound, and the impulse is measured by the other three transceivers. This process results in a total of 12 measurements.

Calculating the air velocity from these measurements is computationally infeasible on the anemometer itself, because Hamilton does not have hardware floating point support and the computations require complex trigonometry. Measurements must be transmitted over the network to a server that processes the data. Furthermore, a specific property of the analytics is that it requires a contiguous stream of data to maintain calibration (a numerical integration is performed on the measurements). Thus, the application requires a high sample rate (1 Hz), and is sensitive to data loss. A protocol for reliable delivery, like TCP or CoAP, is therefore necessary.
We note that the 1 Hz sample rate for this application is much higher than the sample rate of most sensors deployed in buildings. For example, a sensor measuring temperature, humidity, or occupancy in a building typically only generates a single reading every few tens of seconds or every few minutes. Furthermore, each individual reading from the anemometer is quite large (82 bytes), given that it encodes all 12 measurements (plus a small header). Given the higher data rate requirements of the anemometer application, it is natural to use a higher-capacity battery than the standard AA batteries used in most motes. The higher cost of such a battery is justified by the higher cost of the anemometer transducers.

5.4 Empirical Methodology

This section presents our methodology, carefully chosen to ground our study of full-scale TCP in LLNs.

5.4.1 Network Stack

Transport layer. That only a few full-scale TCP stacks exist, with a body of literature covering decades of refining, demonstrates that developing a feature-complete implementation of TCP is complex and error-prone [10]. Using a well-tested TCP implementation would ensure that results from our measurement study are due to the TCP protocol, not an artifact of the TCP implementation we used. Thus, we leverage the TCP implementation in FreeBSD 10.3 [180] to ground our study. We ported it to run in embedded operating systems and resource-constrained embedded devices (Section 5.4.2).

To verify the effectiveness of full-scale TCP in LLNs, we compare with CoAP [427], CoCoA [51], and unreliable UDP. CoAP is a standard LLN protocol that provides reliability on top of UDP. It is the most promising LLN alternative to TCP, gaining momentum in both academia [123, 461, 287, 409, 51, 414] and industry [158, 260], with adoption by Cisco [148, 434], Nest/Google [363], and Arm [426]. CoCoA [51] is a recent proposal that augments CoAP with RTT estimation.

It is attractive to compare TCP to a variety of commercial systems, as has been done by a number of studies in LTE/WLANs [487, 179]. Unfortunately, multihop LLNs have not yet reached the level of maturity to support a variety of commercial offerings; only CoAP has an appreciable level of commercial adoption. Other protocols are research proposals that often (1) are implemented for now-outdated operating systems and hardware or exist only in simulation [250, 281, 5], (2) target a very specific application paradigm [466, 439, 492], and/or (3) do not use IP [466, 250, 281, 369]. We choose CoAP and CoCoA because they are not subject to these constraints.

Layers 1 to 3. Because it is burdensome to place a border router with LAN connectivity within wireless range of every low-power host (e.g., sensor node), it is common to transmit data (e.g., readings) over multiple wireless LLN hops. Although each sensor must be battery-powered, it
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<table>
<thead>
<tr>
<th></th>
<th>TelosB</th>
<th>Hamilton</th>
<th>Firestorm</th>
<th>Raspberry Pi</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>MSP430</td>
<td>Cortex-M0+</td>
<td>Cortex-M4</td>
<td>Cortex-A53</td>
</tr>
<tr>
<td>RAM</td>
<td>10 KiB</td>
<td>32 KiB</td>
<td>64 KiB</td>
<td>256 MB</td>
</tr>
<tr>
<td>ROM</td>
<td>48 KiB</td>
<td>256 KiB</td>
<td>512 KiB</td>
<td>SD Card</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of the platforms we used (Hamilton and Firestorm) to TelosB and Raspberry Pi.

is reasonable to have a wall-powered LLN router node within transmission range of it.\(^1\) This motivates Thread\(^2\) [452, 280], a recently developed protocol standard that constructs a multihop LLN over IEEE 802.15.4 links with wall-powered, always-on router nodes and battery-powered, duty-cycled leaf nodes. We use OpenThread [363], an open-source implementation of Thread.

Thread decouples routing from energy efficiency. Among routers, it provides a mesh topology, frequent route updates, and asymmetric bidirectional routing for reliability. Each *leaf node* duty cycles its radio and simply chooses a router with good link quality, called its *parent*, as its next hop to all other nodes. The duty cycling uses *listen-after-send* [410]. A leaf node’s parent stores downstream packets destined for that leaf node, until the leaf node sends it a *data request* message. A leaf node, therefore, can keep its radio powered off most of the time; infrequently, it sends a data request message to its parent, and turns on its radio for a short interval afterward to listen for downstream packets queued at its parent. Leaf nodes may send upstream traffic at any time. Each node uses CSMA-CA for medium access.

5.4.2 Embedded Hardware

We use two embedded hardware platforms: Hamilton [276] and Firestorm [13]. Hamilton uses a SAMR21 SoC with a 48 MHz Cortex-M0+, 256 KiB of ROM, and 32 KiB of RAM. Firestorm uses a SAM4L 48 MHz Cortex-M4 with 512 KiB of ROM and 64 KiB of RAM. While these platforms are more powerful than the TelosB [382], an older LLN platform widely used in past studies, they are heavily resource-constrained compared to a Raspberry Pi (Table 5.2). Both platforms use the AT86RF233 radio, which supports IEEE 802.15.4. We use its standard data rate, 250 kb/s. We use Hamilton/OpenThread in our experiments; for comparison, we provide some results from Firestorm and other network stacks in Section 5.5 and Section 5.6.3.

Handling automatic radio features. The AT86RF233 radio has built-in hardware support for link-layer retransmissions and CSMA-CA. However, it automatically enters low-power mode during CSMA backoff, during which it does not listen for incoming frames [325]. This behavior, which we call *deaf listening*, interacts poorly with TCP when radios are always on, because TCP

---

\(^1\)The assumption of powered “core routers” is reasonable for most IoT use cases, which are typically indoors. Recent IoT protocols, such as Thread [452] and BLEmesh [59], take advantage of powered core routers.

\(^2\)Thread has a large amount of industry support with a consortium already consisting of over 100 members [451], and is used in real IoT products sold by Nest/Google [450]. Given this trend, using Thread makes our work timely.
requires bidirectional flow of packets—data in one direction and ACKs in the other. This may initially seem concerning, as deaf listening is an important power-saving feature. Fortunately, this problem disappears when using OpenThread’s listen-after-send duty-cycling protocol, as leaf nodes never transmit data when listening for downstream packets. For experiments with always-on radios, we do not use the radio’s capability for hardware CSMA and link retries; instead, we perform these operations in software.

**Multihop Testbed.** We construct an indoor LLN testbed, depicted in Figure 5.2, with 15 Hamilons where node 1 is configured as the border router. OpenThread forms a 3-to-5-hop topology at transmission power of -8 dBm. Embedded TCP endpoints (Hamilons) communicate with a Linux TCP endpoint (server on Amazon EC2) via the border router. During working hours, interference is present in the channel, due to people in the space using Wi-Fi and Bluetooth devices in the 2.4 GHz frequency band. At night, when there are few/no people in the space, there is much less interference.

### 5.5 Implementation of TCP\_lp

We seek to answer the following two questions: (1) Does full-scale TCP fit within the limited memory of modern LLN platforms? (2) How can we integrate a TCP implementation from a traditional OS into an embedded OS? To this end, we develop a TCP stack for LLNs based on the TCP implementation in FreeBSD 10.3, called TCP\_lp [294], on multiple embedded operating systems, RIOT OS [28] and TinyOS [309]. We use TCP\_lp in our measurement study in future sections.

Although we carefully preserved the protocol logic in the FreeBSD TCP implementation, achieving correct and performant operation on sensor platforms was a nontrivial effort. We had to
modify the FreeBSD TCP implementation according to the concurrency model of each embedded network stack and the timer abstractions provided by each embedded operating system. We also made other modifications to the FreeBSD TCP implementation to reduce its memory footprint.

We first discuss the TCP features supported by our implementation. Then we discuss and describe our changes to the FreeBSD TCP implementation below, with attention to the resulting memory overhead of TCP.

### 5.5.1 Supported TCP Features

TCP/lp includes features from FreeBSD that improve standard communication, like a sliding window, New Reno congestion control, zero-window probes, delayed ACKs, selective ACKs, TCP timestamps, and header prediction. Table 5.3 compares the feature set of TCP/lp to features in embedded TCP stacks. The TCP implementations in uIP and BLIP lack features core to TCP. uIP allows only one unACKed in-flight segment, eschewing TCP's sliding window. BLIP does not implement RTT estimation or congestion control. The TCP implementation in GNRC lacks features such as TCP timestamps, selective ACKs, and delayed ACKs, which are present in most full-scale TCP implementations. Another comparison of features in TCP stacks is available in the slides from an OpenThread developer meeting [296].

In addition to supporting the protocol-level features summarized in 5.3, TCP/lp is likely more robust than other embedded TCP stacks because it is based on a well-tested TCP implementation. While seemingly minor, some details, implemented incorrectly by TCP stacks, have had important consequences for TCP's behavior [10]. TCP/lp benefits from a thorough implementation of each aspect of TCP.

For example, TCP/lp, by virtue of using the FreeBSD TCP implementation, benefits from a robust implementation of congestion control. TCP/lp implements not only the basic New Reno algorithm, but also Explicit Congestion Notification [176], Appropriate Byte Counting [8, 9] and Limited Transmissions [177]. It also inherits from FreeBSD heuristics to identify and correct "bad
retransmissions” (as in Section 2.8 of [11]): if, after a retransmission, the corresponding ACK is received very soon (within $\frac{RTT}{2}$ of the retransmission), the ACK is assumed to correspond to the originally transmitted segment as opposed to the retransmission. The FreeBSD implementation and TCPlp recover from such “bad retransmissions” by restoring $cwnd$ and $ssthresh$ to their former values before the packet loss. Aside from congestion control, TCPlp benefits from header prediction [120], which introduces a “fast code path” to process common-case TCP segments (in-sequence data and ACKs) more efficiently, and Challenge ACKs [442], which make it more difficult for an attacker to inject an RST into a TCP connection.

Enhancements such as these make us more confident that our observed results are fundamental to TCP, as opposed to artifacts of poor implementation. Furthermore, they allow us to focus on performance problems arising from the challenges of LLNs, as opposed to general TCP-related challenges that the research community has already solved in the context of traditional networks and operating systems.

TCPlp, however, omits some features in FreeBSD’s TCP/IP stack. We omit dynamic window scaling, as buffers large enough to necessitate it ($\geq 64$ KiB) would not fit in memory. We omit the urgent pointer, as it not recommended for use [201] and would only complicate buffering. Certain security features, such as host cache, TCP signatures, SYN cache, and SYN cookies are outside the scope of this work. As mentioned above, however, we do retain Challenge ACKs [442].

5.5.2 Concurrency Model

We describe how the concurrency model of the underlying system interacts with TCPlp.

5.5.2.1 GNRC and OpenThread (RIOT OS)

RIOT OS provides threads as the basic unit of concurrency. Asynchronous interaction with hardware is done by interrupt handlers that preempt the current thread, perform a short operation in the interrupt context, and signal a related thread to perform any remaining operation outside of interrupt context. Then the thread is placed on the RIOT OS scheduler queue and is scheduled for execution depending on its priority.

The GNRC network stack for RIOT OS runs each network layer (or module) in a separate thread. Each thread has a priority and can be preempted by a thread with higher priority or by an interrupt. The thread for a lower network layer has higher priority than the thread for a higher layer.

The port of OpenThread for RIOT OS on which we implemented TCPlp handles received packets in one thread and sends packets from another thread, where the thread for received packets has higher priority [276]. The rationale for this design is to ensure timely processing of received packets at the radio, which is especially important in the context of a high-throughput flow.

To adapt TCPlp for GNRC, we run the FreeBSD implementation as a single TCP-layer thread, whose priority is between that of the application-layer thread and the IPv6-layer thread. To adapt TCPlp for OpenThread on RIOT OS, we call the TCP protocol logic (tcp_input()) at the appropriate point along the receive path, and send packets from the TCP protocol logic (tcp_output())
using the established send path. As explained in Section 5.5.3, we also use an additional thread for timer callbacks in RIOT OS.

Given that TCP state can be accessed concurrently from multiple threads—the TCP thread (GNRC) or receive thread (OpenThread), the application threads, and timer callbacks—we needed to synchronize access to it. The FreeBSD implementation allows fine-grained locking of connection state to allow different connections to be serviced in parallel on different CPUs. Given that low-power embedded sensors typically have only one CPU, however, we opted for simplicity, instead using a single global TCP lock for TCPlp.

5.5.2.2 BLIP (TinyOS) and Standalone OpenThread

TinyOS uses an event-driven concurrency model based on split-phase operations, consisting of an event loop that executes on a single stack. For concurrency, TinyOS provides three types of unique operations: commands and events, which are executed immediately, and tasks, which are scheduled for execution after all preceding tasks are completed. An interrupt handler may preempt the current function, perform a short operation in the interrupt context using asynchronous events and commands, and post a task to perform any remaining computation later. To adapt the thread-based FreeBSD implementation to the event-driven TinyOS, we execute the primary functions of FreeBSD, such as tcp_output() and tcp_input(), within tasks outside of interrupt context. Because tasks in TinyOS cannot preempt each other, we remove the locking present in the FreeBSD TCP implementation.

Later, we integrated TCPlp directly into OpenThread. This implementation is capable of running in a standalone OpenThread-based system without RIOT OS (Section 9.1.1). OpenThread uses event-driven concurrency similar to TinyOS, exposed to the network stack as Tasklets, so our concurrency design for TCPlp in OpenThread is similar to our concurrency design for TCPlp in TinyOS.

5.5.3 Timer Event Management

Given that many TCP operations are based on timer events, achieving correct timer operation is important. For example, if an RTO timer event is dropped by the embedded operating system, the RTO timer will not be rescheduled, and the connection may hang.

For a simple and stable operation, many existing embedded TCP stacks, including the uIP, lwIP, and BLIP TCP stacks, rely on a periodic, fixed-interval clock in order to check for expired timeouts. Instead, TCPlp uses one-shot tickless timers as FreeBSD 10.3 does [249], which is beneficial in two ways: (1) When there are no scheduled timers, the tickless timers allow the CPU to sleep, rather than being needlessly woken up at a fixed interval, resulting in lower energy consumption [276]. (2) Unlike fixed periodic timers, which can only be serviced on the next tick after they expire, tickless timers can be serviced as soon as they expire. To obtain these advantages, however, an embedded operating system must robustly manage asynchronous timer callbacks.

TinyOS has a single event queue maintained by the scheduler. The semantics of TinyOS guarantee that a task can exist in the event queue only once, even if it is posted (i.e., scheduled for
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<table>
<thead>
<tr>
<th></th>
<th>Protocol</th>
<th>Event Scheduler</th>
<th>User Library</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROM</td>
<td>21352 B</td>
<td>1696 B</td>
<td>5384 B</td>
</tr>
<tr>
<td>RAM (Per Active Socket)</td>
<td>488 B</td>
<td>40 B</td>
<td>36 B</td>
</tr>
<tr>
<td>RAM (Per Passive Socket)</td>
<td>16 B</td>
<td>16 B</td>
<td>36 B</td>
</tr>
</tbody>
</table>

Table 5.4: Memory usage of TCPlp on TinyOS. Our TCPlp implementation spans three modules: (1) protocol implementation, (2) event scheduler that injects callbacks into userspace, and (3) user library.

execution) multiple times before executing. Therefore, the event queue can be sized appropriately at compile-time to not overflow. Furthermore, TinyOS handles received packets in a separate queue than tasks. This ensures that TCP timer callbacks will not be dropped.

This is not the case for RIOT OS. Timer callbacks either handle the timer entirely in interrupt context, or put an event on a thread’s message queue, so that the thread performs the required callback operation. Each network protocol supported by RIOT OS has a single thread. Because a thread’s message queue in RIOT OS is used to hold both received packets and timer events, there is no guarantee when a timer expires that there is enough space in the thread message queue to accept a timer event; if there is not enough space, RIOT OS drops the timer event. Furthermore, if a timer expires multiple times before its event is handled by the thread, multiple events for the same timer can exist simultaneously in the queue; we cannot find an upper bound on the number of slots in the message queue used by a single timer. To provide robust TCP operation on RIOT OS, we create a second thread used exclusively for TCP timers. We handle timers similarly to TinyOS’ post operation, by preventing the message queue from having multiple callback events of a single timer. This eliminates the possibility of timer event drops.

5.5.4 Connection State for TCPlp

We use separate structures for active sockets used to send and receive bytes, and passive sockets used to listen for incoming connections, as passive sockets require less memory.

Table 5.4 and Table 5.5 depict the memory footprint of TCPlp on TinyOS and RIOT OS. The memory required for the protocol and application state of an active TCP socket fits in a few hundred bytes, less than 1% of the available RAM on the Cortex-M4 (Firestorm) and 2% of that on the Cortex-M0+ (Hamilton). Although TCPlp includes heavyweight features not traditionally included in embedded TCP stacks, it fits well within available memory.

5.5.5 Memory-Efficient Data Buffering

Existing embedded TCP stacks, such as uIP and BLIP, allow only one TCP packet in the air, eschewing careful implementation of send and receive buffers [279]. These buffers, however, are key to supporting TCP’s sliding window functionality. We observe in Section 5.6.2 that TCPlp performs well with only 2-3 KiB send and receive buffers, which comfortably fit in memory even
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Table 5.5: Memory usage of TCPlp on RIOT OS. We also include RIOT’s posix_soccket module, used by TCPlp to provide a Unix-like interface.

<table>
<thead>
<tr>
<th></th>
<th>Protocol</th>
<th>Socket Layer</th>
<th>posix_socket</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROM</td>
<td>19972 B</td>
<td>6216 B</td>
<td>5468 B</td>
</tr>
<tr>
<td>RAM (Per Active Socket)</td>
<td>364 B</td>
<td>88 B</td>
<td>48 B</td>
</tr>
<tr>
<td>RAM (Per Passive Socket)</td>
<td>12 B</td>
<td>88 B</td>
<td>48 B</td>
</tr>
</tbody>
</table>

when naively preallocated at compile time. Given that buffers dominate TCPlp’s memory usage, however, we discuss techniques to optimize their memory usage.

5.5.5.1 Send Buffer: Zero-Copy

Zero-copy techniques [48, 145, 449, 317, 327] are typically used in situations where the time for the CPU to copy memory is a significant bottleneck. Our situation is very different; the radio, not the CPU, is the bottleneck, owing to the low bandwidth of IEEE 802.15.4. By using a zero-copy send buffer, however, we can avoid allocating memory to intermediate buffers that would otherwise be needed to copy data, thereby reducing the network stack’s total memory usage.

In TinyOS, for example, the BLIP network stack supports vectored I/O; an outgoing packet passed to the IPv6 layer is specified as an iovec. Instead of allocating memory in the packet heap for each outgoing packet, TCPlp simply creates iovecs that point to existing data in the send buffer. This decreases the required size of the packet heap.

Unfortunately, zero-copy optimizations were not possible for the OpenThread implementation, because OpenThread does not support vectored I/O for sending packets. The result is that the TCPlp implementation requires a few kilobytes of additional memory for the send buffer on this platform.

5.5.5.2 Receive Buffer: In-Place Reassembly Queue

Not all zero-copy optimizations are useful in the embedded setting. In FreeBSD, received packets are passed to the TCP implementation as mbufs [489]. The receive buffer and reassembly buffer are mbuf chains, so data need not be copied out of mbufs to add them to either buffer or recover from out-of-order delivery. Furthermore, buffer sizes are chosen dynamically [415], and are merely a limit on their actual size. In our memory-constrained setting, such a design is dangerous because its memory usage is nondeterministic; there is additional memory overhead, due to headers, if the data are delivered in many small packets instead of a few large ones.

We opted for a flat array-based circular buffer for the receive buffer in TCPlp, primarily owing to its determinism in a limited-memory environment: buffer space is reserved at compile time. Head/tail pointers delimit which part of the array stores in-sequence data. To reduce memory consumption, we store out-of-order data in the same receive buffer, at the same position as if they were in-sequence. We use a bitmap, not head/tail pointers, to record where out-of-order data are
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Number of Received Bytes

(a) Naïve receive buffer. Note that size of advertised window + size of buffered data = size of receive buffer.

(b) Receive buffer with in-place reassembly queue. In-sequence data (yellow) is kept in a circular buffer, and out-of-order segments (red) are written in the space past the received data.

Figure 5.3: Naïve and final TCP receive buffers.

<table>
<thead>
<tr>
<th>Capacity</th>
<th>Fast Ethernet</th>
<th>Wi-Fi</th>
<th>Ethernet</th>
<th>IEEE 802.15.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity</td>
<td>100 Mb/s</td>
<td>54 Mb/s</td>
<td>10 Mb/s</td>
<td>250 kb/s</td>
</tr>
<tr>
<td>MTU</td>
<td>1500 B</td>
<td>1500 B</td>
<td>1500 B</td>
<td>104–116 B</td>
</tr>
<tr>
<td>Transmission Time</td>
<td>0.12 ms</td>
<td>0.22 ms</td>
<td>1.2 ms</td>
<td>4.1 ms</td>
</tr>
</tbody>
</table>

Table 5.6: Comparison of TCP/IP links.

<table>
<thead>
<tr>
<th>Header</th>
<th>IEEE 802.15.4</th>
<th>6LoWPAN</th>
<th>IPv6</th>
<th>TCP</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Frame</td>
<td>11–23 B</td>
<td>5 B</td>
<td>2–28 B</td>
<td>20–44 B</td>
<td>38–107 B</td>
</tr>
<tr>
<td>nth Frame</td>
<td>11–23 B</td>
<td>5–12 B</td>
<td>0 B</td>
<td>0 B</td>
<td>16–35 B</td>
</tr>
</tbody>
</table>

Table 5.7: Header overhead with 6LoWPAN fragmentation.

stored, because out-of-order data need not be contiguous. We call this an in-place reassembly queue (Figure 5.3).

5.6 TCP in a Low-Power Network

In this section, we characterize how full-scale TCP interacts with a low-power network stack, resource-constrained hardware, and a low-bandwidth link.

5.6.1 Reducing Header Overhead using MSS

In traditional networks, it is customary to set the Maximum Segment Size (MSS) to the link MTU (or path MTU) minus the size of the TCP/IP headers. IEEE 802.15.4 frames, however, are an order of magnitude smaller than frames in traditional networks (Table 5.6). The TCP/IP headers
consume more than half of the frame’s available MTU. As a result, TCP performs poorly, incurring more than 50% header overhead.

Earlier approaches to running TCP over low-MTU links (e.g., low-speed serial links) have used TCP/IP header compression based on per-flow state [251] to reduce header overhead. In contrast, the 6LoWPAN adaptation layer [348], designed for LLNs, supports only flow-independent compression of the IPv6 header using shared link-layer state, a clear departure from per-flow techniques. A key reason for this is that the compressor and decompressor in an LLN (host and border router) are separated by several IP hops,\(^3\) making it desirable for intermediate nodes to be able to determine a packet’s IP header without per-flow context (see Section 10 of [348]).

That said, compressing TCP headers separately from IP addresses using per-flow state is a promising approach to further amortize header overhead. There is preliminary work in this direction [25, 26], but it is based on uIP, which has one in-flight segment, and does not fully specify how to resynchronize compression state after packet loss with a multi-segment window. It is also not officially standardized by the IETF.

Therefore, we take an approach orthogonal to header compression. We instead choose an MSS larger than the link MTU admits, relying on fragmentation at the lower layers to decrease header overhead. Fragmentation is handled by 6LoWPAN, which acts at Layer 2.5, between the link and network layers. Unlike end-to-end IP fragmentation, the 6LoWPAN fragments exist only within the LLN, and are reassembled into IPv6 packets when leaving the network.

Relying on fragmentation is effective because, as shown in Table 5.7, TCP/IP headers consume space in the first fragment, but not in subsequent fragments. Using an excessively large MSS, however, decreases reliability because the loss of one fragment results in the loss of an entire packet. Existing work [24] has identified this trade-off and investigated it in simulation in the context of power consumption. We investigate it in the context of goodput in a live network.

Figure 5.4a shows the bandwidth as the MSS varies. As expected, we see poor performance at a small MSS due to header overhead. Performance gains diminish when the MSS becomes larger than 5 frames. We recommend using an MSS of about 5 frames, but it is reasonable to decrease it to 3 frames if more wireless loss is expected. Despite the small frame size of IEEE 802.15.4, we can effectively amortize header overhead for TCP using an atypical MSS. Adjusting the MSS is orthogonal to TCP header compression. We hope that widespread use of TCP over 6LoWPAN, perhaps based on our work, will cause TCP header compression to be separately investigated and possibly used together with a large MSS.

### 5.6.2 Impact of Buffer Size

Whereas simple TCP stacks, like uIP, allow only one in-flight segment, full-scale TCP requires complex buffering (Section 5.5.5). In this section, we vary the size of the buffers (send buffer for uplink experiments and receive buffer for downlink experiments) to study how it affects the bandwidth. In varying the buffer size, we are directly affecting the size of TCP’s flow window. We

\(^3\)Thread deliberately does not abstract the mesh as a single IP link. Instead, it organizes the LLN mesh as a set of overlapping link-local scopes, using IP-layer routing to determine the path packets take through the mesh [236].
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expect throughput to increase with the flow window size, with diminishing returns once it exceeds the bandwidth-delay product (BDP). The result is shown in Figure 5.4b. **Goodput levels off at a buffer size of 3 to 4 segments (1386 B to 1848 B), indicating that the buffer size needed to fill the BDP fits comfortably in memory.** Indeed, the BDP in this case is about 125kb/s · 0.1s ≈ 1.6KiB.\(^4\)

Downlink goodput at a buffer size of one segment is unusually high. This is because FreeBSD does not delay ACKs if the receive buffer is full, reducing the effective RTT from \(\approx 130\) ms to \(\approx 70\) ms. Indeed, goodput is very sensitive to RTT when the buffer size is small, because TCP exhibits “stop-and-wait” behavior due to the small flow window.

5.6.3 Direct TCP Connection

We also consider TCP goodput between two embedded nodes over the IEEE 802.15.4 link, over a single hop without any border router. Using the OpenThread network stack with RIOT OS on Hamilton, we are able to achieve 75 kb/s over a single TCP connection. For comparison, we are able to achieve 63 kb/s goodput over a TCP connection between two Hamilton motes using RIOT’s GNRC network stack, and 71 kb/s using the BLIP stack on Firestorm. Later, we integrated TCPlp directly into OpenThread (Section 9.1.1); with the resulting implementation, we are able to achieve approximately 80 kb/s between two nRF52840-DK boards. **This suggests that our results are reproducible across multiple platforms and embedded network stacks.** The minor performance degradation in GNRC is possibly explained by its greater header overhead due to implementation differences, and by its IPC-based thread-per-layer concurrency architecture, which

\(^4\)We estimate the bandwidth as 125 kb/s rather than 250 kb/s to account for the radio overhead identified in Section 5.6.4.
has known inefficiencies [119]. This suggests that the implementation of the underlying network stack, particularly with regard to concurrency, could affect TCP performance in LLNs.

### 5.6.4 Upper Bound on Single-Hop Goodput

We consider consider TCP goodput over a single hop without any border router, as we did in Section 5.6.3. Figure 5.5b lists various sources of overhead that limit TCPlp’s goodput, along with the ideal upper bounds that they admit. Link overhead refers to the 250 kb/s link capacity. Radio overhead includes SPI transfer to/from the radio (i.e., packet copying [365]), CSMA, and link-layer ACKs, which cannot be pipelined because the AT86RF233 radio has only one frame buffer. A full-sized 127-byte frame spends 4.1 ms in the air at 250 kb/s, but the radio takes 7.2 ms to send it (Figure 5.5a), almost halving the link bandwidth available to a single node. This is consistent with prior results [365]. Unused refers to unused space in link frames due to inefficiencies in the 6LoWPAN implementation. Overall, we estimate a 95 kb/s upper bound on goodput (100 kb/s without TCP headers). Our 75 kb/s measurement is within 25% of this upper bound, substantially higher than prior work (Table 5.8). The difference from the upper bound is likely due to network stack processing and other real-world inefficiencies.

5 For this study, we list aggregate goodput over multiple TCP flows.

6 One study [154] achieves ≈ 16 kb/s over multiple hops using the Linux TCP stack. We do not include it in Table 5.8 because it does not capture the resource constraints of LLNs (it uses traditional computers for the end hosts) and does not consider hidden terminals (it uses different wireless channels for different wireless hops). It uses TCP to evaluate link-layer burst forwarding.
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<table>
<thead>
<tr>
<th></th>
<th>[513]</th>
<th>[25]</th>
<th>[222]</th>
<th>[279]²</th>
<th>[236, 235]</th>
<th>Our Work (Hamilton Platform)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP Stack</td>
<td>uIP</td>
<td>uIP</td>
<td>uIP</td>
<td>BLIP</td>
<td>Arch Rock</td>
<td>TCPlp (RIOT OS, OpenThread)</td>
</tr>
<tr>
<td>Maximum Segment Size</td>
<td>1 Frame</td>
<td>1 Frame</td>
<td>4 Frames</td>
<td>1 Frame</td>
<td>1024 bytes</td>
<td>5 Frames</td>
</tr>
<tr>
<td>Window Size</td>
<td>1 Segment</td>
<td>1 Segment</td>
<td>1 Segment</td>
<td>1 Segment</td>
<td>1 Segment</td>
<td>1848 bytes (4 Segments)</td>
</tr>
<tr>
<td>Goodput (One Hop)</td>
<td>1.5 kb/s</td>
<td>≈ 13 kb/s</td>
<td>≈ 12 kb/s</td>
<td>≈ 4.8 kb/s</td>
<td>15 kb/s</td>
<td>75 kb/s</td>
</tr>
<tr>
<td>Goodput (Multi-Hop)</td>
<td>≈ 0.55 kb/s</td>
<td>≈ 6.4 kb/s</td>
<td>≈ 12 kb/s</td>
<td>≈ 2.4 kb/s</td>
<td>9.6 kb/s</td>
<td>20 kb/s</td>
</tr>
</tbody>
</table>

Table 5.8: Comparison of TCPlp to existing TCP implementations used in network studies over IEEE 802.15.4 networks. Goodput figures obtained by reading graphs in the original paper (rather than stated numbers) are marked with the ≈ symbol.

5.7 TCP Over Multiple Wireless Hops

We instrument TCP connections between Hamilton nodes in our multi-hop testbed, without using the EC2 server.

5.7.1 Mitigating Hidden Terminals in LLNs

Prior work over traditional WLANs has shown that hidden terminals degrade TCP performance over multiple wireless hops [190]. Using RTS/CTS for hidden terminal avoidance has been shown to be effective in WLANs. This technique has an unacceptably high overhead in LLNs [488], however, because data frames are small (Table 5.6), comparable in size to the additional control frames required. Prior work in LLNs has carefully designed application traffic, using rate control [281, 237] and link-layer delays [488], to avoid hidden terminals.

But prior work does not explore these techniques in the context of TCP. Unlike protocols like CoAP and simplified TCP implementations like uIP, a full-scale TCP flow has a multi-segment sliding window of unacknowledged data, making it unclear a priori whether existing LLN techniques will be sufficient. In particular, rate control seems sufficient because of bi-directional packet flow in TCP (data in one direction and ACKs in the other). So, rather than applying rate control, we attempt to avoid hidden terminals by adding a delay $d$ between link-layer retries in addition to CSMA backoff. After a failed link transmission, a node waits for a random duration between 0 and $d$, before retransmitting the frame. The idea is that if two frames collide due to a hidden terminal, the delay will prevent their link-layer retransmissions from colliding.
Figure 5.6: Effect of varying time between link-layer retransmissions. Reported “segment loss” is the loss rate of TCP segments, not individual IEEE 802.15.4 frames. It includes only losses not masked by link-layer retries.

We modified OpenThread, which previously had no delay between link retries, to implement this. As expected, single-hop performance (Figure 5.6a) decreases as the delay between link retries increases; hidden terminals are not an issue in that setting. Packet loss is high for the multihop experiment (Figure 5.6b) when the link retry delay is 0, as is expected from hidden terminals. **Adding a small delay between link retries, however, effectively reduces packet loss.** Making the delay too large raises the RTT (Figure 5.6c).

We prefer a smaller frame/segment loss rate, even if goodput stays the same, in order to make more efficient use of network resources. Therefore, we prefer a moderate delay ($d = 40$ ms) to a small delay ($d = 5$ ms), even though both provide the same goodput, because the frame and segment loss rates are smaller when $d$ is large (Figures 5.6b and 5.6d).
5.7.2 Upper Bound on Multi-Hop Goodput

Comparing Figures 5.6a and 5.6b, goodput over three wireless hops is substantially smaller than goodput over a single hop. Prior work has observed similar throughput reductions over multiple hops [279, 365]. It is due to radio scheduling constraints inherent in the multihop setting, which we describe in this section. Let \( B \) be the bandwidth over a single hop.

Consider a two-hop setup: \( S \rightarrow R_1 \rightarrow D \). \( R_1 \) cannot receive a frame from \( S \) while sending a frame to \( D \), because its radio cannot transmit and receive simultaneously. Thus, the maximum achievable bandwidth over two hops is \( \frac{B}{2} \).

Now consider a three-hop setup: \( S \rightarrow R_1 \rightarrow R_2 \rightarrow D \). By the same argument, if a frame is being transferred over \( R_1 \rightarrow R_2 \), then neither \( S \rightarrow R_1 \) nor \( R_2 \rightarrow D \) can be active. Furthermore, if a frame is being transferred over \( R_2 \rightarrow D \), then \( R_1 \) can hear that frame. Therefore, \( S \rightarrow R_1 \) cannot transfer a frame at that time; if it does, then its frame will collide at \( R_1 \) with the frame being transferred over \( R_2 \rightarrow D \). Thus, the maximum bandwidth is \( \frac{B}{3} \). We depict this ideal upper bound in Figure 5.6b, taking \( B \) to be the ideal single-hop goodput from Section 5.6.4.

In setups with more than three hops, every set of three adjacent hops is subject to this constraint. The first hop and fourth hop, however, may be able to transfer frames simultaneously. Therefore, the maximum bandwidth is still \( \frac{B}{3} \). In practice, goodput may fall slightly because transmissions from a node may interfere with nodes multiple hops away, even if they can only be received by its immediate neighbors.

We made empirical measurements with \( d = 40 \text{ ms} \) to validate this analysis. Goodput over one hop was 64.1 kb/s; over two hops, 28.3 kb/s; over three hops, 19.5 kb/s; and over four hops, 17.5 kb/s. This roughly fits the model.

This analysis justifies why the same window size works well for both the one-hop experiments and the three-hop experiments in Section 5.7.1. Although the RTT is three times higher, the bandwidth-delay product is approximately the same. **Crucially, this means that the 2 KiB buffer size we determined in Section 5.6.2, which fits comfortably in memory, remains applicable for up to three wireless hops.**

5.7.3 TCP Congestion Control in LLNs

Recall that small send/receive buffers of only 1848 bytes (4 TCP segments) each are enough to achieve good TCP performance. This profoundly impacts TCP’s congestion control mechanism. For example, consider Figure 5.6b. It is remarkable that throughput is almost the same at \( d = 0 \text{ ms} \) and \( d = 30 \text{ ms} \), despite having 6% packet loss in the first case and less than 1% packet loss in the second.

Figure 5.7a depicts the congestion window over a 100 second interval during the \( d = 0 \text{ ms} \) experiment.\(^7\) Interestingly, the cwnd graph is far from the canonical sawtooth shape (e.g., Figure 7).

---

\(^7\) All congestion events in Figure 5.7a were fast retransmissions, except for one timeout at \( t = 569 \text{ s} \). cwnd is temporarily set to 1 MSS during fast retransmissions due to an artifact of FreeBSD’s implementation of SACK recovery. For clarity, we cap cwnd at the size of the send buffer, and we remove fluctuations in cwnd which resulted from “bad retransmissions” that the FreeBSD implementation corrected in the course of its normal execution.
11(b) in [34]); $cwnd$ is almost always maxed out even though losses are frequent (6%). This is specific to small buffers. In traditional environments, where links have higher throughput and buffers are large, it takes longer for $cwnd$ to recover after packet loss, greatly limiting the sending rate with frequent packet losses. In contrast, in LLNs, where send/receive buffers are small, $cwnd$ recovers to the maximum size quickly after packet loss, making TCP performance robust to packet loss.

Congestion behavior also provides insight into loss patterns, as shown in Figure 5.7b. Fast retransmissions (used for isolated losses) become less frequent as $d$ increases, suggesting that they are primarily caused by hidden-terminal-related losses. Timeouts do not become less frequent as $d$ is increased, suggesting that they are caused by something else.

### 5.7.4 Modeling TCP Goodput in an LLN

Our findings in Section 5.7.3 suggest that, in LLNs, $cwnd$ is limited by the buffer size, not packet loss. To validate this, we analytically model TCP performance according to our observations in Section 5.7.3, and then check if the resulting model is consistent with the data. Comprehensive models of TCP, which take window size limitations into account, already exist [368]; in contrast, our model is intentionally simple to provide intuition.

Observations in Section 5.7.3 suggest that we can neglect the time it takes the congestion window to recover after packet loss. So, we model a TCP connection as binary: either it is sending data with a full window, or it is not sending new data because it is recovering from packet loss. According to this model, we can think of a TCP flow as a sequence of bursts. A burst is a sequence of full windows of data successfully transferred, which ends in a packet loss. After this loss, the flow spends some time recovering from the packet loss, which we call a rest. Then, the next burst begins. Burst lengths depend on the packet loss rate $p$ and rest lengths depend on the RTT.
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Let $w$ be the size of TCP’s flow window, measured in segments (for our experiments in Section 5.7.3, we would have $w = 4$). Define $b$ as the average number of windows sent in a burst. The goodput of TCP is the number of bytes sent in each burst, which is $w \cdot b \cdot \text{MSS}$, divided by the duration of each burst. A burst lasts for the time to transmit $b$ windows of data, plus the time to recover from the packet loss that ended the burst. The time to transmit $b$ windows is $b \cdot \text{RTT}$. We define $t_{\text{rec}}$ to be the time to recover from the packet loss. Then we have

$$B = \frac{w \cdot b \cdot \text{MSS}}{b \cdot \text{RTT} + t_{\text{rec}}}.$$  \hspace{1cm} (5.1)

The value of $b$ depends on the packet loss rate. We define a new variable, $p_{\text{win}}$, which denotes the probability that at least one packet in a window is lost. Then $b = \frac{1}{p_{\text{win}}}$.

To complete the model, we must estimate $t_{\text{rec}}$ and $p_{\text{win}}$.

The value of $t_{\text{rec}}$ depends on whether the retransmission timer expires (called an RTO) or a fast retransmission is performed. If an RTO occurs, the total time lost is the excess time budgeted to the retransmit timer beyond one RTT, plus the time to retransmit the lost segments. We denote the time budgeted to the retransmit timer as ETO. So the total time lost due to a timeout, assuming it takes about 2 RTTs to recover lost segments, would be $(\text{ETO} - \text{RTT}) + 2 \cdot \text{RTT} = \text{ETO} + \text{RTT}$. After a fast retransmission, TCP enters a “fast recovery” state [55, 210]. Fast recovery requires buffer space to be effective, however. In particular, if the buffer contains only four TCP segments, then the lost packet, and three packets afterward which resulted in duplicate ACKs, account for the entire send buffer; therefore, TCP cannot send new data during fast recovery, and instead stalls for one RTT, until the ACK for the fast retransmission is received. In contrast, choosing a larger send buffer will allow fast recovery to more effectively mask this loss [415].

As discussed in Section 5.7.3, these two types of losses may be caused by different factors. Therefore, we do not attempt to distinguish them on basis of probability. Instead, we use a very simple model: $t_{\text{rec}} = \ell \cdot \text{RTT}$. The constant $\ell$ can be chosen to describe the number of “productive” RTTs lost due to a packet loss. Based on the estimates above, choosing $\ell = 2$ seems reasonable for our experiments in Section 5.7 which used a buffer size of four segments.

To model $p_{\text{win}}$, we assume that, in each window, segment losses are independent. This gives us $p_{\text{win}} = 1 - (1 - p)^w$, where $p$ is the probability of an individual segment being lost (after link retries). Because $p$ is likely to be small (less than 20%), we apply the approximation that $(1 - x)^a \approx 1 - ax$ for small $x$. This gives us $p_{\text{win}} \approx wp$.

Applying these equations for $t_{\text{rec}}$ and $p_{\text{win}}$, along with some minor algebraic manipulation to put our equation in a similar form to Equation 5.4, we obtain a model for TCP performance in LLNs, for small $w$ and $p$.

$$B = \frac{\text{MSS}}{\text{RTT}} \cdot \frac{1}{\frac{1}{w} + \ell p}.$$  \hspace{1cm} (5.2)

Taking $\ell = 2$, as discussed above, we obtain the following model.

$$B = \frac{\text{MSS}}{\text{RTT}} \cdot \frac{1}{\frac{1}{w} + 2p}.$$  \hspace{1cm} (5.3)
where \( B \), the TCP goodput, is written in terms of the maximum segment size \( \text{MSS} \), round-trip time \( \text{RTT} \), packet loss rate \( p \) (\( 0 < p < 1 \)), and window size \( w \) (sized to BDP, in packets). Figures 5.6a and 5.6b include the predicted goodput as dotted lines, calculated according to Equation 5.3 using the empirical RTT and segment loss rate for each experiment. \textbf{Our model of TCP goodput closely matches the empirical results.}

An established model of TCP outside of LLNs is the following [300, 337].

\[
B = \frac{\text{MSS}}{\text{RTT}} \cdot \sqrt{\frac{3}{2p}}
\]

Equation 5.4 fundamentally relies on there being many competing flows, so we do not expect it to match our empirical results from Section 5.7.3. But, given that existing work examining TCP in LLNs makes use of this formula to ground new algorithms [241], the differences between Equations 5.3 and 5.4 are interesting to study. In particular, Equation 5.3 has an added \( \frac{1}{w} \) in the denominator and depends on \( p \) rather than \( \sqrt{p} \), explaining, mathematically, how TCP in LLNs is more robust to small amounts of packet loss. We hope that Equations 5.2 and 5.3 will provide a foundation for future research on TCP in LLNs.

5.8 TCP in LLN Applications

To demonstrate that TCP is practical for real IoT use cases, we compare its performance to that of CoAP, CoCoA, and unreliable UDP in three workloads inspired by real application scenarios: web server, sense-and-send, and event detection. We evaluate the protocols over multiple hops with duty-cycled radios and wireless interference, present in our testbed in the day (Section 5.4.2). In our experiments, nodes 12–15 (Figure 5.2) send data to a server running on Amazon EC2. The RTT from the border router to the server was \( \approx 12 \text{ ms} \), much smaller than within the low-power mesh (\( \approx 100-300 \text{ ms} \)).

In our preliminary experiments, we found that in the presence of simultaneous TCP flows, tail drops at a relay node significantly impacted fairness. Implementing Random Early Detection (RED) [178] with Explicit Congestion Notification (ECN) support solved this problem. Therefore, we use RED and ECN for experiments in this section with multiple flows. While such solutions have sometimes been problematic since they are implemented in routers, they are more natural in LLNs because the intermediate “routers” relaying packets in an LLN typically also participate in the network as hosts.

We generally use a smaller MSS (3 frames) in this section, because it is more robust to interference in the day (Section 5.6). Furthermore, duty-cycling increases the RTT. It is natural to ask whether our conclusions in Section 5.7, including the model developed in Section 5.7.4, still hold in this setting. With a sleep interval of 100 ms, we qualitatively observed that, although \( cwnd \) tends to recover more slowly after loss, due to the smaller MSS and larger RTT, it is still “maxed out” past the BDP most of the time. Therefore, we expect our conclusion, that TCP is more resilient to packet loss, to also apply in this setting. One may consider adapting our model from Section 5.7.4
to this setting by choosing a larger value of $\ell$ to reflect the fact that cwnd recovers from loss less quickly due to the smaller MSS. It is possible, however, that one could derive a better model by explicitly modeling the phase when cwnd is recovering, similar to other existing TCP models (in contrast to our model above, where we assume that the TCP flow is binary—either transmitting at a full window, or in backoff after loss). We leave a rigorous treatment of how these changes might affect the model, including an exploration of this idea, to future work.

Running TCP in these workloads motivates Adaptive Duty Cycle and Finer-Grained Link Queue Management, which we introduce below as they are needed.

### 5.8.1 Web Server Application Scenario

To study TCP with multiple wireless hops and duty cycling, we begin with a web server hosted on a low-power device. We compare HTTP/TCP and CoAP/UDP (Section 5.4.1).

#### 5.8.1.1 Latency Analysis

An HTTP request requires two round-trips: one to establish a TCP connection, and another for request/response. CoAP requires only one round trip (no connection establishment) and has smaller headers. Therefore, CoAP has a lower latency than HTTP/TCP when using an always-on link (Figure 5.8a). Even so, the latency of HTTP/TCP in this case is well below 1 second, not so large as to degrade user experience.

We now explore how a duty-cycled link affects the latency. Recall that leaf nodes in OpenThread (Section 5.4.1) periodically poll their parent to receive downstream packets, and keep their radios in a low-power sleep state between polls. We set the sleep interval—the time that a node waits between polls—to 1 s and show the latency in Figure 5.8b. Interestingly, HTTP’s minimum observed latency is much higher than CoAP’s, more than is explained by its additional round trip.
Upon investigation, we found that this is because the self-clocking nature of TCP [252] interacts poorly with the duty-cycled link. Concretely, the web server receives the SYN packet when it polls its parent, and sends the SYN-ACK immediately afterward, at the beginning of the next sleep interval. The web server therefore waits for the entire sleep interval before polling its parent again to receive the HTTP request, thereby experiencing the worst-case latency for the second round trip. We also observed this problem for batch transfer over TCP; TCP’s self-clocking behavior causes it to consistently experience the worst-case round-trip time.

To solve this problem, we propose a technique called Adaptive Duty Cycling. After the web server receives a SYN, it reduces the sleep interval in anticipation of receiving an HTTP request. After serving the request, it restores the sleep interval to its old value. Unlike early LLN link-layer protocols like S-MAC [499] that use an adaptive duty cycle, we use transport-layer state to inform the duty cycle. Figure 5.8c shows the latency with adaptive duty cycling, where the sleep interval is temporarily reduced to 100 ms after connection establishment. With adaptive duty-cycling, the latency overhead of HTTP compared to CoAP is small, despite larger headers and an extra round trip for connection establishment.

Adaptive duty cycling is also useful in high-throughput scenarios, and in situations with persistent TCP connections. We apply adaptive duty cycling to one such scenario in Section 5.8.2.

5.8.1.2 Throughput Analysis

In Section 5.8.1.1, the size of the web server’s response was 82 bytes, intentionally small to focus on latency. In a real application, however, the response may be large (e.g., it may contain a batch of sensor readings). In this section, we explore larger response sizes. We use a short sleep interval of 100 ms. This is realistic because, using adaptive duty cycling, the sleep interval may be longer when the node is idle, and reduced to 100 ms only when transferring the response.
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Figure 5.9a shows the total time from dispatching the request to receiving the full response, as we vary the size of the response. It plots the median time, with quartiles shown in error bars. HTTP takes longer than CoAP when the response size is small (consistent with Figure 5.8), but CoAP takes longer when the response size is larger. This indicates that while HTTP/TCP has a greater fixed-size overhead than CoAP (higher y-intercept), it transfers data at a higher throughput (lower slope). TCP achieves a higher throughput than CoAP because CoAP sends response segments one-at-a-time (“stop and wait”), whereas TCP allows multiple segments to be in flight simultaneously (“sliding window”).

To quantify the difference in throughput, we compare TCP and CoAP when transferring 50 KiB of data in Figure 5.9b. TCP achieves 40% higher throughput compared to CoAP, over multiple hops and a duty-cycled link.

5.8.1.3 Power Consumption

TCP consumes more energy than CoAP due to the extra round-trip at the beginning. In practice, however, a web server is interactive, and therefore will be idle most of the time. Thus, the idle power consumption dominates. For example, TCP keeps the radio on 35% longer than CoAP for a response size of 1024 bytes, but if the user makes one request every 100 seconds on average, this difference drops to only 0.35%. Thus, we relegate in-depth power measurements to the sense-and-send application (Section 5.8.2), which is non-interactive.

5.8.2 Sense-and-Send Application Scenario

We turn our focus to the common sense-and-send paradigm, in which devices periodically collect sensor readings and send them upstream. For concreteness, we model our experiments on the deployment of anemometers in a building, a real-world LLN use case described in Section 5.3.2. Anemometers collect measurements frequently (once per second), making heavy use of the transport protocol; given that our focus is on transport performance, this makes anemometers a good fit for our study. Other sensor deployments (e.g., temperature, humidity, building occupancy, etc.) sample data at a lower rate (e.g., 0.05 Hz), but are otherwise similar. Thus, we expect our results to generalize to other sense-and-send applications.

Nodes 12–15 (Figure 5.2) each generate one 82-byte reading every 1 second, and send it to the cloud server using either TCP or CoAP. We use most of the remaining RAM as an application-layer queue to prevent data from being lost if CoAP or TCP is in backoff after packet loss and cannot send out new data immediately. We make use of adaptive duty cycling for both TCP and CoAP, with a base sleep interval of four minutes (OpenThread’s default) and decreasing it to 100 ms8 when a TCP ACK or CoAP response is expected.

We measure a solution’s reliability as the proportion of generated readings delivered to the server. Given that TCP and CoAP both guarantee reliability, a reliability measurement of less than 100% is caused by overflow of the application-layer queue due to poor network conditions.

---

8100 ms is comparable to ContikiMAC’s default sleep interval of 125 ms.
Figure 5.10: Effect of batching on power consumption.

preventing data from being reliably communicated as fast as they are generated. Generating data more slowly would result in higher reliability.

5.8.2.1 Performance in Favorable Conditions

We begin with experiments in our testbed at night, when there is less wireless interference. We compare three setups: (1) CoAP, (2) CoCoA, and (3) TCPlp. We also compare two sending scenarios: (1) sending each sensor reading right away (“No Batching”), and (2) sending sensor readings in batches of 64 (“Batching”) [282]. We ensure that packets in a CoAP batch are the same size as segments in TCP (five frames).

All setups achieved 100% reliability due to end-to-end acknowledgments (figures are omitted for brevity). Figures 5.10a and 5.10b also show that all the three protocols consume similar power; TCP is comparable to LLN-specific solutions.

Both the radio and CPU duty cycle are significantly smaller with batching than without batching. By sending data in batches, nodes can amortize the cost of sending data and waiting for a response. Thus, batching is the more realistic workload, so we use it to continue our evaluation.

5.8.2.2 Resilience to Packet Loss

In this section, we inject uniformly random packet loss at the border router and measure each solution. The result is shown in Figure 5.11. Note that the injected loss rate corresponds to the packet-level loss rate after link retries and 6LoWPAN reassembly. Although we plot loss rates up to 21%, we consider loss rates > 15% exceptional; we focus on the loss rate up to 15%. A number of WSN studies have already achieved > 90% end-to-end packet delivery, using only link/routing layer techniques (not transport) [153, 277, 278]. In our testbed environment, we have not observed the loss rate exceed 15% for an extended time, even with wireless interference.
Both CoAP and TCP achieve nearly 100% reliability at packet loss rates less than 15%, as shown in Figure 5.11a. At loss rates greater than 9%, CoCoA performs poorly. The reason is that CoCoA attempts to measure RTT for retransmitted packets, and conservatively calculates the RTT relative to the first transmission. This results in an inflated RTT value that causes CoCoA to delay longer before retransmitting, causing the application-layer queue to overflow. Full-scale TCP is immune to this problem despite measuring the RTT, because the TCP timestamp option allows TCP to unambiguously determine the RTT even for retransmitted segments.

Figures 5.11c and 5.11d show that, overall, TCP and CoAP perform comparably in terms of radio and CPU duty cycle. At 0% injected loss, TCPlp has a slightly higher duty cycle, consistent with Figure 5.10. At moderate packet loss, TCPlp appears to have a slightly lower duty cycle. This may be due to TCP’s sliding window, which allows it to tolerate some ACK losses without retries. Additionally, Figure 5.11b shows that, although most of TCP’s retransmissions are explained by
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timeouts, a significant portion were triggered in other ways (e.g., duplicate ACKs). In contrast, CoAP and CoCoA rely exclusively on timeouts, which has intrinsic limitations [512].

With exceptionally high packet loss rates (>15%), CoAP achieves higher reliability than TCP, because it “gives up” after just 4 retries; it exponentially increases the wait time between those retries, but then resets its RTO to 3 seconds when giving up and moving to the next packet. In contrast, TCP performs up to 12 retries with exponential backoff. Thus, TCP backs off further than CoAP upon consecutive packet losses, witnessed by the smaller retransmission count in Figure 5.11b, causing the application-layer queue to overflow more. This performance gap could be filled by parameter tuning.

We also consider an ideal “roofline” protocol to calculate a fairly loose lower bound on the duty cycle. This ideal protocol has the same header overhead as TCP, but learns which packets were lost for “free,” without using ACKs or running MMC. Thus, it turns on its radio only to send out data and retransmit lost packets. The real protocols have much higher duty cycles than the ideal protocol would have (Figure 5.11c), suggesting that a significant amount of their overhead stems from determining which packets were lost—polling the parent node for downstream TCP ACKs/CoAP responses. This gap could be reduced by improving OpenThread’s MMC protocol. For example, rather than using a fixed sleep interval of 100 ms when an ACK is expected, one could use exponential backoff to increase the sleep interval if an ACK is not quickly received. We leave exploring such ideas to future work.

5.8.2.3 Performance in Lossy Conditions

We compare the protocols over the course of a full day in our testbed, to study the impact of real wireless interference associated with human activity in an office. We focus on TCP and CoAP since they were the most promising protocols from the previous experiment. To ensure that TCP and CoAP are subject to similar interference patterns, we (1) run them simultaneously, and (2) hardcode adjacent TCP and CoAP nodes to have the same first hop in the multihop topology.

Improving Queue Management. OpenThread’s queue management interacts poorly with TCP in the presence of interference. When a duty-cycled leaf node sends a data request message to its parent, it turns its radio on and listens until it receives a reply (called an “indirect message”). In OpenThread, the parent finishes sending its current frame (which may require link retries in the presence of interference), and then sends the indirect message. The duty-cycled leaf node keeps its radio on during this time, causing its radio duty cycle to increase. This is particularly bad for TCP, as its sliding window makes it more likely for the parent node to be in the middle of sending a frame when it receives a data request packet from a leaf node. Thus, we modified OpenThread to allow indirect messages to preempt the current frame in between link-layer retries, to minimize the time that duty-cycled leaf nodes must wait for a reply with their radios on. Both TCP and CoAP benefited from this; TCP benefited more because it suffered more from the problem to begin with.

Power Consumption. To improve power consumption for both TCP and CoAP, we adjusted parameters according to the lossy environment: (1) we enabled link-layer retries for indirect messages, (2) we decreased the data request timeout and performed link-layer retries more rapidly for
indirect messages, to deliver them to leaves more quickly, and (3) given the high level of daytime interference, we decreased the MSS from five frames to three frames (as in Section 5.8).

Figure 5.12 depicts the radio duty cycle of TCP and CoAP for a trial representative of our overall results. CoAP maintains a lower duty cycle than TCP when there is less interference; TCP has a slightly lower duty cycle than CoAP during working hours, when there is more wireless interference. TCP’s better performance at a higher loss rate is consistent with our results from Section 5.8.2.2. At a lower packet loss rate, TCP performs slightly worse than CoAP. This could be due to hidden terminal losses; more retries, on average, are required for indirect messages for TCP, causing leaf nodes to stay awake longer. Overall, CoAP and TCP perform similarly (Table 5.9).

### Figure 5.12: Radio duty cycle of TCP and CoAP in a lossy wireless environment, in one representative trial (losses are caused by natural human activity).

### Table 5.9: Performance in the testbed over a full day, averaged over multiple trials. The ideal protocol (Section 5.8.2.2) would have a radio duty cycle of \( \approx 0.63\%–0.70\% \) under similarly lossy conditions.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Reliability</th>
<th>Radio Duty Cycle</th>
<th>CPU Duty Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCPlp</td>
<td>99.3%</td>
<td>2.29%</td>
<td>0.973%</td>
</tr>
<tr>
<td>CoAP</td>
<td>99.5%</td>
<td>1.84%</td>
<td>0.834%</td>
</tr>
<tr>
<td>Unreliable, no batching</td>
<td>93.4%</td>
<td>1.13%</td>
<td>0.52%</td>
</tr>
<tr>
<td>Unreliable, with batching</td>
<td>95.3%</td>
<td>0.734%</td>
<td>0.30%</td>
</tr>
</tbody>
</table>
5.8.2.4 Unreliable UDP

As a point of comparison, we repeat the sense-and-send experiment using a UDP-based protocol that does not provide reliability. Concretely, we run CoAP in “nonconfirmable” mode, in which it does not use transport-layer ACKs or retransmissions. The result is in the last two rows of Table 5.9. Compared to unreliable UDP, reliable approaches increase the radio/CPU duty cycle by $3 \times$, in exchange for nearly 100% reliability. That said, the corresponding decrease in battery life will be less than $3 \times$, because other sources of power consumption (reading from sensors, idle current) are also significant.

For other sense-and-send applications that sample at a lower rate, TCP and CoAP would see higher reliability (less application queue loss), but UDP would not similarly benefit (no application queue). Furthermore, the power consumption of TCP, CoAP, and unreliable UDP would all be closer together, given that the radio and CPU spend more time idle.

5.8.3 Event Detection Application Scenario

Finally, we consider an application scenario where multiple flows compete for available bandwidth in an LLN. One such scenario is event detection: sensors wait until an interesting event occurs, at which point they report data upstream at a high data rate. Because such events tend to be correlated, multiple sensors send data simultaneously.

Nodes 12-15 in our testbed simultaneously transmit data to the EC2 instance (Figure 5.2), which measures the goodput of each flow. We use the same duty-cycling policy as in Section 5.8.2. We divide each flow into 40-second intervals, measure the goodput in each interval, and compute the median and quartiles of goodput across all flows and intervals. The median gives a sense of aggregate goodput, and the quartiles gives a sense of fairness (quartiles close to the median are better).

Figure 5.13 shows the median and quartiles (as error bars) as the offered load increases. For small offered load, the per-flow goodput increases linearly. Once the aggregate load saturates the network, goodput declines slightly and the interquartile range increases, due to inefficiencies in independent flows competing for bandwidth. Overall, TCP performs similarly to CoAP and CoCoA, indicating that TCP’s congestion control remains effective despite our observations in Section 5.7.3 that it behaves differently in LLNs.

5.9 Conclusion

TCP is the de facto reliability protocol in the Internet. Over the past 40 years, new physical-, datalink-, and application-layer protocols have evolved alongside TCP, and supporting good TCP performance was a consideration in their design. TCP is the obvious performance baseline for new transport-layer proposals. To warrant adoption, novel transports must be much better than TCP in the intended application domain.

In contrast, when LLN research flourished two decades ago, LLN hardware could not run full-scale TCP. The original system architecture for networked sensors [223], for example, targeted an
8-bit MCU with only 512 bytes of memory. It naturally became taken for granted that TCP is too heavy for LLNs. Furthermore, contemporary research on TCP in WLANs [35, 32] suggested that TCP would perform poorly in LLNs even if the resource constraints were surmounted.

In revisiting the TCP question, after the resource constraints relaxed, we find that the expected pitfalls of wireless TCP actually do not carry over to LLNs. Although naïve TCP indeed performs poorly in LLNs, this is not due to fundamental problems with TCP as were observed in WLANs. Rather, it is caused by incompatibilities with a low-power link layer, which likely arose because canonical LLN protocols were developed in the absence of TCP considerations. We show how to fix these incompatibilities while preserving seamless interoperability with other TCP/IP networks. This enables a viable TCP-based transport architecture for LLNs.

5.9.1 Implications for Applications Relating to Cryptography

Applications based on expressive cryptography often incur networking overhead (Section 2.2.1.3). Networking overhead can be particularly significant when using an extremely constrained network like an LLN. For example, a protocol like JEDI, which we will explore in Chapter 7, is designed to be practical on LLN devices, but requires sending policy-based encryption ciphertexts, which are hundreds of bytes in size, over the network. Performant TCP, enabled by the work in this chapter, facilitates such applications by providing high throughput and reliability for transferring large cryptographic objects. In that sense, our work in this chapter is an application of the technique in Section 3.1.2—we provide a generic improvement to transport-layer networking in LLNs that facilitates applications based on expressive cryptography. Additionally, our work makes it easier to secure LLNs using widely used network security protocols like HTTPS and TLS, without relying on less widely used alternatives like DTLS.
5.9.2 Broader Implications for Networking

As our improvements to transport-layer networking in LLNs in this chapter are generic, they also benefit non-cryptographic applications. In particular, our results have several implications for LLNs moving forward. First, **the use of lightweight protocols that emulate part of TCP’s functionality, like CoAP, needs to be reconsidered.** Protocol stacks like OpenThread should support full-scale TCP as an option. TCP should also serve as a benchmark to assess new LLN transport proposals.

Second, **full-scale TCP will influence the design of networked systems using LLNs.** Such systems are presently designed with application-layer gateways in mind (Section 5.3). Using TCP/IP in the LLN itself would allow the use of commodity network management tools, like firewalls and NIDS. TCP would also allow the application-layer gateway to be replaced with a network-layer router, allowing clients to interact with LLN applications in much the same way as a Wi-Fi router allows users to interact with web applications. This is much more flexible than the status quo, where each LLN application needs application-specific functionality to be installed at the gateway [502]. In cases where a new LLN transport protocol is truly necessary, the new protocol may be wise to consider the byte-stream abstraction of TCP. This would allow the application-layer gateway to be replaced by a transport-layer gateway. The mere presence of a transport layer, distinct from the application layer, goes a long way to providing interoperability with the rest of the Internet.

Third, **UDP-based protocols will still have a place in LLNs, just as they have a place in the Internet.** UDP is used for applications that benefit from greater control of segment transmission and loss response than TCP provides. These are typically real-time or multimedia applications where losing information is preferable to late delivery. It is entirely seemly for some sensing applications in LLNs, particularly those with similar real-time constraints, to transfer data using UDP-based protocols, even if TCP is an option. But TCP still benefits such applications by providing a reliable channel for control information. For example, TCP may be used for device configuration, or to provide a shell for debugging, without yet another reliability protocol.

In summary, LLN-class devices are ready to become first-class citizens of the Internet. To this end, we believe that TCP should have a place in the LLN architecture moving forward, and that it will help put the “I” in IoT for LLN-class devices.
Chapter 6

Using Cryptography Efficiently for Anonymous and Verifiable Data Sharing

This is the first of two chapters exploring the techniques in Section 3.2. We focus in this chapter on systems for storing and sharing data—systems in which users can store data, retrieve it later, and mark it as accessible to other users. A longstanding problem, in this context, is that of secure storage—providing useful security guarantees even when the storage server, and some users, are compromised by an adversary. To provide integrity guarantees when the server is compromised, it is natural to leverage a blockchain (Section 2.1.2.2). Unfortunately, blockchains are costly to use—they have high transaction latency and low transaction throughput (Section 2.2).

In this chapter, we design, implement, and evaluate Ghostor, a storage system that provides a notion of privacy that we call anonymity and a notion of integrity that we call verifiable linearizability, even when the storage server is compromised. By choosing anonymity as its privacy guarantee, Ghostor delinks user identities from data accesses while avoiding the need for expensive cryptographic tools that hide memory access patterns (e.g., multi-client ORAM). This is similar in spirit to the technique in Section 3.2.3. Ghostor leverages a blockchain (more generally, a ledger) to achieve its integrity guarantee, but we leverage the techniques from Section 3.2.1 and Section 3.2.2 to do so efficiently. These techniques (1) allow Ghostor use the blockchain rarely, so that the latency of issuing a blockchain transaction does not make any user-facing operation slow, and (2) make the frequency of blockchain transactions tunable based on the available transaction bandwidth and budget for issuing transactions, with a gradual degradation in security guarantee as blockchain transactions are less frequent. Ghostor incurs only a 4–5× overhead compared to an insecure baseline. Although significant, this cost may be worth it for security- and privacy-sensitive applications.

6.1 Introduction

Systems for remote data storage and sharing have seen widespread adoption over the past decade. Every major cloud provider offers it as a service (e.g., Amazon S3, Azure Blobs), and it is estimated
that 39% of corporate data uploaded to the cloud is related to file sharing [270]. Given the relentless attacks on servers storing data [240], the secure storage problem has seen much interest in both academia [316, 168, 430, 275, 264, 57, 193, 220, 305, 384] and industry [131, 243, 271, 386, 462].

Early systems addressing the secure storage problem [193, 263] have users encrypt and sign files. However, a sophisticated adversary can still:

- observe metadata about users’ identities [110, 208, 248, 482]. Even if the files are encrypted, the adversary sees which users are sharing a file, which user is accessing a file at a given time, and the list of users in the system. Figure 6.1 shows an example where the attacker can conclude that Alice has cancer from such metadata. Further, this allows the attacker to learn the graph of user social relations [412, 438].

- perform active attacks. Despite the signatures, an adversary can revert a file to an earlier state as in a rollback attack, or hide users’ updates from each other as in a fork attack, without being detected. These are dangerous if, for example, the shared file is Alice’s medical profile, and she does not learn that her doctor changed her treatment.

Research over the past 15 years has striven to mitigate these attacks by providing anonymity—hiding users’ identities from the storage server—or verifiable consistency—enabling users to detect rollback and fork attacks. In achieving these stronger security guarantees, however, state-of-the-art systems employ weaker threat models that rely on centralized trust: a trust assumption on a few specific machines. For example, they rely on a trusted party [441, 328], split the server into two components assuming one is honest [274, 367, 264], or assume the adversary is honest-but-curious (not malicious) [505, 89, 329, 30] meaning the attacker does not change the server’s data or execution.

Attackers have notoriously performed highly targeted attacks, spreading malware with the ability to modify software, files, or source code [509, 508, 308]. In such attacks, a determined attacker can compromise any few central servers. Ideally, we would avoid any trust in the server or other clients, but unfortunately, that is impossible: Mazières and Shasha [338] proved that, if one cannot assume that clients are reliably online [275], clients cannot detect fork attacks without placing some trust in the server. Tools from expressive cryptography, such as multi-client ORAM and blockchains, provide an avenue to achieving strong privacy and integrity guarantees without central trust, but they are expensive to use. Hence, this chapter asks the question: Can we achieve strong privacy and integrity guarantees in a data-sharing system with practical overhead, without relying on centralized trust?

To answer this question, we design and build Ghostor, an object store based on decentralized trust that achieves anonymity and verifiable linearizability (abbreviated VerLinear). At a high level, anonymity\(^1\) means that the protocol does not reveal directly to the server any user identity with any request, as previously defined in the secure storage literature [505, 274, 367, 329]. As shown in Figure 6.1, the server does not see which user owns which objects, which users have read or write

---

\(^1\)Outside of secure storage, anonymity is sometimes defined differently. In secure messaging, for example, an anonymous system is expected to hide the timing of accesses [225] and which files/mailboxes are accessed, but not necessarily the system’s membership [128].
E2EE Systems | Ghostor's Anonymous E2EE
---|---
Alice and BobMD have accounts | This system has unknown users
Alice owns medical profile file F | File F exists with unknown owner
Alice and BobMD have access to F | F’s Access Control List is unknown
Alice reads F at 2pm | Unknown reads F at 2pm
BobMD writes to F at 3pm | Unknown (could be same as above) writes to F at 3pm

Google search says BobMD is an oncologist. Each of these tells me that Alice might suffer from cancer.

Figure 6.1: An example of what a server attacker sees in a typical end-to-end encrypted (E2EE) system versus Ghostor’s Anonymous E2EE.

Hides which users are part of the system
Hides which user makes each access
Hides the ACL of each object
Hides which users are part of the system
Hides the data in each object
Hides which object is accessed
Hides the type of each access (read or write)
Hides the timing of access

Figure 6.2: Information leakage in a data-sharing system and associated privacy properties.

permissions to a given object, or even who are the users of the system. The server essentially sees ghosts accessing the storage, hence the name “Ghostor.” VerLinear means clients can verify that each write is reflected in later reads, except for benign reordering of concurrent operations as formalized by linearizability [221]. To achieve these properties, we build Ghostor’s integrity on top of a consistent storage primitive based on decentralized trust, like a blockchain [356, 93, 506] or verifiable ledger [238, 160], while using it only rarely (technique from Section 3.2.1).
### 6.1.1 Hiding User Identities

Achieving anonymity in practical data-sharing systems like Ghostor is difficult because common system design paradigms, like user login, per-user mailboxes on the server, and client-side caching, let the server track users. As we explain in Section 6.4, even using user-specific keys to sign updates to data objects can reveal to the server which user performed the update, and requires knowledge of the ACL to check that the signer is an authorized user. We re-architect the system to avoid these paradigms (Section 6.4), using data-centric key distribution and encrypted key lists instead of server-side ACLs. Like prior systems [184, 4, 298], Ghostor uses cryptographic keys as capabilities, allowing the server and other users to verify that each access is performed by an authorized user. Ghostor also leverages this technique to achieve anonymity by having all users authorized to perform a particular operation on an object (e.g., all users with read access to an object) share the same capability for performing that operation on that object, and by distributing these capabilities to users without revealing ACLs to the server. We find this technique, *anonymously distributed shared capabilities*, interesting because anonymity is not typically a goal of public-key access control [184, 4] or capability-based systems [313, 424, 344].

An additional challenge is to guard against resource abuse while preserving anonymity. This is typically done by enforcing per-user resource quotas (e.g., Google Drive requires users to pay for additional space), but this is incompatible with Ghostor’s anonymity. One solution is for users to pay for each operation via an anonymous cryptocurrency (e.g., Zcash [506]), but this puts an expensive blockchain operation in the critical path. To avoid this, Ghostor leverages blind signatures [95, 105, 104] to allow a user to pay the Ghostor server for service in bulk and in advance, while removing the linkage between payments and operations.

**Relationship to obliviousness.** Figure 6.2 positions Ghostor’s anonymity with respect to other privacy properties. Global obliviousness [30, 328], which hides which *object* is accessed across all uncompromised objects and users in the system, is orthogonal to Ghostor’s anonymity, which...
hides which user performs each access. Obliviousness and anonymity are also complementary: (1) In some cases, without obliviousness, users may be identified based on access patterns. (2) Without anonymity, knowing which user issued a request may reveal information about what data that request may access. Ghostor’s techniques for anonymity are a transformation (Figure 6.3):

- If applied to an E2EE system, we obtain **Ghostor, an anonymous E2EE system**.
- If applied to a globally oblivious scheme, we obtain **Ghostor-MH, a data-sharing scheme that hides all metadata**.

Hiding metadata from a malicious adversary, as in Ghostor-MH, is a very strong guarantee—existing globally oblivious schemes inherently reveal user identities [328] or assume the adversary is honest-but-curious [329, 30]. However, globally oblivious data-sharing schemes, like Ghostor-MH, are theoretical schemes that are far from practical. Thus, Ghostor-MH is only a proof of concept demonstrating the power of Ghostor’s techniques to lift a globally oblivious scheme all the way to virtually zero leakage for a malicious adversary. As such, we do not include a full description of Ghostor-MH in this dissertation; we relegate it to our full Ghostor paper [230].

An important similarity between anonymity and global obliviousness, in the context of Ghostor, is that both prevent the adversary from being able to link user identities to which data items are accessed. Anonymity achieves this by preventing the adversary from learning user identities, and global obliviousness achieves this by preventing the adversary from learning which data items are accessed. Given this similarity, Ghostor’s privacy design is in the spirit of the technique in Section 3.2.3. Specifically, anonymity is a cheaper way than global obliviousness to delink user identities from accessed data in Ghostor’s setting, leading us to design Ghostor to provide anonymity but not global obliviousness. That said, we do not consider this to be an application of the technique in Section 3.2.3 because it affects Ghostor’s security guarantees—as described above, anonymity and global obliviousness are different from one another.

### 6.1.2 Verifiable Consistency

To provide VerLinear, prior work either has clients sign hashes [275] so that clients can verify that they see the same hash, or store hashes on a separate hash server [264], trusted not to collude with the storage server. Neither technique can be used in Ghostor: client signatures are at odds with anonymity, and the hash server is a trusted party, which Ghostor aims to avoid.

One way to adapt the prior designs to Ghostor’s decentralized trust is to store hashes on a blockchain, which can be accomplished by running the hash server in a smart contract. Unfortunately, this design is **too slow to be practical**. The client posts a hash on the blockchain for every object write, which is expensive: blockchains incur high latency per transaction, have low transaction throughput, and require cryptocurrency payment for each transaction [93, 356, 506].

To sidestep the limitations of a blockchain, we design Ghostor to only use the blockchain rarely and outside of the critical path. Ghostor divides time into intervals called **epochs**. At the end of each epoch, the Ghostor server publishes to the blockchain a small **checkpoint**, which summarizes the operations performed during that epoch for all objects and users in the system. Each user can
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<table>
<thead>
<tr>
<th>Goal</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anonymous user access control</td>
<td>Anonymously distributed shared capabilities (Section 6.4)</td>
</tr>
<tr>
<td>Anonymous server integrity verification</td>
<td>Verifiable anonymous history (Section 6.5)</td>
</tr>
<tr>
<td>Concurrent operations on a single object</td>
<td>Optimized GETs, two-phase protocol for PUTs (Section 6.5.4)</td>
</tr>
<tr>
<td>Anonymous resource abuse prevention</td>
<td>Blind signatures and proof of work (Section 6.6)</td>
</tr>
<tr>
<td>Hiding user IP addresses</td>
<td>Anonymous network, e.g., Tor (Section 6.9)</td>
</tr>
</tbody>
</table>

Table 6.1: Our goals and how Ghostor achieves each one.

then verify that the results of their accesses during the epoch are consistent with the checkpoint. The consistency properties of a blockchain ensure all clients see the same checkpoint, so the server is committed to a single history of operations and cannot perform a fork attack. The epoch time is a tunable system parameter; increasing it decreases the frequency of blockchain operations, reducing the cost of the system, but also increases the time that clients must wait before running the verification procedure. This gives flexibility to strike the right balance between cost and security for each application or deployment scenario (technique in Section 3.2.2). Commit chains [273] and monitoring schemes [73, 453] are based on similar checkpoints, but Ghostor applies them to object storage while maintaining users’ anonymity.

A significant obstacle is that a hash-chain-based history is not amenable to concurrent appends. Each entry in the history contains the hash of the previous entry, causing one operation to fail if a concurrent operation appends a new entry. Existing techniques for concurrent operations, such as SUNDR’s VSLs [316], reveal per-user version numbers that would undermine Ghostor’s anonymity. Our insight in Ghostor is to have the server, not the client, populate the hash of the previous entry when appending a new entry. To make this safe despite a malicious adversary, we carefully design a conflict resolution strategy, involving multiple linked entries in the history for each write, that prevents attackers from manipulating data via replay or time-stretch attacks.

We call the resulting design a verifiable anonymous history.

6.1.3 Summary of Contributions

Our goals and techniques are summarized in Table 6.1. Overall, this chapter’s contributions are:

- We design an object store providing anonymity and verifiable linearizability based only on decentralized trust.

- We develop techniques to (1) share capabilities for anonymity and distribute them anonymously, (2) create and checkpoint a verifiable anonymous history, and (3) support concurrent operations on a single object with a hash-chain-based history.
We combine these with existing building blocks to instantiate Ghostor, an object store with anonymity and VerLinear.

We also apply these to a globally oblivious scheme to instantiate Ghostor-MH, which hides nearly all metadata.

We also implemented Ghostor and evaluated it on Amazon EC2. Overall, Ghostor brings a 4–5× throughput overhead on top of a simplistic and completely insecure baseline. There are two types of latency overhead. Completing an individual operation takes several seconds. Afterward, it may take several minutes for a checkpoint to be incorporated into the blockchain, to confirm that no active attack has occurred for a batch of operations. We explain how these latencies play out in the context of a particular application, EHR Sharing (Section 6.8).

6.2 System Overview

Ghostor is an object store, which stores unstructured data items (“objects”) and allows shared access to them by multiple users. We instantiate Ghostor as an object store (as in Amazon S3 or Azure Blobs) because it is a basic primitive on top of which more complex systems can be built. Figure 6.4 illustrates Ghostor’s architecture. Multiple users, with separate clients, have shared access to objects on the Ghostor server.

Server. The Ghostor storage server processes requests from clients. At the end of each epoch, the server generates a single small checkpoint and publishes it to the blockchain.

Client. The client software consists of a Ghostor library, linked into applications, and a verification daemon, which runs as a separate process. The Ghostor library receives requests from the application and interacts with the server to satisfy each request. Upon accessing an object, the library forwards a digest summarizing the operation to the verification daemon. At the end of each epoch, the daemon (1) fetches object histories from the server, (2) verifies that they are consistent with the server’s checkpoint on the blockchain, and (3) checks that the digests collected during the epoch are consistent with the object histories, as explained in Section 6.5.

The daemon stores the user’s keypair. If a user loses her secret key, she loses access to all objects that she created or was granted access to. Similarly, an attacker who steals a user’s secret key can impersonate that user. To securely back up her key on multiple devices, a user can use standard techniques like secret sharing [422, 469, 413]. A user who accesses Ghostor from multiple devices uses the same key on all devices.

Application developers interact with Ghostor using the API below. Developers can work with usernames, ACLs, and object IDs, but Ghostor clients will not expose them to the Ghostor server. Below is a high-level description of each API call; a step-by-step technical description is in Section 6.7.

- **create_user**: Creates a Ghostor user by generating keys for a new user. This operation runs entirely in the Ghostor client—the server does not know this operation was invoked.
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Figure 6.4: System overview of Ghostor. Shaded areas indicate components introduced by Ghostor.

♢ user.pay(sum): Users pay the server through an anonymous cryptocurrency such as Zcash [506], and obtain tokens from the server proportional to the amount paid. These tokens can later be anonymously redeemed and used as proof of payment when invoking the below API functions.

♢ user.create_object(id): Creates an object with ID id, owned by user who invokes this. The client expends one token obtained from a previous call to pay. The id can be a meaningful name (e.g., a file path). It lives only within the client—the server receives some cryptographic identifier—so different clients can assign different ids to the same object.

♢ user.set_acl(id, acl): The user who invokes this must be the owner of the object with ID id. This function sets a new ACL for that object. For simplicity, only the owner of an object can set its ACL, but Ghostor can be extended to permit other users as well. The client encodes acl into an object header that hides user identities, as in Section 6.4. If new users are given access, they are notified via an out-of-band channel. Existing data-sharing systems also have this requirement; for example, Dropbox and Box send an email with an access URL to the user. In Ghostor, all keys are transferred in-band; the out-of-band channel is used only to inform the user that she has been given access. Ghostor does not require a specific out-of-band channel; for example, one could use Tor [143] or secure messaging [456, 225].

♢ user.get_object(id), user.put_object(id, content): The user can GET or PUT an object if permitted by its ACL.
6.3 Threat Model and Security Guarantees

Against a malicious attacker who has compromised the server, Ghostor provides:

- verifiable linearizability, as described in Section 6.3.2, and
- a notion of user anonymity, described in Section 6.3.3: briefly, it does not reveal user identities, but reveals object access patterns. Ghostor-MH additionally hides access patterns.

Ghostor does not protect against attacks to availability. Nevertheless, its anonymity makes it more difficult for the server to selectively deny service to (or fork views of) certain users. Users, and the Ghostor client instances running on their behalf, can be malicious and can collude with the server.

Formal definitions and proofs for these properties require a large amount of space, so we relegate them to Appendix A. In this section, we include only informal definitions.

6.3.1 Assumptions

Ghostor is designed to derive its security from decentralized trust. Thus, our threat model assumes an adversary who can compromise any few machines, as described below.

Blockchain. Ghostor makes the standard assumption that the blockchain is immutable and consistent (all users see the same transaction history). This is based on the assumption that, in order to attack a blockchain, the adversary cannot simply compromise a few machines, but rather a significant fraction of the world’s computing power. Ghostor’s design is not tied to a specific blockchain. Our implementation uses Zcash [506] because it supports both public and private transactions; we use Zcash’s private transactions for Ghostor’s anonymous payments. The privacy guarantees of Zcash can be implemented on top of other blockchains as well [46].

Network. We assume clients communicate with the server in a way that does not reveal their network information. This can be done using mixnets [107] or secure messaging [456, 225] based on decentralized trust. Our implementation uses Tor [143].

6.3.2 Verifiable Linearizability

If an attack is immediately detectable to a user—for example, if the server fails to honor payment or provides a malformed response (e.g., bad signature)—we consider it an attack on availability, which Ghostor does not prevent.

Clients should be able to detect active attacks, including fork and rollback attacks. Some reordering of concurrent operations, however, is benign. We use linearizability [221] to define when reordering at the server is considered benign or malicious. Informally, linearizability requires that after a PUT completes, all later GETs return the value of either (1) that PUT, (2) a PUT that was concurrent with it, or (3) a PUT that comes after it. We provide a more formal definition in Appendix A.2. Ghostor provides verifiable linearizability (abbreviated VerLinear). This means that if the server deviates from linearizability, clients can detect it at the end of the epoch. We
discuss how to choose the epoch length in Section 6.10. Ghostor does not provide consistency guarantees for malicious user, or for objects for which a malicious user has write access.

**Guarantee 1** (Verifiable linearizability). *For any object* $F$ *and any list* $E$ *of consecutive epochs, suppose that, for each epoch in* $E$, *the set of honest users who ran the verification procedure includes all writers of* $F$ *in that epoch (or is nonempty if* $F$ *was not written). If the server did not linearizably execute the operations that verifying clients performed in the epochs that they verified, then at least one of the verifying clients will encounter an error in the verification procedure and can generate a proof that the server misbehaved.***

### 6.3.3 Anonymity

As explained in Section 6.1.1, Ghostor’s anonymity means that the server sees no user identities associated with any action. In particular, an adversary controlling the server cannot tell which user accesses each object, which users are authorized to access each object, or which users are part of the system.

We informally define Ghostor’s privacy via a *leakage function*: what the server learns when a user makes each API call (Section 6.2). For *create_object* – *put_object*, the server learns the object ID, the type of operation, and whether the user is authorized according to the object’s ACL (past and present). The server also sees the time of the operation, and the size of the encrypted ACL and encrypted object, which can be hidden via padding at an extra cost. *create_user* leaks no information to the server, and *pay* reveals the sum paid and when. The server learns no user identities, no object contents, and no ACLs. If the attacker has compromised some users, he learns the contents of objects those users can access, including prior versions encrypted under the same key. Collectively, the verification daemons leak the number of clients performing verification for each object. If all clients in an object’s ACL are honest and running, this equals the ACL size. If the ACL is padded to a maximum size, the owner should run verification more times to hide the ACL size. Ghostor does *not* hide access patterns or timing (Figure 6.2). An adversary who uses this information cannot see the contents of files and ACLs because they are encrypted. But such an adversary could try to deduce correlations between which users issue different operations based on access patterns and timing, and in some cases, identify the user based on that information. This can be partially mitigated by carefully designing the application using Ghostor (Section 6.4.5). In contrast, Ghostor-MH does hide access patterns. In Appendix A.1, we formally define Ghostor’s privacy guarantee in the simulation paradigm of SMPC.

### 6.4 Hiding User Identities

System design paradigms used in typical data-sharing systems are incompatible with anonymity. We identify the incompatible system design patterns and show how Ghostor replaces them. Ultimately, we arrive at *anonymously distributed shared capabilities*, which allow Ghostor to enforce access control for anonymous users without server-visible ACLs.
Table 6.2: Per-object keys in Ghostor. The server uses the global signing keypair (SVK, SSK) to sign digests for objects.

<table>
<thead>
<tr>
<th>Keypair or Key</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(PVK, PSK)</td>
<td>Signing keypair used to set ACL</td>
</tr>
<tr>
<td>(RVK, RSK)</td>
<td>Signing keypair used to get object</td>
</tr>
<tr>
<td>(WVK, WSK)</td>
<td>Signing keypair used to put object</td>
</tr>
<tr>
<td>(OSK)</td>
<td>Symmetric key for object contents</td>
</tr>
</tbody>
</table>

6.4.1 No User Login or User-Specific Mailboxes

Data-sharing systems typically have some storage space on the server, called an *account file*, dedicated to a user’s account. For example, Keybase [271] has a user account and Mylar [384] has a user mailbox where the user receives a key to a new file. Accesses to the account file, however, can be used to link user operations. As an example, suppose that when a user accesses an object, her client first retrieves the decryption key from a user-specific mailbox. This violates anonymity because the server can tell whether or not two accesses were made by the same user, based on whether the same mailbox was accessed first. Instead, Ghostor’s anonymity requires that any sequence of API calls (Section 6.2) with the same inputs, when performed by any honest user, results in the same server-side accesses.

Ghostor does not have any user-specific storage as in existing systems. To allow in-band key exchange, Ghostor associates a *header* with each object. The object header functions like an object-specific mailbox, in that it is used to distribute the object’s keys among users who have access to the object. Unlike a user-specific mailbox, it preserves anonymity because, for a given object, each user reads the *same* header before accessing it.

6.4.2 No Server-Visible ACLs

An honest server must be able to prevent unauthorized users from modifying objects, and users must be able to verify that objects returned by the server were produced by authorized writers. This is typically accomplished by having writers sign objects, and having the server check that the user who signed the object is on the object’s ACL. However, this requires the ACL to be visible to the server, which violates anonymity.

We observe that by switching to a design based on *shared capabilities*, we can allow the server and other users to verify that writes are indeed made by authorized users, without requiring the server or other users to know the ACL of the object, or which users are authorized. Every Ghostor object has three associated signing keypairs (Table 6.2). All users of the object (and the server)
### Object Layout in Ghostor

<table>
<thead>
<tr>
<th>Object Name: PVK</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Object Header</strong></td>
</tr>
<tr>
<td>• (RVK, WVK)</td>
</tr>
<tr>
<td>• Signature&lt;sub&gt;Header&lt;/sub&gt;</td>
</tr>
<tr>
<td><strong>KeyList</strong></td>
</tr>
<tr>
<td>• Enc(RSK, WSK, OSK)&lt;sub&gt;User1&lt;/sub&gt;</td>
</tr>
<tr>
<td>• Enc(RSK, OSK)&lt;sub&gt;User2&lt;/sub&gt;</td>
</tr>
<tr>
<td>• ......</td>
</tr>
<tr>
<td><strong>Enc(Object Content)</strong> OSK</td>
</tr>
</tbody>
</table>

![Object Layout Diagram](image-url)

Figure 6.5: Object layout in Ghostor.

Know the verifying keys PVK, RVK, and WVK because PVK is the name of the object, and RVK and WVK are in the object header; the associated signing keys PSK, RSK, and WSK are capabilities that grant access to set the ACL, get the object, and put the object, respectively. To distribute these capabilities to users in the object’s ACL, the owner places a key list in the object header. The key list contains, for each user in the ACL, a list of capabilities encrypted under that user’s public key. The owner randomly shuffles the key list and, optionally, pads it to a maximum size to hide each user’s position. If a user has read/write access to an object, her entry in the key list contains WSK, RSK, and OSK; a user with only read access is given a dummy key instead of WSK. Crucially, different users with the same permission share the same capability, so the server cannot distinguish between users on the basis of which capability they use. When accessing an object, a user downloads the header and decrypts her entry in the key list to obtain OSK (used to decrypt the object contents) and her capabilities for the object.

Users sign updates to the object with WSK, allowing the server and other users to verify that each update is made by a user with write access. PSK is stored locally by the owner and is used to sign the header. The owner can set the object’s ACL by (1) freshly sampling (RVK, RSK), (WVK, WSK), and OSK, (2) re-encrypting the object with OSK and signing it with WSK, (3) creating a new object header with an updated key list, (4) signing the new header with PSK, and (5) uploading it to the server. (RVK, RSK) will be relevant in Section 6.5.

Ghostor’s object layout is summarized in Figure 6.5.

### 6.4.3 No Server-Visible User Public Keys

Prior systems [316] reveal the user’s public key to the server when the client interacts with it. For example, SUNDR requires users to provide a signature along with each operation. First, the signature itself could leak the user’s public key. Second, to check the legitimacy of writes, the
server needs to know the user’s public key to verify the signature. The server can use the public key as a pseudonym to track users.

The key list in Section 6.4.2, however, potentially leaks users’ public keys: each entry in the key list is a set of capabilities encrypted under a user’s public key, but public-key encryption is only guaranteed to hide the message being encrypted, not the public key used to encrypt it. For example, an RSA ciphertext leaks which public key was used for encryption. Therefore, Ghostor uses key-private encryption [43], which is guaranteed to hide both the message and the public key.

In summary, Ghostor has users share capabilities for anonymity, and then distributes the capabilities anonymously, without revealing ACLs to the server. We call the resulting technique anonymously distributed shared capabilities.

### 6.4.4 No Client-Side Caching

Assuming that an object’s ACL changes rarely, it may seem natural for clients to locally cache an object’s keypairs (RVK, RSK) and (WVK, WSK), to avoid downloading the header on future accesses to that object. Unfortunately, the mere fact that a client did not download the header before performing an operation tells the server that the same user recently accessed that object. As a result, Ghostor’s anonymity prohibits user-specific caching. That said, server-side caching of commonly accessed objects is allowed.

### 6.4.5 Careful Application Design

Ghostor does not hide access patterns or timing information from the server. A sophisticated adversary could, for example, deny or delay accesses to a particular object and see how access patterns shift, to try and deduce which user made which accesses. Therefore, one should carefully design the application using Ghostor to avoid leaking user identities in its access patterns. For example, just as Ghostor has no client-side caching or user-specific mailboxes, an application using Ghostor should avoid caching data locally to avoid requests to the server or using an object as a user-specific mailbox. Note that Ghostor-MH hides these access patterns.

### 6.5 Achieving Verifiable Consistency

Ghostor’s verifiable anonymous history achieves the “verifiable equivalent” of a blockchain for critical-path operations, while using the underlying blockchain rarely. It consists of: (1) a hash chain of digests, (2) periodic checkpoints on a real blockchain, and (3) a verification procedure that does not require knowledge of user identities.

#### 6.5.1 Hash Chain of Digests

We now achieve fork consistency for a single object in Ghostor using techniques inspired from SUNDR [316], but modified because SUNDR is not anonymous. Each access to an object, whether
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<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch</td>
<td>epoch when operation was committed</td>
</tr>
<tr>
<td>PVK, WVK, RVK</td>
<td>permission/writer/reader verifying key</td>
</tr>
<tr>
<td>Hash&lt;sub&gt;prev&lt;/sub&gt;</td>
<td>hash of previous digest in chain</td>
</tr>
<tr>
<td>Hash&lt;sub&gt;keylist&lt;/sub&gt;</td>
<td>hash of key list</td>
</tr>
<tr>
<td>Hash&lt;sub&gt;data&lt;/sub&gt;</td>
<td>hash of object contents</td>
</tr>
<tr>
<td>Sig&lt;sub&gt;client&lt;/sub&gt;</td>
<td>client signature with RSK, WSK, or PSK</td>
</tr>
<tr>
<td>Sig&lt;sub&gt;server&lt;/sub&gt;</td>
<td>server signature using SSK</td>
</tr>
<tr>
<td>nonce</td>
<td>random nonce chosen by client</td>
</tr>
</tbody>
</table>

Table 6.3: A digest for an operation in Ghostor.

a GET or a PUT, is summarized by a digest shown in Table 6.3. The object’s history is stored as a chain of digests.

To access the object, a client first produces a digest summarizing that operation as in Table 6.3. This requires fetching the object header from the server, so that the client can obtain the secret key (RSK, WSK, or PSK) for the desired operation. Then the client fetches the latest digest for the object and computes Hash<sub>prev</sub> in the new digest. To GET the object, the client copies Hash<sub>data</sub> from the latest digest; to PUT it, the client hashes the new contents to obtain Hash<sub>data</sub>. If the client is changing permissions, then Hash<sub>keylist</sub> is calculated from the new header; otherwise, it is copied from the latest digest.

Then the client signs the digest with the appropriate key and provides the signed digest to the server. The server signs the digest using SSK, appends it to a log, and returns the signed digest and the result of the operation. At the end of the epoch, the client downloads the digest chain for that object and epoch, and verifies that (1) it is a valid history for the object, and that (2) it contains the operations performed by that client. We specify protocol details in Section 6.7.

Ghostor’s digests differ from SUNDR in two main ways. First, for anonymity, a client does not sign digests using the user’s secret key, but instead uses RSK, WSK, or PSK, which can be verified without knowing the user’s public key. When inspecting the digest, the server no longer learns which user performed the operation, only that the user has the required permission. Second, each digest is signed by the server. Thus, if the server violates linearizability, the client can assemble the offending digests into a proof of misbehavior.

6.5.2 Checkpoint and Verification

The construction so far is susceptible to fork attacks [316], in which the server presents two users with different views over the same object. To detect fork attacks, Ghostor requires the server to produce a checkpoint at the end of each epoch, consisting of the hash of the object’s latest digest and the epoch number, and publish the checkpoint to the blockchain. The verification procedure run by a client consists of fetching the checkpoint from the blockchain, checking it corresponds to
the hash for the last digest in the list of digests obtained from the server, and running the verification in Section 6.5.1. The blockchain guarantees that all users see the same checkpoint. This prevents the server from forking two users’ views, as the latest digests for two different views cannot both match the published checkpoint. In this way, we bootstrap the blockchain’s consistency guarantees to achieve verifiable consistency over an entire epoch of operations.

### 6.5.3 Multiple Objects per Checkpoint

So far, the server puts one checkpoint in the blockchain per object, which is undesirable when there are many objects. We address this as follows. The server computes the hash of the final digest of each object, builds a Merkle tree over those hashes, and publishes the root hash in the blockchain as a single checkpoint for all objects. To verify integrity at the end of an epoch, a Ghostor client fetches the digest chain from the server for objects that are either (1) accessed by the client during the epoch or (2) owned by the client’s user. It verifies that all operations that it performed on those objects are included in the objects’ digest chains. Then, it requests Merkle proofs from the server to check that the hash of the latest digest is included in the Merkle tree at the correct position based on the object’s PVK. Finally, it verifies that the Merkle root hash matches the published checkpoint.

Although we maintain a separate digest chain for each object, the collective history of operations, across all objects, is also linearizable. This follows from the classical result that linearity is a local property [221]. Thus, Ghostor provides verifiable linearity across all objects, while supporting full concurrency for operations on different objects.

### 6.5.4 Concurrent Operations on a Single Object

As explained in Section 6.5.1, the client must fetch the latest digest from the server to construct a digest for a new GET or PUT. If two clients attempt to GET or PUT an object concurrently, they may retrieve the same latest digest for that object, and therefore construct new digests that both have the same $\text{Hash}_{\text{prev}}$. An honest server can only accept one of them; the other operation must be aborted. A naïve fix is for clients to acquire locks (or leases) on objects during network round trips, but this limits single-object throughput according to client round-trip times. How can we allow concurrent operations on a single object without holding server-side locks during round trips? We explain our techniques at a high level below; Section 6.7 contains a full description of our protocol.

#### 6.5.4.1 GETs

We optimize GETs so that clients need not fetch the latest digest, obviating the need to lock for a round trip. When a client submits a GET request to the server, the client need not include $\text{Hash}_{\text{prev}}$, $\text{Hash}_{\text{data}}$, or $\text{Hash}_{\text{keylist}}$ in the digest presented to the server. The client includes the remaining fields and a signature over only those fields. Then, the server chooses the hashes for the client and returns the resulting digest, signed by the server. Although the server can replay operations, this is harmless because GETs do not affect data. When the verification daemon verifies a GET, it checks the client signature without including $\text{Hash}_{\text{prev}}$, $\text{Hash}_{\text{data}}$, or $\text{Hash}_{\text{keylist}}$. 
6.5.4.2 PUTs

The above technique does not apply to PUTs, because the server can roll back objects by replaying PUTs. Simply using a client-provided nonce to detect replayed PUTs is not sufficient, because the server can delay incorporating a PUT (which we call a time-stretch attack) to manipulate the final object contents. For PUTs, Ghostor uses a two-phase protocol. In the PREPARE phase, the client operates in the same way as GET, but signs the digest with WSK; the server fills in the hashes, signs the resulting digest, appends it to the object’s digest chain, and returns it to the client. In the COMMIT phase, the client creates the final digest for the operation—omitting Hash\textsubscript{prev} and appending an additional field Hash\textsubscript{prep}, which is the hash of the server-signed digest obtained in the PREPARE phase—and uploads it to the server with the new object contents. The server fills in Hash\textsubscript{prev} based on the object’s digest chain (which could have changed since the PREPARE phase), signs the resulting digest, appends it to the object’s digest chain, and returns it to the client. The server can replay PREPARE requests, but it does not affect object contents. The server cannot generate a COMMIT digest for a replayed PREPARE request, because the client signed the COMMIT digest including the hash of the server-signed PREPARE digest, which includes Hash\textsubscript{prev}. The server can replay a COMMIT request for a particular PREPARE request, but this is harmless because of our conflict resolution strategy described below.

6.5.4.3 Resolving Conflicts

If two accesses are concurrent (i.e., neither commits before the other prepares), then linearizability does not require any particular ordering of those operations, only that all clients perceive the same ordering. If a GET is concurrent with a PUT (GET digest between the PREPARE and COMMIT digests for a PUT), Ghostor linearizes the GET as happening before the PUT. This allows the result of the GET to be served immediately, without waiting for the PUT to finish. For concurrent PUTs, it is unsafe for the linearization order to depend on the COMMIT digest, because the server could perform a time-stretch or replay attack on a COMMIT digest, to manipulate which PUT wins. Therefore, Ghostor chooses as the winning PUT the one whose PREPARE digest is latest. The server can still delay PREPARE digests, but the client can choose not to COMMIT if the delay is unacceptably large. To simplify the implementation of this conflict resolution procedure, we require that the PREPARE and COMMIT phases happen over the same session with the client, during which the server can keep in-memory state for the relevant object. This allows the server to match PREPARE and COMMIT digests without additional accesses to secondary storage.

6.5.4.4 Verification Complexity

To verify PUTs, the verification daemon must check that Hash\textsubscript{data} only changes on COMMIT digests for winning writes. Thus, it must keep track of all PREPARE digests since the latest PREPARE digest whose corresponding COMMIT has been seen. We can bound this state by requiring that PUT requests do not cross an epoch boundary.
6.5.4.5 ACL Updates

We envision that updates to the ACL will be rare, so our implementation does not allow set_acl operations to proceed concurrently with GETs or PUTs. It may be possible to apply a two-phase technique, similar to our concurrent PUT protocol, to allow set_acl operations to proceed concurrently with other operations. We leave exploring this to future work.

6.6 Mitigating Resource Abuse

To prevent resource abuse, commercial data-sharing systems, like Google Drive and Dropbox, enforce per-user resource quotas. Ghostor cannot do this, because Ghostor’s anonymity prevents it from tracking users. Instead, Ghostor uses two techniques to prevent resource abuse without tracking users: anonymous payments and proof of work.

6.6.1 Anonymous Payments

A strawman approach is for users to use an anonymous cryptocurrency (e.g., Zcash [506]) to pay for each expensive operation (e.g., operations that consume storage). Unfortunately, this requires a separate blockchain transaction for each operation, limiting the system’s overall throughput.

Instead, Ghostor lets users pay for expensive operations in bulk via the pay API call (Section 6.2). The server responds with a set of tokens proportional to the amount paid via Zcash, which can later be redeemed without using the blockchain to perform operations. Done naively, this violates Ghostor’s anonymity; the server can track users by their tokens (tokens issued for a single pay call belong to the same user).

To circumvent this issue, Ghostor uses blind signatures [95, 105, 104]. A Ghostor client generates a random token and blinds it. After verifying that the client has made a cryptocurrency payment, the server signs the blinded token. The blind signature protocol allows the client to unblind it while preserving the signature. To redeem the token, the client gives the unblinded signed token to the server, who can verify the server’s signature to be sure it is valid. The server cannot link tokens at the time of use to tokens at the time of issue because the tokens were blinded when the server originally signed them.

6.6.2 Proof of Work (PoW)

Another way to mitigate resource abuse is proof of work (PoW) [29]. Before each request from the client, the server sends a random challenge to the client, and the client must find a proof such that $\text{Hash(challenge, proof, request)} < \text{diff}$. diff controls the difficulty, which is chosen to offset the amplification factor in the server’s work. Because of the guarantees of the hash function, the client must iterate through different proofs until it finds one that works. In contrast, the server efficiently checks the proof by computing one hash.
6.6.3 Using Anonymous Payments and Proof of Work Together

Ghostor uses anonymous payments and PoW together to mitigate resource abuse. Our implementation requires anonymous payment only for create_object, which requires the server to commit additional storage space for the new object. This is analogous to systems like Google Drive or Dropbox, which require payment to increase a user’s storage limit but do not charge based on the count or frequency of object accesses. Implicit in this model are hard limits on object size and per-object access frequency, which Ghostor can enforce. Although our implementation requires payment only for create_object, an alternate implementation may choose to require payment for every operation except pay. Ghostor requires PoW for all API calls. This includes pay and create_object, to offset the cost of Zcash payments and verifying blind signatures.

6.7 Full Protocol Description

Below, we describe the client-server protocol used by Ghostor.

6.7.1 GET Protocol

1. Server sends a PoW challenge to the client (Section 6.6).
2. Client sends the server the PoW solution, PVK of the object that the user wishes to access, and the server returns the object header and current epoch.
3. The client assembles a digest for the GET operation, including the epoch number, PVK, RVK, WVK, and a random nonce, and signs it with RSK (obtained from the header). It sends the signed digest to the server.
4. Server reads the latest digest and checks that the client’s candidate digest is consistent with it. If not (for example, if the header was changed in-between round trips), the server gives the client the object header, and the protocol returns to Step 3.
5. Server adds Hash_prev, Hash_header, and Hash_data to the digest (according to the order in which it commits operations on the object). Then it signs it and adds it to the log of digests for that object.
6. Server returns the object contents and the digest, including the server’s signature, to the client.
7. Client checks that the signed digest matches the object contents and digest that the client provided. If so, it returns the object contents to the user and sends the signed digest to the verification daemon.

6.7.2 PUT Protocol

1. Server sends a PoW challenge to the client (Section 6.6).
2. Client sends the server the PoW solution and PVK of the object to PUT, and the server returns the object header, current epoch, and latest server-signed digest for that object.
3. The client assembles a \texttt{PREPARE} digest for the write operation, including the epoch number, PVK, RVK, WVK, and a random nonce, and signs it with WSK (obtained from the header). It sends the signed digest to the server.

4. Server reads the latest digest and checks that the client’s candidate digest is consistent with it. If not, then the server gives the client the object header, and the protocol returns to Step 3.

5. Server adds $\text{Hash}_{\text{prev}}$, $\text{Hash}_{\text{header}}$, and $\text{Hash}_{\text{data}}$ to the digest (according to the order in which it commits operations on the object). Then it signs it and adds it to the log of digests for that object.

6. Server returns the signed digest to the client.

7. Client assembles a \texttt{COMMIT} digest for the write operation, including the same fields as the \texttt{PREPARE} digest, and also $\text{Hash}_{\text{prep}}$ and $\text{Hash}_{\text{data}}$ according to the new data. Then it signs it and uploads it to the server, including the new object contents.

8. Server decides if this PUT “wins.” It wins as long as no other PUT whose \texttt{PREPARE} digest is after this PUT’s \texttt{PREPARE} digest has already committed. If this PUT wins, then the server performs the write, signs the digest, and adds it to the log of digests for that object. If not, it still signs the digest and adds it to the log, but it replaces $\text{Hash}_{\text{data}}$ with the current hash of the data, including the value provided by the client as an “addendum” so that the verification daemon can still verify the client’s signature. The server may also reject the \texttt{COMMIT} digest if the key list changed meanwhile due to a \texttt{set.acl} operation.

9. Server returns the digest, including the server’s signature, to the client.

10. Client checks that the signed digest matches the object contents and digest that the client provided. If so, it sends the signed digest to the verification daemon.

### 6.7.3 Access Control

1. Server sends a PoW challenge to the client (Section 6.6).

2. Client sends the server the PoW solution and PVK of the object, and the server returns the object header, current epoch, and latest server-signed digest for that object.

3. Client samples fresh keys for the file (including RSK, WSK, and OSK, but not PSK), encrypts the object contents with OSK, and assembles a new header according to the new ACL, randomly shuffling the key list in the header and padding it to a maximum size if desired. The client assembles a digest for the operation, including all fields in Table 6.3, and signs it with PSK. It sends the signed digest to the server. The client also signs PVK with PSK and includes that signature in the request.

4. Server acquires a lock (lease) on the object for this client (unless it is already held for this client), reads the latest digest, and checks that the client’s candidate digest is consistent with it. If not, then the server gives the client the object header, and the protocol returns to Step 3. When returning to Step 3, the server checks if the client’s signature over PVK is correct. If so, the server holds the lock on the object during the round trip. If not, the server releases it.

5. Server updates the header and object contents, signs the digest, adds it to the log of digests for that object, and releases the lock.

6. Server returns the digest, including the server’s signature, to the client.
7. Client checks that the signed digest matches the object contents and digest that the client provided. If so, it returns the object contents to the user and sends the signed digest to the verification daemon.

### 6.7.4 Object Creation

1. Server sends a PoW challenge to the client (Section 6.6)
2. Client sends the server the PoW, PVK of the object that the user wishes to create, a token signed by the server for proof of payment (Section 6.2), the header for the new object, and the object’s first digest (for which Hash\(_{\text{prev}}\) is empty). This involves generating all the keys in Figure 6.5) for the new object.
3. Server verifies the signature on the token, and checks that it has not been used before.
4. Server “remembers” the hash of the token by storing it in permanent storage.
5. Server writes the object header. It signs the digest and creates a log for this object containing only that digest.
6. Server returns the digest, including the server’s signature, to the client.
7. Client checks that the signed digest matches the object contents and digest that the client provided. If so, it returns the object contents to the user and sends the signed digest to the verification daemon.

### 6.7.5 Verification Procedure

At the end of each epoch, the verification daemon downloads the digest chain and checkpoints to verify operations performed in the epoch.

1. Server sends a PoW challenge to the daemon (Section 6.6). (The server will request additional PoWs for long lists of digests as it streams them to the daemon in Step 3.)
2. Daemon responds with PoW and requests the object’s digest chain from the server for that epoch. It sends the server a signed digest for that object, so the server knows this is a legitimate request.
3. Server returns the digest chain for that object, along with a Merkle proof.
4. Daemon retrieves the Merkle root from the checkpoint in Zcash, and verifies the server’s Merkle proof to check that the last digest in the digest chain is included in the Merkle tree at the correct position based on the object’s PVK.
5. Daemon verifies that all digests corresponding to the user’s operations are in the digest chain, and that the digest chain is valid.

To check that the digest chain is valid, the daemon checks:

1. Hash\(_{\text{prev}}\) for each digest matches the previous digest. If this digest is the first digest in this epoch, the previous digest is the last digest in the previous epoch. The daemon knows this previous digest already since the daemon must have checked the previous epoch. If this is the first epoch, then Hash\(_{\text{prev}}\) should be empty.
2. Hash\(_{\text{prep}}\) in each COMMIT digests matches an earlier PREPARE digest in the same epoch, and each PREPARE digest matches with at most one COMMIT digest.
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3. Hash\textsubscript{data} only changes in winning COMMIT digests, which are signed with WSK.
4. WVK, RVK, and Hash\textsubscript{keylist} only change in digests signed with PSK, and PVK never changes.
5. The epoch number in digests matches the epoch that the client requested, and never decreases from one digest to the next.
6. Sig\textsubscript{client} is valid and signed using the correct signing key. For example, if this operation is read, Sig\textsubscript{client} must be signed using RSK.

6.7.6 Payment

First, the user pays the server using an anonymous cryptocurrency such as Zcash [506], and obtains a proof of payment from Zcash. Then, the client obtains tokens from the server, as follows:

1. Server sends a PoW challenge to the client (Section 6.6).
2. Client sends the server the PoW, proof of payment, and \( t \) blinded tokens, where \( t \) corresponds to the amount paid.
3. Server checks that the proof of payment is valid and has not been used before.
4. Server “remembers” the proof of payment by storing it in persistent storage.
5. Server signs the blinded tokens, ensuring that \( t \) indeed corresponds to the amount paid, and sends the signed blinded tokens to the client.
6. Client unblinds the signed tokens and saves them for later use.

6.8 Applying Ghostor to Applications

In this section, we discuss applying Ghostor to an EHR Sharing application. In the full Ghostor paper, we also discuss how to combine Ghostor’s anonymity techniques with a globally oblivious scheme, AnonRAM [30], to obtain a metadata-hiding object-sharing scheme, Ghostor-MH. This dissertation does not include an in-depth discussion of Ghostor-MH because Ghostor-MH is a theoretical scheme, not a practical system.

Our goal in this section is to show how a real application may interface with Ghostor’s semantics (e.g., ownership, key management, error handling) and how Ghostor’s security guarantees might benefit a real application. To make the discussion concrete, we explore a particular use case: multi-institutional sharing of electronic health records (EHRs). It has been of increasing interest to put patients in control of their data as they move between different healthcare providers [205, 425, 226]. As it is paramount to protect medical data in the face of attackers [135], various proposals for multi-institutional EHR sharing use a blockchain for access control and integrity [341, 27]. Below, we explore how to design such a system using Ghostor to store EHRs in a central object store, using only decentralized trust. We also implemented the system for Open mHealth [362].

Each patient owns one or more objects in the central Ghostor system representing their EHRs. Each patient’s Ghostor client (on her laptop or phone) is responsible for storing the PSKs for these objects. The PSKs could be stored in a wristband, as in [341], in case of emergency situations for at-risk patients. When the patient seeks treatment from a healthcare provider, she can grant the healthcare provider access to the objects containing the relevant information in Ghostor. Each
healthcare provider’s Ghostor client maintains a local metadata database, mapping patient identities (object IDs, Section 6.2) to PVKs. This mapping could be created when a patient checks in to the office for the first time (e.g., by sharing a QR code).

**Benefits.** Existing proposals leverage a blockchain to achieve integrity guarantees [341, 27] but use the blockchain more heavily than Ghostor: for example, they require a blockchain transaction to grant access to a healthcare provider, which results in poor performance and scalability. Additionally, Ghostor provides anonymity for sharing records.

**Epoch Time.** An important aspect of Ghostor’s semantics is that one has to wait until the next epoch before one can verify that no fork has occurred. It is reasonable to fetch a patient’s record at the time that they check in to a healthcare facility, but before they are called in for treatment. This allows the time to wait until the end of an epoch to overlap with the patient’s waiting time. In the case of scheduled appointments, the record can be fetched in advance so that integrity can be verified by the time of the appointment. An epoch time of 15–30 minutes would probably be sufficient. By tying the frequency of blockchain operations to a tunable parameter (the epoch time), Ghostor allows the cost of using expressive cryptography to be tuned, to strike the right balance between cost and verification delay for each application.

**Error Handling.** If a healthcare provider detects a fork when verifying an epoch, it informs other healthcare providers of the integrity violation out-of-band of the Ghostor system. Ghostor does not constrain what happens next. One approach, used in Certificate Transparency (CT), is to abandon the Ghostor server for which the integrity violation was detected. We envision that there would be a few Ghostor servers in the system, similar to logs in CT, so this would require affected users to migrate their data to a new server. Another approach is to handle the error in the same way that blockchain-based systems [341, 27] handle cases where the hash on the blockchain does not match the hash of the data—treat it as an availability error. While neither solution is ideal, it is better than the status quo, in which a malicious adversary is free to perform fork or rollback attacks undetected, causing patients to receive incorrect treatments based on old or incorrect data, potentially resulting in serious physical injury.

### 6.9 Implementation

We implemented a prototype of Ghostor in Go. It consists of three parts, as in Figure 6.4, server ($\approx$ 2100 LOC), client library ($\approx$ 1000 LOC), and verification daemon ($\approx$ 1000 LOC), which all depend on a set of core Ghostor libraries ($\approx$ 1400 LOC).

Our implementation uses Ceph RADOS [481] for consistent, distributed object storage. We use SHA-256 for the cryptographic hash and the NaCl secretbox library (which uses XSalsa20 and Poly1305) for authenticated symmetric-key encryption. For key-private asymmetric encryption (to encrypt signing keys in the object header), we implemented the ElGamal cryptosystem, which is key-private [43], on top of the Curve25519 elliptic curve. We use an existing blind signature implementation [401] based on RSA with 2048-bit keys and 1536-bit hashes. We use Ed25519 for digital signatures.
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As discussed in Section 6.3, Ghostor uses external systems for anonymous communication and payment. In our implementation, clients use Tor [143] to communicate with the server and Zcash 1.0.15 for anonymous payments. We build a Zcash test network, separate from the Zcash main network. Ghostor, however, could also be deployed on the Zcash main chain. Zcash is also used as the blockchain to post checkpoints. Our implementation runs as a single Ghostor server that stores its data in a scalable, fault-tolerant, distributed storage cluster. We discuss how to scale to multiple servers in Section 6.11.2.

6.10 Evaluation

We run experiments on Amazon EC2. Except in Section 6.10.3, Ghostor’s storage cluster consists of three i3en.xlarge servers. Additionally, we configure Ceph to replicate each object (key-value pair) on two SSDs on different machines, for fault-tolerance.

6.10.1 Microbenchmarks

Basic Crypto Primitives. We measured the latency of crypto operations used in Ghostor’s critical path. En/decryption of object contents varies linearly with the object size, and takes \( \approx 2 \) ms for 1 MiB. Key-private en/decryption for object headers and signing/verification of digests takes less than 150 us.

Blind Signatures. We also measure the blind signature scheme used for object creation, which consists of four steps. (1) The client generates a blinded hash of a random number. (2) The server signs the blinded hash. (3) The client unblinds the signature, obtaining the server’s signature over the original number. (4) The server verifies the signature and the number during object creation. Results are shown in Figure 6.6.

Verification Procedure. In Figure 6.8, we measure the overhead of verification for digests in a single epoch. For client verification time, we perform an end-to-end test, measuring the total time to fetch digests and to verify them. The client has 1,000 signed digests for operations the client performed during the epoch that the client needs to check were included in the history of digests. We vary the total number of digests in the object’s history for that epoch. The reported values in Figure 6.8a are the total time to verify the object, divided by the total number of operations on the object, indicating the verification time per digest. The trend indicates a constant overhead when the total number of operations on the object is small, that is amortized when the number of operations is large.

Figure 6.8b shows the server’s overhead to compute the Merkle root. We inserted objects using YCSB (Section 6.10.2.2) during an epoch, and measured the time to compute the Merkle root at the end of that epoch. For 10,000 objects, this takes about 2.5 seconds; for 1,000,000 objects, it takes about 280 seconds. Reading the latest digest for each object (leaves of the Merkle tree) dominates the time to compute the Merkle root (2 seconds for 10,000 objects, 272 seconds for 1,000,000 objects). The reason is that our on-disk data structures are optimized for single-object
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Figure 6.6: Blind signature.

Figure 6.7: YCSB workloads (R: read, W: write).

(a) Run verification procedure.

(b) Compute Merkle root.

Figure 6.8: Operations for verification.

operations, which are in the critical path. In particular, each object’s digest chain is stored as a separate batched linked list, so reading the latest digests requires a separate read for each object.

6.10.2 Server-Side Overhead

This section measures to what extent anonymity and VerLinear affect Ghostor’s performance. To ensure that the bottleneck was on the server, we set proof of work to minimum difficulty and do not use anonymous communication (Section 6.3), but we return to evaluating these in Section 6.10.3.

We measure the end-to-end performance of operations in Ghostor, both as a whole and for
instantiations of Ghostor having only anonymity or VerLinear. We compare these to an insecure baseline as well as to competitive solutions for privacy and verifiable consistency, as we now describe.

1. Insecure system (“Insec”). This system uses the traditional ACL-based approach for serving objects. Each object access is preceded by a read to the object’s ACL to verify that the user has permission to access the object. Similarly, creating an object requires a read to a per-user account file. It provides no security against a compromised server.

2. End-to-End Encrypted system (“E2EE”). This system encrypts objects placed on the server using end-to-end encryption similarly to SiRiUS [193]. Such systems have an encrypted KeyList similar to Ghostor’s, but clients can cache their keys locally on most accesses unlike Ghostor.

3. Ghostor’s anonymity system (“Anon”). This is Ghostor with VerLinear disabled. This fits a scenario where one wants to hide information from a passive server attacker. Unlike the E2EE system above, this system cannot cache keys locally—every operation incurs an additional round trip to fetch the KeyList from the server. In addition, every operation incurs yet another round trip at the beginning for the client to perform a proof of work. On the positive side, the server does not maintain any per-user ACL.

4. Fork Consistent system (“ForkC”). This system maintains Ghostor’s digest chain (Section 6.5.1), but does not post checkpoints. Each operation appends to a per-object log of digests, using the techniques in Section 6.5.4. This system also performs an ACL check when creating an object.

5. Ghostor’s VerLinear system (“VLinear”). This system corresponds to the VerLinear mechanism in Section 6.5 (including Section 6.5.2). This matches a use case where one wants integrity, but does not care about privacy. We do not include the verification procedure, already evaluated in Section 6.10.1.

6. Ghostor. This system achieves both anonymity and VerLinear, and therefore incurs the costs of both guarantees.

6.10.2.1 Object Accesses

In each setup, we measured the latency for create, GET, and PUT operations (Figure 6.9a), throughput for GETs/PUTs to a single object (Figure 6.10a), and the throughput for creating objects and for GETs/PUTs to multiple objects (Figure 6.10b).

Fork consistency adds substantial overhead, because additional accesses to persistent storage are required for each operation, to maintain each object’s log of digests. Ghostor, which both maintains a per-object log of digests and provides anonymity, incurs additional overhead because clients do not cache keys, requiring the server to fetch the header for each operation. In contrast, for Anon, the additional cost of reading the header is offset by the lack of ACL check. For 1 MiB objects, en/decryption adds a visible overhead to latency.

End-to-end encryption adds little overhead to throughput; this is because we are measuring throughput at the server, whereas encryption and decryption are performed by clients. The only factor affecting server performance is that the ciphertexts are 40 bytes larger than plaintexts.

Single-object throughput is lower for ForkC, VLinear, and Ghostor, because maintaining a digest chain requires requests to be serialized across multiple accesses to persistent storage. In
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(a) Latency benchmarks.

(b) Latency Breakdown for Ghostor, Read 1 MiB.

Figure 6.9: Latency measurements.

contrast, Insec, E2EE, and Anon serve requests in parallel, relying on Ceph’s internal concurrency control.

In the multi-object experiments, in which no two concurrent requests operate on the same object, this bottleneck disappears. For small objects, throughput drops in approximately an inverse pattern to the latency, as expected. For large objects, however, all systems perform commensurately. This is likely because reading/writing the object itself dominated the throughput usage for these experiments, without any concurrency overhead at the object level to differentiate the setups.

6.10.2.2 Yahoo! Cloud Serving Benchmark

In this section, we evaluate our system using the Yahoo! Cloud Serving Benchmark (YCSB). YCSB provides different workloads representative of various use cases, summarized in Table 6.7. We do not use Workload E because it involves range queries, which Ghostor does not support.

As shown in Figure 6.10c, anonymity incurs up to a 25% overhead for benchmarks containing insertions, owing to the additional accesses to storage required to store used object creation tokens. However, it shows essentially no overhead for GETs and PUTs. Fork consistency adds a 3–4× overhead compared to the Insec baseline. VerLinear adds essentially no overhead on top of fork consistency; this is to be expected, because the overhead of VerLinear is outside of the critical path (except for insertions, where the overhead is easily amortized). Ghostor, which provides both anonymity and VerLinear, must forgo client-side caching, and therefore incurs additional overhead, with a 4–5× throughput reduction overall compared to the Insec baseline.
6.10.3 End-to-End Latency

We analyze Ghostor’s performance from the client’s perspective, including PoW and anonymous communication (Section 6.3). In these experiments, we use three m4.10xlarge instances each with three gp2 SSDs for Ghostor’s storage cluster.

6.10.3.1 Microbenchmarks

The latency experienced by a Ghostor client is the latency measured in Figure 6.9, plus the additional overhead due to the proof of work mechanism and anonymous communication. The difficulty of the proof of work problem is adjustable. For the purpose of evaluation, we set it to a realistic value to prevent denial of service. Figure 6.9b indicates that it takes $\approx 32$ ms for a Ghostor operation; therefore, we set the proof of work difficulty such that it takes the client, on average, 100 times longer to solve ($\approx 3.2$ s). Figure 6.11 shows the distribution of latency for the client to solve the proof of work problem. As expected, the distribution appears to be memoryless.

In our implementation, a client connects to a Ghostor server by establishing a circuit through the Tor [143] network. The performance of the connection, in terms of both latency and throughput, varies according to the circuit used. Figure 6.11 shows the distribution of (1) circuit establishment...
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Figure 6.11: Microbenchmarks of PoW mechanism and Tor.

time, (2) round-trip time, and (3) network bandwidth. We used a fresh Tor circuit for each measurement. Based on our measurements, a Tor circuit usually provides a round-trip time less than 1 second and bandwidth of at least 2 Mb/s.

6.10.3.2 Macrobenchmarks

We now measure the end-to-end latency of each operation in Ghostor’s client API (Section 6.2), including all overheads experienced by the client. As explained in Section 6.10.3.1, the overhead due to proof of work and Tor is quite variable; therefore, we repeat each experiment 1000 times, using a separate Tor circuit each time, and report the distribution of latencies for each operation in Figure 6.12. Comparing Figure 6.12 to Figure 6.9, the client-side latency is dominated by the cost of PoW and Tor; Ghostor’s core techniques in Figure 6.9 have relatively small latency overhead. For the pay operation, we measure only the time to redeem a Zcash payment for a single token, not the time for proof of work or making the Zcash payment (see Section 6.10.4 for a discussion of this overhead). GET and PUT for large objects are the slowest, because Tor network bandwidth becomes a bottleneck. The create_user operation (not shown in Figure 6.12) is only 132 microseconds, because it generates an ElGamal keypair locally without any interaction with the server.

6.10.4 Zcash

In our implementation, we build our own Zcash test network to avoid the expense from Zcash’s main network. Since our system leverages Zcash in a minimal way, the overhead of Zcash is not on the critical path of our protocol. According to the Zcash website [506] and block explorer [54], the block size limit is about 2 MiB, and block interval is about 2.5 minutes. In the past six months, the maximum block size has been less than 150 KiB and the average transaction fee has been much less than 0.001 ZEC (0.05 USD at the time of writing). Hence, even with shorter epochs (less time
for misbehavior detection), the price of Ghostor’s checkpoints is modest since there is a single checkpoint per epoch for the whole system.

### 6.11 Extensions

We briefly discuss two possible extensions to our Ghostor design. The first has to do with supporting a hierarchical directory structure, and the second has to do with scaling Ghostor to multiple servers.

#### 6.11.1 Files and Directories

Our design of Ghostor can be extended to support a hierarchy of directories and files. Each directory or file corresponds to a PVK and associated Ghostor object; the PVK has a similar role to an inode number in a traditional file system. The Ghostor object corresponding to a directory contains a mapping from name to PVK as a list of directory entries. Given the PVK of a root directory and a filepath, a client iteratively finds the PVK of each directory from left to right; in the end, it will have the PVK of the file, allowing it to access the Ghostor object corresponding to a file. The procedure is analogous to resolving a filepath to an inode number in a traditional file system. The Ghostor object corresponding to a file may either contain the file contents directly, or it may contain the PVKs of other objects containing the file data, like an inode in a traditional file system.

The “no user-side caching” principle in Section 6.4 applies here, in the sense that clients may not cache the PVK of a file after resolving it once. A client must re-resolve a file’s PVK on each access; caching the PVK and accessing the file without first accessing all parent directories would reveal that the same user has accessed the file before.
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6.11.2 Scalability

Our implementation of Ghostor that we evaluated in Section 6.10 consists of a single Ghostor server, which stores data in a storage cluster that is internally replicated and fault-tolerant (Ceph RADOS). In this section, we discuss techniques to scale this setup by replicating the Ghostor server as well.

Given that we consider a malicious adversary, it may seem natural to use PBFT [101]. PBFT, however, is neither necessary nor sufficient in Ghostor’s setting. It is not necessary because we already post checkpoints to a ledger based on decentralized trust (Section 6.5.2) to achieve verifiable integrity. It is not sufficient because we assume an adversary who can compromise any few machines across which we replicate Ghostor, which is incompatible with Byzantine Fault Tolerance.

The primary challenge to replicating the Ghostor server is synchronization: if multiple operations on the same object may be handled by different servers, the servers may concurrently mutate the on-disk data structure for that object. A simple solution is to use object-level locks provided by Ceph RADOS. This is probably sufficient for most uses. But, if server-side caching of objects in memory is implemented, caches in the Ghostor servers would have to be kept coherent.

Alternatively, one could partition the object space among the servers, so each object has a single server responsible for processing operations on it. A set of load balancer servers run Paxos [304, 303] to arrive at a consensus on which servers are up and running, so that requests meant for one server can be re-routed to another if it goes down. Note that Paxos is outside of the critical path; it only reacts to failures, not to individual operations. Based on the consensus, the load balancers determine which server is responsible for each object. Because all objects are stored in the same storage pool, the objects themselves do not need to be moved when Ghostor servers are added or removed, only when storage servers are added or removed (which is handled by Ceph). Object-level locks in Ceph RADOS would still be useful to enforce that at most one server is operating on a Ghostor object at a time.

6.12 Related Work

Existing work has looked at providing integrity in the presence of a malicious server. We have already compared extensively with SUNDR [316]. Venus [430] achieves eventual consistency; however, Venus requires some clients to be frequently online and is vulnerable to malicious clients. Caelus [275] has a similar requirement and does not resist collusion of malicious clients and the server. Verena [264] trusts one of two servers. SPORC [168], which combines fork consistency with operational transformation, allows clients to recover from a fork attack, but does not resist faulty clients. Depot [330] can tolerate faulty clients, but achieves a weaker notion of consistency than VerLinear. Furthermore, its consistency techniques are at odds with anonymity. Ghostor and these systems use hash chains [212, 335] as a key building block.

Many systems provide end-to-end encryption (E2EE), but leak significant user information as discussed in Section 6.3.3. These include academic systems such as Persona [31], DEPSKY [49], CFS [57], SiRiUS [193], Plutus [263], ShadowCrypt [220], M-Aegis [305], Mylar [384] and
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Sieve [469] and industrial systems such as Crypho [131], Tresorit [243], Keybase [271], PreVeil [385], Privly [386] and Virtru [462].

Some systems, such as Haven [38] and A-SKY [124], protect against a malicious server by using trusted hardware. Such systems require trust in the hardware provider (e.g., Intel, if using Intel SGX). Furthermore, existing trusted hardware, like Intel SGX, is susceptible to side-channel attacks [92].

A complementary line of work to Ghostor aims to hide access patterns: which object was accessed. Standard Oblivious RAM (ORAM) [196, 428, 477] works in the single-client setting. Multi-client ORAM [30, 215, 265, 328, 329, 405, 441] extends ORAM to support multiple clients. These works either rely on central trust [405, 441] (either a fully trusted proxy or fully trusted clients) or provide limited functionality (not providing global object sharing [30], or revealing user identities [328]). GORAM [329] assumes the adversary controlling the server does not collude with clients. Furthermore, it only provides obliviousness within a single data owner’s objects, not global obliviousness across all data owners.

AnonRAM [30] and PANDA [215] provide global obliviousness and hide user identity, but they are slow. They do not provide for sharing objects or mitigating resource abuse. One can realize these features by applying Ghostor’s techniques to these schemes, as we do in our full Ghostor paper [230] to build Ghostor-MH. Unlike these schemes, Ghostor-MH is a metadata-hiding object-sharing scheme providing both global obliviousness and anonymity without trusted parties or non-collusion assumptions.

Peer-to-peer storage systems, like OceanStore [292], Pastry [400], CAN [394], and IPFS [47], allow users to store objects on globally distributed, untrusted storage without any coordinating central trusted party. These systems are vulnerable to rollback/fork attacks on mutable data by malicious storage nodes (unlike Ghostor’s VerLinear). While some of them encrypt objects for privacy, they do not provide a mechanism to distribute secret keys while preserving anonymity, as Ghostor does. Recent blockchain-based decentralized storage systems, like Storj [443], Swarm [455], Filecoin [172], and Sia [431], have similar shortcomings.

As discussed in Section 6.1, blockchain-based and BFT-based systems [101, 500, 356, 93] and verifiable ledgers [306, 343] can serve as the source of decentralized trust in Ghostor. Another line of work aims to provide efficient auditing mechanisms. EthIKS [73] leverages smart contracts [93] to monitor key transparency systems [343]. Catena [453] builds log systems based on Bitcoin transactions, which enables efficient auditing by low-power clients. It may be possible to apply techniques from those works to optimize our verification procedure in Section 6.5.2. However, none of them aim to build secure data-sharing systems like Ghostor.

Secure messaging systems [128, 456, 225] hide network traffic patterns, but they do not support object storage/sharing as in our setting. Ghostor can complementarily use them for its anonymous communication network.
6.13 Conclusion

Ghostor is a data-sharing system that provides anonymity and verifiable linearizability in a strong threat model that assumes only decentralized trust. Ghostor’s decision to provide anonymity as its privacy guarantee is similar in spirit to the technique in Section 3.2.3, as it allows Ghostor to delink user identities from accessed data without using expensive cryptographic tools like multi-client ORAM. Although Ghostor leverages a blockchain in order to achieve its integrity guarantee, we apply techniques from Section 3.2.1 and Section 3.2.2 to use the blockchain in an efficient way. These techniques allow Ghostor to provide strong privacy and integrity guarantees with practical overhead.
Chapter 7

Using Cryptography Efficiently for Many-to-Many End-to-End Encryption for IoT

This is the second of two chapters exploring the techniques in Section 3.2. We focus in this chapter on publish-subscribe communication for industrial Internet of Things (IoT) deployments. Given that IoT deployments collect physical information, which is often privacy-sensitive, it is a natural goal to encrypt data end-to-end during transit. As we will see, policy-based encryption like Attribute-Based Encryption (ABE) (Section 2.1.1.2) is a natural fit for such deployments, as it would allow an end-to-end encrypted publish-subscribe system to support similar semantics to unencrypted IoT publish-subscribe systems. Unfortunately, ABE is too expensive, particularly for ultra low-power embedded devices with limited energy budgets.

In this chapter, we present the design, implementation, and evaluation of JEDI, an end-to-end encryption protocol for such IoT deployments. In designing JEDI, we apply all four techniques from Section 3.2 to reduce the cost of cryptography and arrive at a solution that supports similar semantics to unencrypted systems while being cheap enough to be practical even on ultra low-power deeply embedded sensor devices. We apply JEDI to an existing IoT messaging system, bw2, and demonstrate that its overhead is modest.

7.1 Introduction

As the Internet of Things (IoT) has emerged over the past decade, smart devices have become increasingly common. This trend is only expected to continue, with tens of billions of new IoT devices deployed over the next few years [118]. The IoT vision requires these devices to communicate to discover and use the resources and data provided by one another. Yet, these devices collect privacy-sensitive information about users. A natural step to secure privacy-sensitive data is to use end-to-end encryption to protect it during transit.

Existing protocols for end-to-end encryption, such as SSL/TLS and TextSecure [182], focus
on one-to-one communication between two principals: for example, Alice sends a message to Bob over an insecure channel. Such protocols, however, appear not to be a good fit for large-scale industrial IoT systems. These IoT systems demand many-to-many communication among decoupled senders and receivers, and require decentralized delegation of access to enforce which devices can communicate with which others. This chapter presents JEDI, an end-to-end encryption protocol for such IoT systems.

7.1.1 Requirements for JEDI

We investigate existing IoT systems, which currently do not encrypt data end-to-end, to understand the requirements on an end-to-end encryption protocol like JEDI. We use smart cities as an example application area, and data-collecting sensors in a large organization as a concrete use case. We identify three central requirements, which we treat in turn below.

7.1.1.1 Decoupled Senders and Receivers

IoT-scale systems could consist of thousands of principals, making it infeasible for consumers of data (e.g., applications) to maintain a separate session with each producer of data (e.g., sensors). Instead, senders are typically decoupled from receivers. Such decoupling is common in publish-subscribe systems for IoT, such as MQTT, AMQP, XMPP, and Solace [435]. In particular, many-to-many communication based on publish-subscribe is the de-facto standard in smart buildings, used in systems like BOSS [137], VOLTTRON [464], Brume [342] and bw2 [15], and adopted commercially in AllJoyn and IoTivity. Senders publish messages by addressing them to resources and sending them to a router. Recipients subscribe to a resource by asking the router to send them messages addressed to that resource.

Many systems for smart buildings/cities, like sMAP [136], SensorAct [18], bw2 [15], VOLTTRON [464], and BAS [291], organize resources as a hierarchy. A resource hierarchy matches the organization of IoT devices: for instance, smart cities contain buildings, which contain floors, which contain rooms, which contain sensors, which produce streams of readings. We represent each resource—a leaf in the hierarchy—as a Uniform Resource Indicator (URI), which is like a file path. For example, a sensor that measures temperature and humidity might send its readings to the two URIs buildingA/floor2/roomLHall/sensor0/temp and buildingA/floor2/roomLHall/sensor0/hum. A user can subscribe to a URI prefix, such as buildingA/floor2/roomLHall/*, which represents a subtree of the hierarchy. He would then receive all sensor readings in room “LHall.”
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JEDI is capable of running on all of these IoT devices

Figure 7.1: IoT comprises diverse devices that span more than four orders of magnitude of computing power (estimated in Dhrystone MIPS).¹

7.1.1.2 Decentralized Delegation

Access control in IoT needs to be fine-grained. For example, if Bob has an app that needs access to temperature readings from a single sensor, that app should receive the decryption key for only that one URI, even if Bob has keys for the entire room. In an IoT-scale system, it is not scalable for a central authority to individually give fine-grained decryption keys to each person’s devices. Moreover, as we discuss in Section 7.2, such an approach would pose increased security and privacy risks. Instead, Bob, who himself has access to readings for the entire room, should be able to delegate temperature-readings access to the app. Generally, a principal with access to a set of resources can give another principal access to a subset of those resources.

Vanadium [446] and bw2 [15] introduced decentralized delegation (SPKI/SDSI [121] and Macaroons [53]) in the smart buildings space. Since then, decentralized delegation has become the state-of-the-art for access control in smart buildings, especially those geared toward large-scale commercial buildings or organizations [171, 239]. In these systems, a principal can access a resource if there exists a chain of delegations, from the owner of the resource to that principal, granting access. At each link in the chain, the extent of access may be qualified by caveats, which add restrictions to which resources can be accessed and when. While these systems provide delegation of permissions, they do not provide protocols for encrypting and decrypting messages end-to-end.

7.1.1.3 Resource Constraints

IoT devices vary greatly in their capabilities, as shown in Figure 7.1. Some IoT devices, such as wearable devices and low-cost sensor platforms, are constrained in CPU, memory, and energy. In particular, ultra low-power deeply embedded sensing devices, at the far right of Figure 7.1, operate within the extreme resource constraints that we considered in the context of TCP/Ip in Chapter 5 (Section 5.2.1). An application of interest involving such devices is indoor environmental sensing.
in smart buildings/cities. Sensors that measure temperature, humidity, or occupancy may be deployed in a building; such sensors are battery-powered and transmit readings using a low-power wireless network (i.e., LLNs). To see ubiquitous deployment, they must cost only tens of dollars per unit and have several years of battery life. To achieve this price/power point, sensor platforms are heavily resource-constrained, with mere kilobytes of memory (farthest right in Figure 7.1) [214, 373, 170, 315, 88, 14, 13]. The power consumption of encryption is a serious challenge, even more so than its latency on a slower CPU; the CPU and radio must be used sparingly to avoid consuming energy too quickly [498, 276]. For example, on the sensor platform used in our evaluation, an average CPU utilization of merely 5% would result in less than a year of battery life, even if the power cost of using the transducers and network were zero.

7.1.2 Overview of JEDI

This chapter presents JEDI, a many-to-many end-to-end encryption protocol compatible with the above three requirements of IoT systems. JEDI encrypts messages end-to-end for confidentiality, signs them for integrity while preserving anonymity, and supports delegation with caveats, all while allowing senders and receivers to be decoupled via a resource hierarchy. JEDI differs from existing encryption protocols like SSL/TLS, requiring us to overcome a number of challenges:

1. Formulating a new system model for end-to-end encryption to support decoupled senders and receivers and decentralized delegation typical of IoT systems (Section 7.1.2.1)

2. Realizing this expressive model while working within the resource constraints of IoT devices (Section 7.1.2.2)
3. Allowing receivers to verify the integrity of messages, while preserving the anonymity of senders (Section 7.1.2.3)

4. Extending JEDI’s model to support revocation (not described in this dissertation; see our extended paper [299])

Below, we explain how we address each of these challenges.

7.1.2.1 JEDI’s System Model (Section 7.2)

Participants in JEDI are called principals. Any principal can create a resource hierarchy to represent some resources that it owns. Because that principal owns all of the resources in the hierarchy, it is called the authority of that hierarchy.

Due to the setting of decoupled senders and receivers, the sender can no longer encrypt messages with the receiver’s public key, as in traditional end-to-end encryption. Instead, JEDI models principals as interacting with resources, rather than with other principals. Herein lies the key difference between JEDI’s model and other end-to-end encryption protocols: the publisher of a message encrypts it according to the URI to which it is published, not the recipients subscribed to that URI. Only principals permitted to subscribe to a URI are given keys that can decrypt messages published to that URI.

IoT systems that support decentralized delegation (Vanadium, bw2), as well as related non-IoT authorization systems (e.g., SPKI/SDSI [121] and Macaroons [53]) provide principals with tokens (e.g., certificate chains) that they can present to prove they have access to a certain resource. Providing tokens, however, is not enough for end-to-end encryption; unlike these systems, JEDI allows decryption keys to be distributed via chains of delegations. Furthermore, the URI prefix and expiry time associated with each JEDI key can be restricted at each delegation. For example, as shown in Figure 7.2, suppose Alice, who works in a research lab, needs access to sensor readings in her office. In the past, the campus facilities manager, who is the authority for the hierarchy, granted a key for buildingA/*/ to the building manager, who granted a key for buildingA/floor2/*/ to the lab director. Now, Alice can obtain the key for buildingA/floor2/alice_office/* directly from her local authority (the lab director).

7.1.2.2 Encryption with URIs and Expiry (Section 7.3)

JEDI supports decoupled communication. The resource to which a message is published acts as a rendezvous point between the senders and receivers, used by the underlying system to route messages. Central to JEDI is the challenge of finding an analogous cryptographic rendezvous point that senders can use to encrypt messages without knowledge of receivers. A number of IoT systems [419, 377] use only simple cryptography like AES, SHA2, and ECDSA, but these primitives are not expressive enough to encode JEDI’s rendezvous point, which must support hierarchically-structured resources, non-interactive expiry, and decentralized delegation.

Existing systems [469, 471, 472] with similar expressivity to JEDI use Attribute-Based Encryption (ABE) [206, 50]. Unfortunately, ABE is not suitable for JEDI because it is too expensive,
especially in the context of resource constraints of IoT devices. Some IoT systems rule it out due to its latency alone [419]. In the context of low-power devices, encryption with ABE would also consume too much power. JEDI circumvents the problem of using ABE or basic cryptography with two insights: (1) Even though ABE is too heavy for low-power devices, this does not mean that we must resort to only symmetric-key techniques. We show that certain IBE schemes are practical for such devices. (2) Time is another resource hierarchy: a timestamp can be expressed as year/month/day/hour, and in this hierarchical representation, any time range can be represented efficiently as a logarithmic number of subtrees. With this insight, we can simultaneously support URIs and expiry via a nonstandard use of a certain type of IBE scheme: WKD-IBE [2]. Like ABE, WKD-IBE is based on bilinear groups (pairings), but it is an order-of-magnitude less expensive than ABE as used in JEDI. This is an application of the technique from Section 3.2.3—we are leveraging the expressivity-efficiency trade-off (Section 2.2.2) to choose a cryptographic scheme that is cheaper but less expensive than ABE, yet expressive enough to provide similar semantics to IoT systems that do not encrypt data. To make JEDI practical on low-power devices, we design it to invoke WKD-IBE rarely, while relying on AES most of the time, much like session keys—an application of the technique from Section 3.2.1. The session keys must change, requiring another invocation of WKD-IBE, whenever the hierarchical representation of the timestamp changes—an application of the technique from Section 3.2.2, since it allows the frequency of WKD-IBE operations to be adjusted based on the granularity with which the timestamp is encoded. Additionally, we apply the technique from Section 3.2.4 Thus, JEDI achieves expressivity commensurate to IoT systems that do not encrypt data—significantly more expressive than AES-only solutions—while allowing several years of battery life for low-power low-cost IoT devices.

7.1.2.3 Integrity and Anonymity (Section 7.4)

In addition to being encrypted, messages should be signed so that the recipient of a message can be sure it was not sent by an attacker. This can be achieved via a certificate chain, as in SPKI/SDSI or bw2. Certificates can be distributed in a decentralized manner, just like encryption keys in Figure 7.2.

Certificate chains, however, are insufficient if anonymity is required. For example, consider an office space with an occupancy sensor in each office, each publishing to the same URI buildingA/occupancy. In aggregate, the occupancy sensors could be useful to inform, e.g., heating/cooling in the building, but individually, the readings for each room could be considered privacy-sensitive. The occupancy sensors in different rooms could use different certificate chains, if they were authorized/installed by different people. This could be used to deanonymize occupancy readings. To address this challenge, we adapt the WKD-IBE scheme that we use for end-to-end encryption to achieve an anonymous signature scheme that can encode the URI and expiry and support decentralized delegation. We apply the four techniques from Section 3.2 to signatures in analogous ways as we do for encryption, starting with using WKD-IBE, rather than a more costly cryptographic scheme, for anonymous signatures. As a result, anonymous signatures in JEDI are practical even on low-power embedded IoT devices.
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7.1.2.4 Revocation

As stated above, JEDI keys support expiry. Therefore, it is possible to achieve a lightweight revocation scheme by delegating each key with short expiry and periodically renewing it to extend the expiry. To revoke a key, one simply does not renew it. We expect this expiry-based revocation to be sufficient for most use cases, especially for low-power devices that “sense and send.”

In our extended paper [299], we provide a protocol for revoking keys immediately, without relying on expiry. As we discuss in Section 7.3.9, any cryptographically-enforced scheme that provides immediate revocation (i.e., keys can be revoked without waiting for them to expire) is subject to the fundamental limitation that the sender of a message must know which recipients are revoked when it encrypts the message. In our extended paper [299], we provide a protocol for immediate revocation in JEDI, subject to this constraint. We use techniques from tree-based broadcast encryption [357, 144] to encrypt in such a way that all decryption keys for that URI, except for ones on a revocation list, can be used to decrypt. Achieving this is nontrivial because we have to combine broadcast encryption with JEDI’s semantics of hierarchical resources, expiry, and delegation. First, we modify broadcast encryption to support delegation, in such a way that if a key is revoked, all delegations made with that key are also implicitly revoked. Then, we integrate broadcast revocation, in a non-black-box way, with JEDI’s encryption and delegation, as a third resource hierarchy alongside URIs and expiry. Our protocol for immediate revocation is not described in this dissertation; see our extended paper [299] for details.

7.1.3 Summary of Evaluation

For our evaluation, we use JEDI to encrypt messages transmitted over bw2 [15, 94], a deployed open-source messaging system for smart buildings, and demonstrate that JEDI’s overhead is small in the critical path. We also evaluate JEDI for a commercially available sensor platform called “Hamilton” [214], and show that a Hamilton-based sensor sending one sensor reading every 30 seconds would see several years of battery lifetime when sending sensor readings encrypted with JEDI. As Hamilton is among the least powerful platforms that will participate in IoT (farthest to the right in Figure 7.1), this validates that JEDI is practical across the IoT spectrum.

7.2 System Model and Threat Model

A principal can post a message to a resource in a hierarchy by encrypting it according to the resource’s URI, hierarchy’s public parameters, and current time, and passing it to the underlying system that delivers it to the relevant subscribers. Given the secret key for a resource subtree and time range, a principal can generate a secret key for a subset of those resources and subrange of that time range, and give it to another principal, as in Figure 7.2. The receiving principal can use the delegated key to decrypt messages that are posted to a resource in that subset at a time during that subrange.

*JEDI does not require the structure of the resource hierarchy to be fixed in advance.* In Figure 7.2, the campus facilities manager, when granting access to buildingA/* to the building man-
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Figure 7.3: Applying JEDI to a smart buildings IoT system. Components introduced by JEDI are shaded. The subscriber’s key is obtained via JEDI’s decentralized delegation (Figure 7.2).

7.2.1 Trust Assumptions

A principal is trusted for the resources it owns or was given access to (for the time ranges for which it was given access). In other words, an adversary who compromises a principal can read all resources that principal can read and forge new messages as if it were that principal. In particular, an adversary who compromises the authority for a resource hierarchy gains control over that resource hierarchy.

JEDI allows each principal to act as an authority for its own resource hierarchy in its own trust domain, without a single authority spanning all hierarchies. In particular, principals are not organized hierarchically; a principal may be delegated multiple keys, each belonging to a different resource hierarchy. In the example in Figure 7.2, Alice might also receive JEDI keys from her landlord granting access to resources in her apartment building, in a separate hierarchy where her landlord is the authority. If Alice owns resources she would like to delegate to others, she can set up her own hierarchy to represent those resources. Existing IoT systems with decentralized delegation, like bw2 and Vanadium, use a similar model.

7.2.2 Applying JEDI to an Existing System

As shown in Figure 7.3, JEDI can be applied as a wrapper around existing many-to-many communication systems, including publish-subscribe systems for smart cities. The transfer of messages from producers to consumers is handled by the existing system. A common design used by such systems is to have a central broker (or router) forward messages; however, an adversary who com-
promises the broker can read all messages. In this context, JEDI’s end-to-end encryption protects data from such an adversary. Publishers encrypt their messages with JEDI before passing them to the underlying communication system (without knowledge of who the subscribers are), and subscribers decrypt them with JEDI after receiving them from the underlying communication system (without knowledge of who the publishers are).

7.2.3 Comparison to a Naïve Key Server Model

To better understand the benefits of JEDI’s model, consider the natural strawman of a trusted key server. This key server generates a key for every URI and time. A publisher encrypts each message for that URI with the same key. A subscriber requests this key from the trusted key server, which must first check if the subscriber is authorized to receive it. The subscriber can decrypt messages for a URI using this key, and contact the key server for a new key when the key expires. JEDI’s model is better than this key server model as follows:

- **Improved security.** Unlike the trusted key server, which must always be online, the authority in JEDI can delegate qualified keys to some principals and then go offline, leaving these principals to qualify and delegate keys further. While the authority is offline, it is more difficult for an attacker to compromise it and easier for the authority to protect its secrets because it need only access them rarely. This reasoning is the basis of root Certificate Authorities (CAs), which access their master keys infrequently. In contrast, the trusted key server model requires a central trusted party (key server) to be online to grant/revoke access to any resource.

- **Improved privacy.** No single participant sees all delegations in JEDI. An adversary in JEDI who steals an authority’s secret key can decrypt all messages for that hierarchy, but still does not learn who has access to which resource, and cannot access separate hierarchies to which the first authority has no access. In contrast, an adversary who compromises the key server learns who has access to which resource and can decrypt messages for all hierarchies.

- **Improved scalability.** In the campus IoT example above, if a building admin receives access to all sensors and all their different readings for a building, the admin must obtain a potentially very large number of keys, instead of one key for the entire building. Moreover, the campus-wide key server needs to grant decryption keys to each application owned by each employee or student at the university. Finally, the campus-wide key server must understand which delegations are allowed at lower levels in the hierarchy, requiring the entire hierarchy to be centrally administered.

7.2.4 IoT Gateways

Low-power wireless embedded sensors, due to power constraints, often do not use network protocols like Wi-Fi, and instead use specialized low-power protocols such as Bluetooth or IEEE 802.15.4. It is common for these devices to rely on an application-layer gateway to send data to
computers outside of the low-power network [502]. This gateway could be in the form of a phone app (e.g., Fitbit), or in the form of a specialized border router [517, 6]. In some traditional setups, the gateway is responsible for performing encryption/authentication [377]. JEDI accepts that gateways may be necessary for Internet connectivity, but does not rely on them for security—JEDI’s cryptography is lightweight enough to run directly on the low-power sensor nodes. This approach prevents the gateway from becoming a single point of attack; an attacker who compromises the gateway cannot see or forge data for any device using that gateway.

7.2.5 Generalizability of JEDI’s Model

Since JEDI decouples senders from receivers, it has no requirements on what happens at any intermediaries (e.g., does not require messages to be forwarded from publishers to subscribers in any particular way). Thus, JEDI works even when messages are exchanged in a broadcast medium, e.g., multicast. This also means that JEDI is more broadly applicable to systems with hierarchically organized resources. For example, URIs could correspond to filepaths in a file system, or URLs in a RESTful web service.

7.2.6 Security Goals

JEDI’s goal is to ensure that principals can only read messages from or send messages to resources they have been granted access to receive from or send to. In the context of publish-subscribe, JEDI also hides the content of messages from an adversary who controls the router.

JEDI does not attempt to hide metadata relating to the actual transfer of messages (e.g., the URIs on which messages are published, which principals are publishing or subscribing to which resources, and timing). Hiding this metadata is a complementary task to achieving delegation and end-to-end encryption in JEDI, and techniques from the secure messaging literature [113, 128, 225] will likely be applicable.

7.3 End-to-End Encryption

A central question answered in this section is: How should publishers encrypt messages before passing them to the underlying system for delivery (Section 7.3.4)? As explained in Section 7.1.2.2, ABE, the obvious choice, is too heavy for low-power devices. Therefore, we apply the technique from Section 3.2.3 and identify WKD-IBE, a more lightweight identity-based encryption scheme, as sufficient to achieve JEDI’s properties. The primary challenge is to encode a sufficiently expressive rendezvous point in the WKD-IBE ID (called a pattern) that publishers use to encrypt messages (Section 7.3.4).
CHAPTER 7. USING CRYPTOGRAPHY EFFICIENTLY FOR MANY-TO-MANY END-TO-END ENCRYPTION FOR IOT

7.3.1 Building Block: WKD-IBE

We first explain WKD-IBE [2], the encryption scheme that JEDI uses as a building block. We denote the security parameter as $\kappa$.

7.3.1.1 WKD-IBE Scheme

In WKD-IBE, messages are encrypted with patterns, and keys also correspond to patterns. A pattern is a list of values: $P = (\mathbb{Z}_p^* \cup \{\bot\})^\ell$. The notation $P(i)$ denotes the $i$th component of $P$, 1-indexed. A pattern $P_1$ matches a pattern $P_2$ if, for all $i \in [1, \ell]$, either $P_1(i) = \bot$ or $P_1(i) = P_2(i)$. In other words, if $P_1$ specifies a value for an index $i$, $P_2$ must match it at $i$. Note that the “matches” operation is not commutative; “$P_1$ matches $P_2$” does not imply “$P_2$ matches $P_1$”.

We refer to a component of a pattern containing an element of $\mathbb{Z}_p^*$ as fixed, and to a component that contains $\bot$ as free. To aid our presentation, we define the following sets:

**Definition 1.** For a pattern $S$, we define:

$$\text{fixed}(S) = \{(i, S(i)) \mid S(i) \neq \bot\}$$

$$\text{free}(S) = \{i \mid S(i) = \bot\}$$

A key for pattern $P_1$ can decrypt a message encrypted with pattern $P_2$ if $P_1 = P_2$. Furthermore, a key for pattern $P_1$ can be used to derive a key for pattern $P_2$, as long as $P_1$ matches $P_2$. In summary, the following is the syntax for WKD-IBE.

- **Setup**$(1^\kappa, 1^\ell) \rightarrow \text{Params}, \text{MasterKey}$;
- **KeyDer**$(\text{Params}, \text{Key}_{\text{Pattern}_A}, \text{Pattern}_B) \rightarrow \text{Key}_{\text{Pattern}_B}$, derives a key for $\text{Pattern}_B$, where either $\text{Key}_{\text{Pattern}_A}$ is the MasterKey, or $\text{Pattern}_A$ matches $\text{Pattern}_B$;
- **Encrypt**$(\text{Params}, \text{Pattern}, m) \rightarrow \text{Ciphertext}_{\text{Pattern}, m}$;
- **Decrypt**$(\text{Key}_{\text{Pattern}}, \text{Ciphertext}_{\text{Pattern}}, m) \rightarrow m$.

We use the WKD-IBE construction in Section 3.2 of [2], based on BBG HIBE [63]. Like the BBG construction, it has constant-size ciphertexts, but requires the maximum pattern length $\ell$ to be known at Setup time. In this WKD-IBE construction, patterns containing $\bot$ can only be used in **KeyDer**, not in **Encrypt**; we extend it to support encryption with patterns containing $\bot$.

7.3.1.2 WKD-IBE Construction

We present the WKD-IBE construction in Section 3.2 of [2], including our extension to support encryption with patterns containing $\bot$.

The construction is based on bilinear groups. $G$ and $G_T$ are cyclic groups of prime order $p$, and they are related by a bilinear map $e : G \times G \rightarrow G_T$. The security parameter $\kappa$ is related to the number of bits of $p$. We implemented WKD-IBE using BLS12-381, an asymmetric bilinear group.
whose bilinear map is of the form $e : G_1 \times G_2 \rightarrow G_T$. We denote $G_1$ the smaller and faster of the two source groups (elliptic curve over $\mathbb{F}_p$). The construction of WKD-IBE was originally defined for symmetric bilinear groups. Our description below shows how we mapped the construction onto an asymmetric bilinear group.

**Setup($1^\ell$):** Select $g \leftarrow G_2$ and $g_2, g_3, h_1, \ldots, h_\ell, h_s \leftarrow G_1$. Then select $\alpha \leftarrow \mathbb{Z}_p$ and let $g_1 = g^\alpha$.

Output: $\text{Params} = (g, g_1, g_2, g_3, h_1, \ldots, h_\ell, h_s)$ and $\text{MasterKey} = g_2^\alpha$.

Note that, although $h_s$ is not used for encryption below, $h_s$ will be used in Section 7.4.

**KeyDer($K, S$):** If $K$ is the master key, take $K = g_2^\alpha$. Select $r \leftarrow \mathbb{Z}_p$. The private key for the pattern $S$ is the following triple:

$$\left( g_2^\alpha \cdot \left( g_3 \cdot \prod_{(i, a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^r, g^r, \left\{ (j, h_j^r) \right\}_{j \in \text{free}(S)} \right).$$

If $K$ is not the master key, then parse $K$ as $(k_0, k_1, B)$, where $B = \{(i, b_i)\}$. Select $t \leftarrow \mathbb{Z}_p$. The private key for $S$ is:

$$\left( k_0 \cdot \left( g_3 \cdot \prod_{(i, a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^t \cdot \prod_{(i, a_i) \in \text{fixed}(S)} b_i^{a_i}, g^t \cdot k_1, \left\{ (j, h_j^t \cdot b_j) \right\}_{j \in \text{free}(S)} \right).$$

Observe that the resulting key is identically distributed, regardless of whether or not the input key $K$ is the master key.

**Encrypt($S, m$):** Here, $m \in G_T$. Select $s \leftarrow \mathbb{Z}_p$ and output

$$\left( e(g_1, g_2)^s \cdot m, g^s, \left( g_3 \cdot \prod_{(i, a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^s \right).$$

**Decrypt($K, C$):** Parse the key $K$ as $(k_0, k_1, B)$, and the ciphertext $C$ as $(X, Y, Z)$. Output

$$X \cdot e(k_1, Z) \cdot e(Y, k_0)^{-1}.$$
7.3.2 Concurrent Hierarchies in JEDI

WKD-IBE was originally designed to allow delegation in a single hierarchy. For example, the original suggested use case of WKD-IBE was to generate secret keys for a user’s email addresses in all valid subdomains, such as sysadmin@*.univ.edu [2].

JEDI, however, uses WKD-IBE in a nonstandard way to simultaneously support multiple hierarchies, one for URIs and one for expiry (and, as explained in the extended paper [299], one for revocation), each in the vein of HIBE. We think of the $\ell$ components of a WKD-IBE pattern as “slots” that are initially empty, and are progressively filled in with calls to KeyDer. To combine a hierarchy of maximum depth $\ell_1$ (e.g., the URI hierarchy) and a hierarchy of maximum depth $\ell_2$ (e.g., the expiry hierarchy), one can Setup WKD-IBE with the number of slots equal to $\ell = \ell_1 + \ell_2$. The first $\ell_1$ slots are filled in left-to-right for the first hierarchy and the remaining $\ell_2$ slots are filled in left-to-right for the second hierarchy (Figure 7.4).

7.3.3 Overview of Encryption in JEDI

Each principal maintains a key store containing WKD-IBE decryption keys. To create a resource hierarchy, any principal can call the WKD-IBE Setup function to create a resource hierarchy. It releases the public parameters and stores the master secret key in its key store, making it the authority of that hierarchy. To delegate access to a URI prefix for a time range, a principal (possibly the authority) searches its key store for a set of keys for a superset of those permissions. It then qualifies those keys using KeyDer to restrict them to the specific URI prefix and time range (Section 7.3.5), and sends the resulting keys to the recipient of the delegation. The recipient accepts the delegation by adding the keys to its key store.

Before sending a message to a URI, a principal encrypts the message using WKD-IBE. The pattern used to encrypt it is derived from the URI and the current time (Section 7.3.4), which are included along with the ciphertext. When a principal receives a message, it searches its key store, using the URI and time included with the ciphertext, for a key to decrypt it.

In summary, JEDI provides the following API:

- **Encrypt** (Message, URI, Time) $\rightarrow$ Ciphertext
- **Decrypt** (Ciphertext, URI, Time, KeyStore) $\rightarrow$ Message
- **Delegate** (KeyStore, URIPrefix, TimeRange) $\rightarrow$ KeySet
- **AcceptDelegation** (KeyStore, KeySet) $\rightarrow$ KeyStore’

Note that the WKD-IBE public parameters are an implicit argument to each of these functions. Finally, although the above API lists the arguments to Delegate as URIPrefix and TimeRange, JEDI actually supports succinct delegation over more complex sets of URIs and timestamps (see Section 7.3.10).

---

2JEDI does not govern how the key set is transferred to the recipient, as there are existing solutions for this. One can use an existing protocol for one-to-one communication (e.g., TLS) to securely transfer the key set. Or, one can encrypt the key set with the recipient’s (normal, non-WKD-IBE) public key, and place it in a common storage area.
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Figure 7.4: Pattern $S$ used to encrypt message sent to $a/b$ on June 08, 2017 at 6 AM. The figure uses 8 slots for space reasons; JEDI is meant to be used with more slots (e.g., 20).

### 7.3.4 Expressing URI/Time as a Pattern

A message is encrypted using a pattern derived from (1) the URI to which the message is addressed, and (2) the current time. Let $H : \{0, 1\}^* \to \mathbb{Z}_p^*$ be a collision-resistant hash function. Let $\ell = \ell_1 + \ell_2$ be the pattern length in the hierarchy’s WKD-IBE system. We use the first $\ell_1$ slots to encode the URI, and the last $\ell_2$ slots to encode the time.

Given a URI of length $d$, such as $a/b/c$ ($d = 3$ in this example), we split it up into individual components, and append a special terminator symbol $\$$. Using $H$, we map each component to $\mathbb{Z}_p^*$, and then put these values into the first $d + 1$ slots. If $S$ is our pattern, we would have $S(1) = H("a"), S(2) = H("b"), S(3) = H("c"), and $S(4) = H(\$)$ for this example.

Now, we encode the time range into the remaining $\ell_2$ slots. Any timestamp, with the granularity of an hour, can be represented hierarchically as $(year, month, day, hour)$. We encode this into the pattern like the URI: we hash each component, and assign them to consecutive slots. The final $\ell_2$ slots encode the time, so the depth of the time hierarchy is $\ell_2$. The terminator symbol $\$ is not needed to encode the time, because timestamps always have exactly $\ell_2$ components. For example, suppose that a principal sends a message to $a/b$ on June 8, 2017 at 6 AM. The message is encrypted with the pattern in Figure 7.4.

### 7.3.5 Producing a Key Set for Delegation

Now, we explain how to produce a key set corresponding to a URI prefix and time range. To express a URI prefix as a pattern, we do the same thing as we did for URIs, without the terminator symbol $\$. For example, $a/b/*$ is encoded in a pattern $S$ as $S(1) = H("a"), S(2) = H("b"), and all other slots free. Given the private key for $S$, one can use WKD-IBE’s KeyDer to fill in slots 3...$\ell_1$. This allows one to generate the private key for $a/b, a/b/c, etc.—any URI for which $a/b$ is a prefix. To grant access to only a specific resource (a full URI, not a prefix), the $\$ is included as before.

In encoding a time range into a pattern, single timestamps (e.g., granting access for an hour) are done as before. The hierarchical structure for time makes it possible to succinctly grant permission for an entire day, month, or year. For example, one may grant access for all of 2017 by filling in slot $\ell_2$ with $H("2017")$ and leaving the final $\ell_2 - 1$ slots, which correspond to month, day, and year, free. Therefore, to grant permission over a time range, the number of keys granted is logarithmic in the length of the time range. For example, to delegate access to a URI from October 29, 2014...
at 10 PM until December 2, 2014 at 1 AM, the following keys need to be generated: 2014/Oct/29/23, 2014/Oct/29/24, 2014/Oct/30/*, 2014/Oct/31/*, 2014/Nov/*, 2014/Dec/01/*, and 2014/Dec/02/01. The tree can be chosen differently to support longer time ranges (e.g., additional level representing decades), change the granularity of expiry (e.g., minutes instead of hours), trade off encryption time for key size (e.g., deeper/shallower tree), or use a more regular structure (e.g., binary encoding with logarithmic split). For example, our implementation uses a depth-6 tree (instead of depth-4), to be able to delegate time ranges with fewer keys.

In summary, to produce a key set for delegation, first determine which subtrees in the time hierarchy represent the time range. For each one, produce a separate pattern, and encode the time into the last $\ell_2$ slots. Encode the URI prefix in the first $\ell_1$ slots of each pattern. Finally, generate the keys corresponding to those patterns, using keys in the key store.

### 7.3.6 Using WKD-IBE Efficiently

On low-power embedded devices, performing a single WKD-IBE encryption consumes a significant amount of energy. Therefore, we design JEDI to use WKD-IBE as efficiently as possible.

#### 7.3.6.1 Hybrid Encryption and Key Reuse

We apply the technique from Section 3.2.1, using WKD-IBE in a hybrid encryption scheme. To encrypt a message $m$ in JEDI, one samples a symmetric key $k$, and encrypts $k$ with JEDI to produce ciphertext $c_1$. The pattern used for WKD-IBE encryption is chosen as in Section 7.3.4 to encode the rendezvous point. Then, one encrypts $m$ using $k$ to produce ciphertext $c_2$. The JEDI ciphertext is $(c_1, c_2)$.

For subsequent messages, one reuses $k$ and $c_1$; the new message is encrypted with $k$ to produce a new $c_2$. One can keep reusing $k$ and $c_1$ until the WKD-IBE pattern for encryption changes, which happens at the end of each hour (or other interval used for expiry). At this time, JEDI performs key rotation by choosing a new $k$, encrypting it with WKD-IBE using the new pattern, and then proceeding as before. Therefore, most messages only incur cheap symmetric-key encryption.

This also reduces the load on subscribers. The JEDI ciphertexts sent by a publisher during a single hour will all share the same $c_1$. Therefore, the subscriber can decrypt $c_1$ once for the first message to obtain $k$, and cache the mapping from $c_1$ to $k$ to avoid expensive WKD-IBE decryptions for future messages sent during that hour.

Thus, expensive WKD-IBE operations are only performed upon key rotation. This not only happens rarely for each resource—for example, once an hour, if expiry times are encoded with hour-level granularity—but its frequency is tunable according to the granularity chosen for expiry. This allows JEDI to be configured to strike the best balance between the value that fine-grained expiry may bring to the application and the costs of invoking WKD-IBE more frequently. Therefore, using hybrid encryption in this way is an application of both the technique from Section 3.2.1 and the technique from Section 3.2.2.
7.3.6.2 Precomputation with Adjustment

Even with hybrid encryption and key reuse to perform WKD-IBE encryption rarely, WKD-IBE contributes significantly to the overall power consumption on low-power devices. Therefore, this section explores how to perform individual WKD-IBE encryptions more efficiently. We apply the technique from Section 3.2.4 to develop a new encryption algorithm for WKD-IBE that is well-suited to the way in which JEDI uses WKD-IBE.

Most of the work to encrypt a message under a pattern \( S \) is in computing the quantity \( Q_S = g^3 \cdot \prod_{(i,a_i) \in \text{fixed}(S)} h_i^{a_i} \), where \( g^3 \) and the \( h_i \) are part of the WKD-IBE public parameters. One may consider computing \( Q_S \) once, and then reusing its value when computing future encryptions under the same pattern \( S \). Unfortunately, this alone does not improve efficiency because the pattern \( S \) used in one WKD-IBE encryption is different from the pattern \( T \) used for the next encryption.

JEDI, however, observes that \( S \) and \( T \) are similar; they match in the \( \ell_1 \) slots corresponding to the URI, and the remaining \( \ell_2 \) slots will correspond to adjacent leaves in the time tree. JEDI takes advantage of this by efficiently adjusting the precomputed value \( Q_S \) to compute \( Q_T \). We define the new WKD-IBE operations as follows (as before, \( \text{Params} \) is an implicit parameter).

\[ \text{Precompute}(S): \quad \text{Output} \]
\[ g^3 \cdot \prod_{(i,a_i) \in \text{fixed}(S)} h_i^{a_i} \]

\[ \text{AdjustPrecomputed}(Q_S,S,T): \quad Q_S \text{ is the existing precomputed value, } S \text{ is the pattern it corresponds to, and } T \text{ is the pattern whose precomputed value } Q_T \text{ to compute. Output} \]
\[ Q_S \cdot \prod_{(i,b_i) \in \text{fixed}(T)} h_i^{b_i} \cdot \prod_{(i,a_i) \in \text{fixed}(S)} h_i^{-a_i} \cdot \prod_{(i,a_i) \in \text{fixed}(S), (i,b_i) \in \text{fixed}(T), a_i \neq b_i} h_i^{b_i-a_i} \]

\[ \text{EncryptPrepared}(Q_S,m): \quad \text{Here, } m \in \mathbb{G}_T. \text{ Select } s \leftarrow \mathbb{Z}_p \text{ and output} \]
\[ (e(g_1,g_2)^s \cdot m, \quad g^s, \quad Q_S^s) \]

The \text{AdjustPrecomputed} operation requires one \( \mathbb{G}_1 \) exponentiation per differing slot between \( S \) and \( T \) (i.e., the Hamming distance). Because \( S \) and \( T \) usually differ in only the final slot of the time hierarchy, this will usually require one \( \mathbb{G}_1 \) exponentiation total, substantially faster than computing \( Q_T \) from scratch. Additional exponentiations are needed at the end of each day, month, and year, but they can be eliminated by maintaining additional precomputed values corresponding to the start of the current day, current month, and current year.

Concretely, JEDI encrypts a new symmetric key when rotating keys as follows. First, we invoke \text{AdjustPrecomputed} to compute \( Q_S \) for the desired attribute set \( S \) from \( Q_{S'} \), where \( S' \) is the previous attribute set. Then, we invoke \text{EncryptPrepared} to encrypt the symmetric key under the attribute set \( S \) using \( Q_S \). We can represent this composition of \text{EncryptPrepared} and \text{AdjustPrecomputed} as a new encryption interface, \text{Encrypt}(Q_{S'},S',S,m) \rightarrow C,Q_S \). Here, encryption outputs not only a ciphertext \( C \) but also state \( Q_S \) to accelerate the next encryption, allowing encryption operations to be “chained together.”
The protocol remains secure because a ciphertext is distributed identically whether it was computed from a precomputed value \( Q_S \) or via regular encryption—that is, the output of \( \text{Encrypt}(S, m) \) and the output of \( \text{EncryptPrepared}(\text{Precompute}(S), m) \) are distributed identically.

### 7.3.7 Revocation

In this section, we briefly explain below how JEDI keys may be revoked.

### 7.3.8 Simple Solution: Revocation via Expiry

A simple solution for revocation is to rely on expiration. In this solution, all keys are time-limited, and delegations are periodically refreshed, according to a higher layer protocol, by granting a new key with a later expiry time. In this setup, the principal who granted a key can easily revoke it by not refreshing that delegation when the key expires. We expect this solution to be sufficient for many applications of JEDI.

### 7.3.9 Immediate Revocation (Extended Paper)

Some disadvantages of the solution in Section 7.3.8 are that (1) principals must periodically come online to refresh delegations, and (2) revocation only takes effect when the delegated key expires. We would like a solution without these disadvantages.

However, any revocation scheme that does not wait for keys to expire is subject to set of inherent limitations. The recipient of the revoked delegation still has the revoked decryption key, so it can still decrypt messages encrypted in the same way. This means that we must either (1) rely on intermediate parties to modify ciphertexts so that revoked keys cannot decrypt them, or (2) require senders to be aware of the revocation, and encrypt messages in a different way so that revoked keys cannot decrypt them. Neither solution is ideal: (1) makes assumptions about how messages are delivered, which we have avoided thus far (Section 7.2), and requires trust in an intermediary to modify ciphertexts, and (2) weakens the decoupling of senders and receivers (Section 7.1.2). In our extended JEDI paper [299], we present an immediate revocation scheme that adopts the second compromise: while senders will not need to know who are the receivers, they will need to know who has been revoked.

### 7.3.10 Extensions

We present two simple extensions to JEDI’s core encryption protocol: (1) generalized subtrees with wildcards in the *middle* of a URI, and (2) forward secrecy.

#### 7.3.10.1 Beyond Simple Hierarchies

Thus far, we have considered only the * wildcard at the end of a URI. With WKD-IBE, we can also place a + wildcard in the middle of a URI, allowing a single component of the URI to remain
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\[ S(i) = H("a") \perp H("b") \perp \perp \perp \perp \perp H("\&") \]

\( i \)

1 2 3 4 5 6 7 8

\( \ell_1 = 4 \) slots for URI Hierarchy

\( \ell_2 = 4 \) slots for Time Hierarchy

Figure 7.5: Pattern \( S \) for a private key granting access to \( a/+\,b/* \) at 8 AM every day. The figure uses 8 slots for space reasons; JEDI is meant to be used with more slots (e.g., 20).

unspecifed. For example, the URI \( a/+\,b \) matches all URIs of length 3 where the first component is \( a \) and the third component is \( b \); the second component could be anything. To implement the + wildcard, we fill in the components corresponding to + with \( \perp \).

The + wildcard is useful in real applications. For example, in the “smart buildings” setting, one could imagine a resource hierarchy of the form \( \text{buildingA/floor2/room/sensor_id/reading_type} \), where \( \text{reading_type} \) could be either \( \text{temp} \) or \( \text{hum} \). The + wildcard allows one to delegate permission to see only the temperature readings in a building, by granting permission on the URI \( \text{buildingA/+/+/+/temp} \). It is also useful for the time hierarchy. An organization may want to give an employee access to a resource from 8 AM to 5 PM every day, which can be accomplished by using the + wildcard for the slots corresponding to the year, month, and day. See Figure 7.5.

7.3.10.2 Forward Secrecy

Forward secrecy is the property that if a subscriber’s decryption key is compromised, the attacker should only be able to decrypt new messages visible to the subscriber, not old messages sent before the key was compromised.

Forward secrecy using HIBE has been previously studied [97]. We can apply the same idea to our construction via a straightforward extension to our mechanism for expiry. In our construction of expiry, each subscriber has a collection of keys for each URI or URI prefix it can access that give it access over a time range \([t_1, t_2]\), which can be qualified to any smaller time range \([t_3, t_4]\) where \( t_1 \leq t_3 \leq t_4 \leq t_2 \). To achieve forward secrecy, each subscriber qualifies the keys for each URI, at each unit of time, to only be valid starting at the current time until the same expiry time, and then discards the old keys. This guarantees that, if a key is stolen, it cannot be used to decrypt messages published before the current time.

7.3.11 Security Guarantee

In this section, we present our formal definitions of JEDI’s security guarantees and the corresponding proofs. Our proofs use the notion of IND-sWKID-CPA security defined in Section 3 of [2]. They also depend on a property of the construction of WKD-IBE called history-independence. Informally, a WKD-IBE construction is history-independent if, for any fixed pattern \( S \), the result of KeyDer to produce a key with pattern \( S \), assuming that the starting key is either the master key
or corresponds to a pattern that matches $S$, is distributed in exactly the same way regardless of the particular starting key used. The idea is that, given a key for a specified pattern $S$, one learns nothing about the sequence of $\text{KeyDer}$ operations that produced the key.

We formally define history-independence below.

**Definition 2 (History-Independence).** A WKD-IBE construction is said to be history-independent if, for every pattern $S$, and for any two well-formed keys $k_1$ corresponding to pattern $P_1$ and $k_2$ corresponding to pattern $P_2$ in the same WKD-IBE system such that $P_1$ matches $S$ and $P_2$ matches $S$, it holds that

\[
\{\text{KeyDer}(k_1, S)\} = \{\text{KeyDer}(k_2, S)\}
\]

where the distributions are over the randomness sampled internally by $\text{KeyDer}$. If $k_1$ (respectively, $k_2$) is the master key, the pattern $P_1$ (respectively, $P_2$) is one where all slots are free.

Below, we show that the construction of WKD-IBE presented in Section 7.3.1.2, which JEDI uses, satisfies this property.

**Theorem 1.** The construction of WKD-IBE presented in Section 7.3.1.2 is history-independent.

**Proof of Theorem 1.** We will show that for any pattern $S$ and any well-formed key $k$ corresponding to a pattern $P$ that matches $S$, it holds that

\[
\{\text{KeyDer}(k, S)\} = \left\{ \left( g_2^\alpha \cdot \left( g_3 \cdot \prod_{(i,a_i) \in \text{fixed}(P)} h_i^{a_i} \right)^{r_0} \right)^r, g^r, \left\{ (j,h_j^r) \right\}_{j \in \text{free}(P)} \right\}_{r \in \Z_p}
\]

Because the formula on the right-hand side of the above equation only depends on $S$ and the public parameters (not the particular key $k$), this is sufficient to demonstrate history-independence of the WKD-IBE construction.

We handle the proof in two cases.

**Case 1.** Suppose that $k$ is the master key. Then the above result is true by definition, according to the formula given for $\text{KeyDer}$ in Section 7.3.1.2.

**Case 2.** Suppose that $k$ is not the master key. Then, because $k$ is well-formed, we can write that

\[
k = \left( g_2^\alpha \cdot \left( g_3 \cdot \prod_{(i,a_i) \in \text{fixed}(P)} h_i^{a_i} \right)^{r_0} \right)^r, g^r, \left\{ (j,h_j^r) \right\}_{j \in \text{free}(P)}
\]

for some fixed $r_0 \in \Z_p$. By applying the formula for $\text{KeyDer}$ in Section 7.3.1.2, we can see that the key output by $\text{KeyDer}$ has the form

\[
\left( g_2^\alpha \cdot \left( g_3 \cdot \prod_{(i,a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^{r_0+t} \right)^r, g^{r_0+t}, \left\{ (j,h_j^{r_0+t}) \right\}_{j \in \text{free}(S)}
\]

for $t \in \Z_p$. Because $r_0+t$ is uniformly distributed in $\Z_p$, the output key has the desired distribution (take $r = r_0+t$). \qed
Now, we are ready to state and prove a security guarantee for JEDI’s encryption. We formalize the security of JEDI’s encryption below.

**Theorem 2.** Suppose JEDI is instantiated with a WKD-IBE scheme that is Selective-ID CPA-secure [62, 2] and history-independent. Then, no probabilistic polynomial-time adversary $A$ can win the following security game against a challenger $C$ with non-negligible advantage:

**Initialization.** $A$ selects a (URI, time) pair to attack.

**Setup.** $C$ gives $A$ the public parameters of the JEDI instance.

**Phase 1.** $A$ can make three types of queries to $C$:

1. $A$ asks $C$ to create a principal; $C$ returns a name in $\{0, 1\}^*$, which $A$ can use to refer to that principal in future queries. A special name exists for the authority.
2. $A$ asks $C$ for the key set of any principal; $C$ gives $A$ the keys that the principal has. At the time this query is made, the requested key may **not** contain a key whose URI and time are both prefixes of the challenge (URI, time) pair.
3. $A$ asks $C$ to make any principal delegate a key set of $A$’s choice to another principal (specified by names in $\{0, 1\}^*$).

**Challenge.** When $A$ chooses to end Phase 1, it sends $C$ two messages, $m_0$ and $m_1$, of the same length. Then $C$ chooses a random bit $b \in \{0, 1\}$, encrypts $m_b$ under the challenge (URI, time) pair, and gives $A$ the ciphertext.

**Phase 2.** $A$ can make additional queries as in Phase 1.

**Guess.** $A$ outputs $b' \in \{0, 1\}$, and wins the game if $b = b'$. The advantage of an adversary $A$ is $|\Pr[A \text{ wins}] - \frac{1}{2}|$.

Now, we prove Theorem 2. Some intuition behind the proof is that the challenger in the game in Theorem 2 (which is also the adversary in the IND-sWKID-CPA game [2]), maintains, for each principal, the set of keys it has. It lazily requests these keys from the IND-sWKID-CPA challenger as principals are compromised. Therefore, it maintains (1) a key set for each principal, storing the keys requested from the IND-sWKID-CPA challenger, and (2) a pattern set for each principal, storing patterns corresponding to additional keys that the principal would have in the normal course of JEDI, but which have not been requested from the IND-sWKID-CPA challenger yet. Requesting keys lazily is crucial because an uncompromised principal in Theorem 2 may possess a secret key capable of decrypting the challenge ciphertext.

**Proof of Theorem 2.** We show that, given an adversary $A$ with non-negligible advantage in the game in Theorem 2, one can construct an algorithm $B$ with non-negligible advantage in the IND-sWKID-CPA security game [2]. We denote as $C$ the IND-sWKID-CPA security challenger. $B$ maintains the following state: (2) a mapping from principal name (in $\{0, 1\}^*$) to a key set for that principal, and (3) a mapping from principal name (in $\{0, 1\}^*$) to a pattern set for that principal. These two maps are initialized as follows; each has a single entry for the name corresponding to
the authority. The authority’s key set is empty, and its pattern set contains one element, namely a pattern containing ⊥ in all components (i.e., with all slots free).

\(B\) first runs the game with \(A\) as the challenger. \(A\) specifies the pair (URI, time) that it will attack at the beginning of the game. \(B\) parses (URI, time) into the pattern \(S^*\) and gives it to \(C\). \(C\) generates the master key pair \((\text{mpk}, \text{msk})\) ← \text{Setup} and gives \(B\) the master public key \(\text{mpk}\). \(B\) forwards \(\text{mpk}\) to \(A\). For any of three queries from \(A\) in Phase 1, \(B\) processes it as following:

- \(A\) asks \(B\) to create a principal: \(B\) returns a fresh name in \(\{0, 1\}^*\) corresponding to the new principal. \(B\) creates mappings from this name to an empty set, for both the key set and pattern set, indicating that this new principal has not been delegated any keys.

- \(A\) asks \(B\) for the key set of a principal \(p\): \(B\) finds in its local state the key set and pattern set for \(p\). For each pattern in \(p\)’s pattern set, it queries \(A\) for the corresponding WKD-IBE secret key. It adds each WKD-IBE secret key to \(p\)’s key set, and then replaces \(p\)’s pattern set in its local state with an empty set. Then it returns the keys in \(p\)’s key set to \(A\). Note that \(B\) will not query \(C\) the secret key for a pattern that matches \(S^*\), because, in the game in Theorem 2, \(A\) is not allowed to request a key set containing a key whose URI and time match the challenge pair (URI, time). Also note that the keys given to \(A\) are distributed exactly as they would be in the JEDI protocol, because the underlying WKD-IBE scheme is assumed to be history-independent.

- \(A\) asks an principal \(p\) to make a delegation of \(A\)’s choice of another principal \(q\): \(B\) finds in its local state the key set and pattern set for \(p\). \(B\) obtains the pattern corresponding to each key in \(p\)’s key set. Let \(M\) be the set containing those patterns. \(B\) computes the set \(N\), which is the union of \(M\) and \(p\)’s pattern set. Based on the patterns in \(N\), \(B\) computes the patterns corresponding to the keys that \(p\) would generate and delegate to \(q\). For each such key, \(B\) adds the corresponding pattern to \(q\)’s pattern set.

At the end of Phase 1, \(A\) outputs two equal-length challenge messages \(m_0\) and \(m_1\), and sends them to \(B\). \(B\) then forwards \(m_0\) and \(m_1\) to \(C\). \(C\) chooses a random bit \(b\), and sends \(B\) the ciphertext of \(m_b\). \(B\) then forwards the ciphertext to \(A\).

In Phase 2, \(A\) makes additional queries as in Phase 1, and \(C\) can process them as before.

Finally, \(A\) will return the bit \(b'\). \(B\) returns \(b'\) to \(C\). Because every response that \(B\) makes to \(A\) is distributed identically to the results of actually playing the game in Theorem 2, \(A\) will guess \(b' = b\) with non-negligible advantage. Thus, \(B\) wins the IND-sWKID-CPA game with non-negligible advantage.

We achieve selective security in the standard model, like much prior work [63, 2]. A natural question is how to achieve adaptive security. As has been observed for IBE [62], HIBE [63], and WKD-IBE [2], hashing each component of the ID results in adaptive security, but with a loss of security exponential in the size of the hash. However, if the hash function is modeled as a random oracle, and the number of slots in WKD-IBE is logarithmic in the security parameter, then the loss in security is polynomial [2] (assuming that the number of slots \(\ell\) is logarithmic in the security parameter).
parameter). Given that we use a hash function to map URI/time to a pattern (Section 7.3.4), this analysis applies to JEDI.

It is sufficient for JEDI to use a CPA-secure (rather than CCA-secure) encryption scheme because JEDI messages are signed, as detailed below in Section 7.4.

7.4 Integrity

To prevent an attacker from flooding the system with messages, spoofing fake data, or actuating devices without permission, JEDI must ensure that a principal can only send a message on a URI if it has permission. For example, an application subscribed to buildingA/floor2/roomLHall/sensor0/temp should be able to verify that the readings it is receiving are produced by sensor0, not an attacker. In addition to subscribers, an intermediate party (e.g., the router in a publish-subscribe system) may use this mechanism to filter out malicious traffic, without being trusted to read messages.

7.4.1 Starting Solution: Signature Chains

A standard solution in the existing literature, used by SPKI/SDSI [121], Vanadium [446], and bw2 [15], is to include a certificate chain with each message. Just as permission to subscribe to a resource is granted via a chain of delegations in Section 7.3, permission to publish to a resource is also granted via a chain of delegations. Whereas Section 7.3 includes WKD-IBE keys in each delegation, these integrity solutions delegate signed certificates. To send a message, a principal encrypts it (Section 7.3), signs the ciphertext, and includes a certificate chain that proves that the signing keypair is authorized for that URI and time.

7.4.2 Anonymous Signatures

The above solution reveals the sender’s identity (via its public key) and the particular chain of delegations that gives the sender access. For some applications this is acceptable, and its auditability may even be seen as a benefit. For other applications, the sender must be able to send a message anonymously. See Section 7.1.2.3 for an example. How can we reconcile access control (ensuring the sender has permission) and anonymity (hiding who the sender is)?

7.4.2.1 Starting Point: WKD-IBE Signatures

Our solution is to use a signature scheme based on WKD-IBE. Abdalla et al. [2] observe that WKD-IBE can be extended to a signature scheme in the same vein as has been done for IBE [65] and HIBE [189]. To sign a message $m \in \mathbb{Z}_p^*$ with a key for pattern $S$, one uses KeyDer to fill in a slot with $m$, and presents the decryption key as a signature.

This is our starting point for designing anonymous signatures in JEDI. A message can be signed by first hashing it to $\mathbb{Z}_p^*$ and signing the hash as above. Just as consumers receive decryption keys
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via a chain of delegations (Section 7.3), publishers of data receive these signing keys via chains of
delegations.

7.4.2.2 Anonymous Signatures in JEDI

The construction in Section 7.4.2.1 has two shortcomings. First, signatures are large, linear in the
number of fixed slots of the pattern. Second, it is unclear if they are truly anonymous.

Signature size. As explained in Section 7.3, we use a construction of WKD-IBE based on BBG
HIBE [63]. BBG HIBE supports a property called limited delegation in which a secret key can
be reduced in size, in exchange for limiting the depth in the hierarchy at which subkeys can be
generated from it. We observe that the WKD-IBE construction also supports this feature. Because
we need not support KeyDer for the decryption key acting as a signature, we use limited delegation
to compress the signature to just two group elements.

Signature verification. WKD-IBE signatures, as proposed in Section 7.4.2.1 are verified by en-
crypting a random message under the pattern corresponding to the signature, and then attempting
to decrypt it using the key acting as a signature. We provide a more efficient signature verification
algorithm for this construction of WKD-IBE, described below in Section 7.4.2.3.

Anonymity. The technique in Section 7.4.2.1 transforms an encryption scheme into a signature
scheme, but the resulting signature scheme is not necessarily anonymous. For the particular con-
struction of WKD-IBE that we use, however, we prove that the resulting signature scheme is indeed
anonymous. Our insight is that, for this construction of WKD-IBE, keys are history-independent
in the following sense: KeyDer, for a fixed Params and PatternB, returns a private key KeyPatternB
with the exact same distribution regardless of KeyPatternA (see Section 7.3.1 for notation). Because
signatures, as described in Section 7.4.2.1, are private keys generated with KeyDer, they are also
history-independent; a signature for a pattern has the same distribution regardless of the key used to
generate it. This is precisely the anonymity property we desire. In finding a way to use WKD-IBE
for anonymous signatures, rather than a more expressive cryptographic scheme, we are applying
the technique from Section 3.2.3.

7.4.2.3 Construction of WKD-IBE Signatures

We formally describe our signature algorithm below, based on the idea in Section 7.4.2.1 and
including the optimizations in Section 7.4.2.2. Note that the term $h_s$ in the public parameters and
analogous element $(s, b_s)$ in the third component of each secret key represent the slot dedicated
to signing messages. They were not present in the original WKD-IBE construction and they are
not used for encryption or decryption in Section 7.3.1.2.

Sign$(K, m)$: Parse the key $K$ as $(k_0, k_1, B)$, where $(s, b_s) \in B$. Let $S$ be the pattern corresponding to
$K$. Select $t \xleftarrow{\$} Z_p$ and output

$$
\left( k_0 \cdot \left( g_3 \cdot h_s^m \cdot \prod_{(i, a_i) \in \text{fixed}(S)} h_i^{a_i} \right) \cdot b_s^m, \quad g^t, \quad g' \cdot k_1 \right)
$$
Verify$(S, \sigma, m)$: Parse the signature $\sigma$ as $(s_0, s_1)$. Check:

$$e(s_0, g) = e(g_1, g_2) \cdot e\left(g_3 \cdot h_s^m \cdot \prod_{(i, a_i) \in \text{fixed}(S)} h_i^{a_i}, s_1\right)$$

In contrast to optimized procedures above, the naive signature algorithm has $\text{Sign}(K, m) = \text{KeyDer}(K, T)$, and $\text{Verify}(S, \sigma, m) = (\text{Decrypt}(\sigma, \text{Encrypt}(T, m^*)) \overset{?}{=} m^*)$ for $m^* \overset{S}{\leftarrow} \mathbb{Z}_p^*$, where $T$ is the same as $S$ except that $T(s) = m$, the message being signed. The modification we make is that (1) the signature contains only the first two components of $\text{KeyDer}(K, T)$ (since the third component is not used for decryption), and (2) the verification procedure checks that $\sigma$ is a private key corresponding to $T$ more efficiently than encrypting and decrypting a random message.

Finally, note that the $\text{Sign}$ function can be generalized to allow a key with pattern $P$ to produce a signature for pattern $S$ if $P$ matches $S$. This can be done trivially by first applying $\text{KeyDer}$ to obtain a key for $S$, and calling the $\text{Sign}$ on the existing key. Our implementation supports this $\text{GeneralizedSign}$ functionality more efficiently, as follows:

$\text{GeneralizedSign}(K, S, m)$: Parse the key $K$ as $(k_0, k_1, B)$, where $(s, b_s) \in B$. Select $t \overset{S}{\leftarrow} \mathbb{Z}_p$ and output

$$\left(k_0 \cdot \left(g_3 \cdot h_s^m \cdot \prod_{(i, a_i) \in \text{fixed}(S)} h_i^{a_i}\right) \cdot b_s^m \cdot \prod_{(i, a_i) \in \text{fixed}(S)} b_i^{a_i}, g^t \cdot k_1\right)$$

### 7.4.3 Using WKD-IBE for Signatures Efficiently

As we did for encryption (Section 7.3.6), we design JEDI to use WKD-IBE for signatures as efficiently as possible to reduce its resource overheads, with particular attention to low-power embedded devices.

#### 7.4.3.1 Using WKD-IBE Rarely

In this section, we apply the techniques from Section 3.2.1 and Section 3.2.2 to JEDI’s signatures, analogously to how we applied them in Section 7.3.6.1. As in Section 7.3.6.1, we must avoid computing a WKD-IBE signature for every message. A simple way to do this is to sample a digital signature keypair each hour, sign the verifying key with WKD-IBE at the beginning of the hour, and sign messages during the hour with the corresponding signing key.

Unfortunately, this may still be too expensive for low-power embedded devices because it requires a digital signature, which requires asymmetric-key cryptography, for every message. We can circumvent this by instead (1) choosing a symmetric key $k$ every hour, (2) signing $k$ at the start of each hour (using WKD-IBE for anonymity), and (3) using $k$ in an authenticated broadcast protocol to authenticate messages sent during the hour. An authenticated broadcast protocol, like µTESLA [377], generates a MAC for each message using a key whose hash is the previous key; thus, the single signed key $k$ allows the recipient to verify later messages, whose MACs are
generated with hash preimages of $k$. In general, this design requires stricter time synchronization than the one based on digital signatures, as the key used to generate the MAC depends on the time at which it is sent. However, for the sense-and-send use case typical of smart buildings, sensors anyway publish messages on a fixed schedule (e.g., one sample every $x$ seconds), allowing the key to depend only on the message index. Thus, timely message delivery is the only requirement. Our scheme differs from µTESLA because the first key (end of the hash chain) is signed using WKD-IBE.

### 7.4.3.2 Precomputation with Adjustment

Additionally, we apply the technique from Section 3.2.4 to JEDI’s anonymous signatures to develop a new signature algorithm for JEDI, analogously to how we used the technique to develop a new encryption algorithm in Section 7.3.6.2. Conceptually, KeyDer, which is used to produce signatures, can be understood as a two-step procedure: (1) produce a key of the correct form and structure (called NonDelegableKeyDer), and (2) re-randomize the key so that it can be safely delegated (called ResampleKey), as follows.

**NonDelegableKeyDer**$(K, S)$: Parse $K$ as $(k_0, k_1, B)$, where $B = \{(i, b_i)\}$. Output:

$$
\left( k_0 \cdot \prod_{(i, a_i) \in \text{fixed}(S)} b_i^{a_i}, k_1, \{ (j, b_j) \}_{j \in \text{free}(S)} \right).
$$

**ResampleKey**$(K, S)$: Sample $t \leftarrow \mathbb{Z}_p$ and output

$$
\left( k_0 \cdot \left( g_3 \cdot \prod_{(i, a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^t, g^t \cdot k_1, \{ (j, h_j^t \cdot b_j) \}_{j \in \text{free}(S)} \right).
$$

NonDelegableKeyDer and ResampleKey are the “two parts” of KeyDer in the sense that \{KeyDer$(K, S)$\} = \{ResampleKey(NonDelegableKeyDer$(K, S)$, $S)$\} where the distributions are over the sampled randomness.

We can take advantage of these functions to accelerate signing of messages. Note the similarity between Sign and ResampleKey. The setup we consider is that a principal has a key for some pattern $R$ representing a URI prefix and time prefix. It will repeatedly sign messages with a pattern $S$ representing a fully-qualified URI and specific time, where $R$ matches $S$. The next signature will be on pattern $T$ which shares the same URI as $S$ but corresponds to the next leaf in the time tree. The naïve algorithm is to call QualifyKey to obtain a key for $S$ and then call Sign. The key idea behind the optimization is to instead call NonDelegableKeyDer to obtain a pseudo-key for $S$ (which is not safe to delegate), and then create a signature for that. Observe that the resulting signature is distributed in exactly the same way whether the naïve or optimized method is used.

Now that we have described signing in terms of two calls, one to NonDelegableKeyDer and another to Sign, we describe how to apply precomputation with adjustment to each of these opera-
Sign can be accelerated using the same precomputed value we used to accelerate encryption. We have already shown how to “adjust” this precomputed value from $S$ to $T$.

**SignPrepared**($K, Q_S, m$): Parse the key $K$ as $(k_0, k_1, B)$. Let $S$ be the pattern corresponding to $K$; $Q_S$ must be the precomputed value corresponding to $S$. Select $t \in Z_p$ and output:

$$(k_0 \cdot (h^m_S \cdot Q_S)^t, g^t \cdot k_1)$$

Finally, we explain how the result of **NonDelegableKeyDer** can be adjusted from pattern $S$ to pattern $T$. The procedure also requires the parent key (whose pattern we denote $R$), on which **NonDelegableKeyDer** was called to obtain the key corresponding to pattern $S$.

**AdjustNonDelegable**($P, C, S, T$): Parse the parent key $P$ as $P$ as $(p_0, p_1, B)$ where $B = \{(i, b_i)\}$. Parse the child key $C$ as $C = (k_0, k_1, Z)$. $S$ is the pattern corresponding to $C$, and $T$ is the pattern that the resulting key will correspond to. Output:

$$\left( k_0 \cdot \prod_{(i,t) \in \text{fixed}(T)} b_{i}^{t}, \prod_{(i,s) \in \text{fixed}(S)} b_{i}^{-s}, \prod_{(i,s) \in \text{fixed}(S)} b_{i}^{-s}, k_1, \{ (j,b_j) \}_{j \in \text{free}(T)} \right).$$

To sign a message each hour, JEDI maintains the result of **Precompute**, $Q_S$ (as it does for encryption), and also the result of **NonDelegableKeyGen**, $C$, derived from its key. Then it adjusts both values, using **AdjustPrecomputed** and **AdjustNonDelegable**, when the pattern used to sign changes. To sign a message $m$, it computes **SignPrepared**($C, Q_S, m$).

Additionally, we only compute the first two elements of the output of **NonDelegableKeyDer** and **AdjustNonDelegableKeyDer** when using it to produce signatures.

### 7.4.4 Security Guarantee

The integrity guarantees of the method in this section can be formalized using a game very similar to the one in Theorem 2, so we do not present it here for brevity. We do, however, formalize the anonymous aspect of WKD-IBE signatures:

**Theorem 3.** For any well-formed keys $k_1$, $k_2$ corresponding to the same (URI, time) pair in the same resource hierarchy, and any message $m \in Z_p^*$, the distribution of signatures over $m$ produced using $k_1$ is information-theoretically indistinguishable from (i.e., equal to) the distribution of signatures over $m$ produced using $k_2$.

This implies that even a powerful adversary who observes the private keys held by all principals cannot distinguish signatures produced by different principals, for a fixed message and pattern. No computational assumptions are required.

Theorem 3 follows directly from the fact that the WKD-IBE construction used in JEDI is history-independent: each “signature” in WKD-IBE is the same as a private key generated with a special slot filled in with the message being signed. Therefore, signatures inherit the history-independence of keys, resulting in the property in Theorem 3. With the proposed improvement to
make signatures constant size (Section 7.4.2.2), the signature consists of just the first two terms of
the resulting private key, but it remains history-independent nonetheless.

We now prove Theorem 3, using the same notation for signatures established in Section 7.3.1.2. The proof is very similar to the proof of Theorem 1.

**Proof of Theorem 3.** We will show that for any pattern \( S \), key \( k \) corresponding to pattern \( S \), and message \( m \), it holds that

\[
\{ \text{Sign}(k, m) \} = \left\{ \left( g_2^\alpha \cdot \left( g_3 \cdot h_s^m \cdot \prod_{(i,a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^r, g^r \right) \right\}_{r \leftarrow \mathbb{Z}_p}
\]

Because the right-hand side of the above equation depends only on \( S \) and the public parameters (not the particular key \( k \)), this is sufficient to prove Theorem 3 (that any two keys corresponding to \( S \) produce the same signature distribution).

Observe that for a well-formed key \( k \),

\[
k = \left( g_2^\alpha \cdot \left( g_3 \cdot \prod_{(i,a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^{r_0}, g^{r_0}, \left\{ j; h_j^{r_0} \right\}_{j \in \text{free}(S)} \right)
\]

for some fixed \( r_0 \in \mathbb{Z}_p \). Applying the formula for \( \text{Sign} \) in Section 7.3.1.2, the signature has the form

\[
\left( g_2^\alpha \cdot \left( g_3 \cdot h_s^m \cdot \prod_{(i,a_i) \in \text{fixed}(S)} h_i^{a_i} \right)^{r_0+t}, g^{r_0+t} \right)
\]

for \( t \leftarrow \mathbb{Z}_p \). Because \( r_0 + t \) is uniformly distributed in \( \mathbb{Z}_p \), the output signature has the desired distribution (take \( r = r_0 + t \)).

### 7.5 Implementation

We implemented JEDI as a library in the Go programming language. We expect that only a few applications will require the anonymous signature protocol in Section 7.4.2 or the immediate revocation protocol in our extended paper [299]; most applications can use signature chains (Section 7.4.1) for integrity and expiry for revocation (Section 7.3.8). Therefore, our implementation makes anonymous signatures optional and implements revocation separately. We expect JEDI’s key delegation to be computed on relatively powerful devices, like laptops, smartphones, or Raspberry Pis; less powerful devices (e.g., right half of Figure 7.1) will primarily send and receive messages, rather than generate keys for delegation. Therefore, our focus for low-power platforms is on the “sense-and-send” use case [88, 156, 170] typical of indoor environmental sensing, where a device periodically publishes sensor readings to a URI. Whereas our Go library provides higher-level abstractions, we expect low-power devices to use JEDI’s crypto library directly.
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7.5.1 C/C++ Cryptography Library

As part of JEDI, we implemented a cryptography library optimized in assembly for three different architectures typical of IoT platforms (Figure 7.1). It implements WKD-IBE and JEDI’s optimizations and modifications to it. The construction of WKD-IBE is based on a bilinear group in which the Bilinear Diffie-Hellman Exponent assumption holds. We originally planned to use Barreto-Naehrig elliptic curves [266, 114] to implement WKD-IBE. Unfortunately, a recent attack on Barreto-Naehrig curves [283] reduced their estimated security level from 128 bits to at most 100 bits [36]. Therefore, we use the recent BLS12-381 elliptic curve [81].

State-of-the-art cryptography libraries implement BLS12-381, but none of them, to our knowledge, optimize for microarchitectures typical of low-power embedded platforms. To improve energy consumption, we implemented BLS12-381 in C/C++, profiled our implementation, and rewrote performance-critical routines in assembly. We focus on ARM Cortex-M, an IoT-focused family of 32-bit microprocessors typical of modern low-power embedded sensor platforms [214, 96, 242]. Cortex-M processors have been used in billions of devices, including commercial IoT offerings such as Fitbit and Nest Protect. Our assembly targets Cortex-M0+, which is among the least powerful of processors in the Cortex-M series, and of those used in IoT devices (farthest to the right in Figure 7.1). By demonstrating the practicality of JEDI on Cortex-M0+, we establish that JEDI is viable across the spectrum of IoT devices (Figure 7.1).

The main challenge in targeting Cortex-M0+ is that the 32-bit multiply instruction provides only the lower 32 bits of the product. Even on more powerful microarchitectures without this limitation (e.g., Intel Core i7), most CPU time (≥ 80%) is spent on multiply-intensive operations (e.g., BigInt multiplication and Montgomery reduction), so the lack of such an instruction was a performance bottleneck. As a workaround, our assembly code emulates multiply-accumulate with carry in 23 instructions. Cortex-M3 and Cortex-M4, which are more commonly used than Cortex-M0+, have instructions for 32-bit multiply-accumulate which produce the entire 64-bit result; we expect JEDI to be more efficient on those processors. We also wrote assembly to optimize BLS12-381 for x86-64 and ARM64, representative of server/laptop and smartphone/Raspberry Pi, respectively (first two tiers in Figure 7.1). We were able to improve performance by minimizing data transfer between registers and the cache in multiply-intensive operations. Thus, our Go library, which runs on these non-low-power platforms, also benefits from low-level assembly optimizations. Writing assembly code by hand to better support cryptography, as we did in JEDI, can be seen as an application of the technique in Section 3.1.1.

7.5.2 Application of JEDI to bw2

We used our JEDI library to implement end-to-end encryption in bw2, a syndication and authorization system for IoT. bw2’s syndication model is based on publish-subscribe, explained in Section 7.1. Here we discuss bw2’s authorization model. Access to resources is granted via certificate chains from the authority of a resource hierarchy to a principal. Individual certificates are called Declarations of Trust (DOTs). bw2 maintains a publicly accessible registry of DOTs, implemented using blockchain smart contracts, so that principals can find the DOTs they need to form DOT
chains. A trusted router enforces permissions granted by DOTs. Principals must present DOT chains when publishing/subscribing to resources, and the router verifies them. Note that a compromised router can read messages.

We use JEDI to enforce bw2’s authorization semantics with end-to-end encryption. DOTs granting permission to subscribe now contain WKD-IBE keys to decrypt messages. By default, DOTs granting permission to publish to a URI remain unchanged, and are used as in Section 7.4.1. WKD-IBE keys may also be included in DOTs granting publish permission, for anonymous signatures (Section 7.4.2). Using our library for JEDI, we implemented a wrapper around the bw2 client library. It transparently encrypts and decrypts messages using WKD-IBE, and includes WKD-IBE parameters and keys in DOTs and principals, as needed for JEDI. bw2 signs each message with a digital signature (first alternative in Section 7.4.3).

The bw2-specific wrapper is less than 900 lines of Go code. Our implementation required no changes to bw2’s client library, router, blockchain, or core—it is a separate module. Importantly, it provides the same API as the standard bw2 client library. Thus, it can be used as a drop-in replacement for the standard bw2 client library, to easily add end-to-end encryption to existing bw2 applications with minimal changes.

7.6 Evaluation

We first compare JEDI’s underlying encryption scheme, WKD-IBE, to alternatives, in order to evaluate the benefits of choosing WKD-IBE according to the technique in Section 3.2.3. We then evaluate JEDI via microbenchmarks, determine its power consumption on a low-power sensor, measure the overhead of applying it to bw2, and compare it to other systems.

7.6.1 Building Block Comparison: HIBE, WKD-IBE, and KP-ABE

We first explore two alternative encryption schemes that we could have used for JEDI: HIBE and KP-ABE. Then we compare the costs of these two alternatives to WKD-IBE, the encryption scheme that JEDI uses. Finally, we discuss other HIBE variants. Our purpose in doing this analysis is to demonstrate the benefits of choosing WKD-IBE according to the technique in Section 3.2.3.

7.6.1.1 Hierarchical Identity-Based Encryption (HIBE)

Given that JEDI represents URIs and time as hierarchies, Hierarchical Identity-Based Encryption (HIBE) [63] may seem like a natural building block to use. We can encode a URI in an ID for HIBE, just as we did for WKD-IBE. For example, the URI prefix a/b/* can be encoded into an ID as ("a", "b"). This preserves the crucial property that the private key for a URI prefix can be used to generate the private key for any URI with that prefix. The same thing works for expiry: for example, the timestamp June 08, 2017 at 6 AM could be encoded into an ID as ("2017", "June", "08", "06").

However, HIBE cannot simultaneously support a URI hierarchy and an expiry hierarchy. A simple approach would be to concatenate the IDs. For example, the key for the URI prefix a/b/*

...
and time prefix 2018/Jun/* would have the ID ("2018", "Jun", "a", "b"). However, this idea is flawed: only the URI can be extended, not the expiry time. The same problem applies to the URI, if we put the URI before the time in the ID. Another possible approach is to interleave the resource hierarchy and time hierarchy, using metadata to distinguish the elements. In this setup, each (resource, time) pair corresponds to multiple IDs in the HIBE system—all possible interleavings of the URI the Expiry IDs. However, for a URI of length $m$ and a time of length $n$, there are exponentially many IDs, $\frac{(m+n)!}{m!n!}$, and each message sent with that URI and time must be encrypted under all of those IDs. Therefore, this approach is infeasible.

Another strawman is to use two HIBE systems, one for URIs and one for expiry. Each message is encrypted twice, using the URI ID in the first system and again using the time ID in the second system. During delegation, each principal is provided with a key from the first system for the URI, and a set of keys from the second system for the time range. The problem is that this approach is not collusion-resistant: a principal who is given two delegations, one for the correct URI that has expired, and one for the wrong URI that has not expired, can decrypt messages by combining keys from different delegations.

7.6.1.2 Key-Policy Attribute-Based Encryption (KP-ABE)

In Key-Policy Attribute-Based Encryption (KP-ABE), a message is encrypted with a set of attributes. An attribute set is like a string of bits; each attribute is either present in the set (1) or not present (0). Private keys are generated with an access tree, which can be thought of as a circuit. A private key can decrypt a message if its access tree, evaluated on the bits representing the attribute set of the message, evaluates to 1.

We are interested in KP-ABE with two properties:

1. **Delegable.** Given the private key for an access tree, one can generate a private key for a more restrictive access key, and delegate it to another principal.

2. **Large Universe.** The space of attributes $A$ is exponentially large in the security parameter $\kappa$. This is similar to Identity-Based Encryption (IBE) [65], as any string of bytes can be hashed to an attribute.

The GPSW construction [206] of KP-ABE, based on bilinear groups, satisfies these properties. In fact, KP-ABE with these two properties subsumes WKD-IBE. A pattern $T$ in WKD-IBE can be converted to an attribute set in Delegable Large Universe KP-ABE by hashing each non-$\bot$ component of $T$, concatenated with its index, to an attribute in KP-ABE. Private keys in WKD-IBE can be expressed as an access tree consisting of a single many-input AND gate.\(^3\)

\(^3\)Ciphertext-Policy ABE (CP-ABE) is not suitable for this construction. This is because attributes cannot be added to secret keys during delegation, as per the security guarantees of CP-ABE.
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<table>
<thead>
<tr>
<th>Operation</th>
<th>Scheme</th>
<th>Pairings</th>
<th>Exponentiations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypt</td>
<td>HIBE</td>
<td>0</td>
<td>$3 + r$</td>
</tr>
<tr>
<td>Encrypt</td>
<td>WKD-IBE</td>
<td>0</td>
<td>$3 + r$</td>
</tr>
<tr>
<td>Encrypt</td>
<td>KP-ABE</td>
<td>0</td>
<td>$2 + r \cdot (\ell + 3)$</td>
</tr>
<tr>
<td>Decrypt</td>
<td>HIBE</td>
<td>2</td>
<td>$\leq r$</td>
</tr>
<tr>
<td>Decrypt</td>
<td>WKD-IBE</td>
<td>2</td>
<td>$\leq r$</td>
</tr>
<tr>
<td>Decrypt</td>
<td>KP-ABE</td>
<td>$r + 1$</td>
<td>$2r$</td>
</tr>
<tr>
<td>KeyDer$^1$</td>
<td>HIBE</td>
<td>0</td>
<td>$\ell + 2$</td>
</tr>
<tr>
<td>KeyDer$^1$</td>
<td>WKD-IBE</td>
<td>0</td>
<td>$\ell + 2$</td>
</tr>
<tr>
<td>KeyDer$^1$</td>
<td>KP-ABE</td>
<td>0</td>
<td>$r \cdot (\ell + 5)$</td>
</tr>
<tr>
<td>KeyDer$^2$</td>
<td>HIBE</td>
<td>0</td>
<td>$(r - n) + \ell + 2$</td>
</tr>
<tr>
<td>KeyDer$^2$</td>
<td>WKD-IBE</td>
<td>0</td>
<td>$(r - n) + \ell + 2$</td>
</tr>
<tr>
<td>KeyDer$^2$</td>
<td>KP-ABE</td>
<td>0</td>
<td>$2n + r \cdot (\ell + 5)$</td>
</tr>
</tbody>
</table>

Table 7.1: Performance comparison of HIBE, WKD-IBE, and KP-ABE in terms of pairings and exponentiations. We omit operations that can be precomputed once for all IDs (attribute sets) in the HIBE/WKD-IBE/KP-ABE system. KeyDer$^1$ indicates deriving the new key from the master key, and KeyDer$^2$ indicates the other case.

7.6.1.3 Performance Comparison

We compare the performance of KP-ABE, WKD-IBE, and HIBE in terms of the number of exponentiations and pairings, the most expensive operations in the elliptic curves. This is shown in Table 7.1. $\ell$ is the total number of attributes that can be used for a single message (the implicit argument to Setup). For Encrypt, Decrypt and KeyDer$^1$, $r$ is the number of attributes of the key or ciphertext. For KeyDer$^2$, $n$ is the number of attributes of the starting key, and $r$ is the number of attributes of the ending key. This shows that WKD-IBE’s performance is theoretically better than KP-ABE’s performance. Furthermore, WKD-IBE is just efficient as HIBE, even though WKD-IBE is more expressive than HIBE. As discussed in Section 7.6.1.1, HIBE is not expressive enough to efficiently instantiate JEDI.

7.6.1.4 Size Comparison

We list the size of ciphertexts and private keys in Table 7.2: $r$ is the number of attributes in the ciphertext or private key, and $\ell$ is the maximum number of slots or attributes used to encrypt a message. Note that ciphertexts in WKD-IBE are constant size, whereas ciphertexts in KP-ABE are linear.
### 7.6.1.5 Variants of HIBE Other Than WKD-IBE

Existing work [497] has proposed extending HIBE to MHIBE, which supports ID-based encryption for multiple concurrent hierarchies. We could use MHIBE in JEDI to combine the URI hierarchy with the expiry hierarchy. However, the proposed MHIBE schemes are significantly less performant than WKD-IBE: for two hierarchies, they have quadratically-sized private keys and ciphertexts. Size and performance degrade exponentially in the number of hierarchies. Furthermore, a formal treatment of MHIBE is not provided.

Another extension is forward secure HIBE [497, 63], or fs-HIBE for short. The BBG construction of fs-HIBE [63] has linear size and performance. We considered using its mechanism for forward security in reverse, to achieve expiry with HIBE. However, the fs-HIBE construction has linear-size ciphertexts and linear-time decryption in the depth of the time hierarchy, whereas WKD-IBE has constant-size ciphertexts and constant-time decryption. In the context of a real system, this is important: Encrypt and Decrypt are used in the critical path, so encryption time, decryption time, and ciphertext size must be as small as possible. In contrast, Delegate is only used occasionally, so the size of private keys is less important.

Most importantly, WKD-IBE is a more powerful primitive than either MHIBE or fs-HIBE. In particular, WKD-IBE supports the + wildcard for URIs and timestamps (Section 7.3.10.1), which MHIBE and fs-HIBE do not.

---

### Table 7.2: Size comparison of HIBE, WKD-IBE, and KP-ABE in terms of number of group elements.

For elliptic curves that we used, elements of $G_1$ are 48 B each, elements of $G_2$ are 96 B each, and elements of $G_T$ are 576 B each.

<table>
<thead>
<tr>
<th>Object</th>
<th>Scheme</th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ciphertext</td>
<td>HIBE</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ciphertext</td>
<td>WKD-IBE</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ciphertext</td>
<td>KP-ABE</td>
<td>$r$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Private Key</td>
<td>HIBE</td>
<td>$\ell - r + 1$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Private Key</td>
<td>WKD-IBE</td>
<td>$\ell - r + 1$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Private Key</td>
<td>KP-ABE</td>
<td>$r$</td>
<td>$r$</td>
<td>0</td>
</tr>
</tbody>
</table>

---

### Table 7.3: Latency of JEDI’s implementation of BLS12-381.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Laptop</th>
<th>Raspberry Pi</th>
<th>Sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$ Multiplication (Chosen Scalar)</td>
<td>109 µs</td>
<td>1.33 ms</td>
<td>509 ms</td>
</tr>
<tr>
<td>$G_2$ Multiplication (Chosen Scalar)</td>
<td>343 µs</td>
<td>3.86 ms</td>
<td>1.44 s</td>
</tr>
<tr>
<td>$G_T$ Multiplication (Random Scalar)</td>
<td>504 µs</td>
<td>5.47 ms</td>
<td>1.90 s</td>
</tr>
<tr>
<td>$G_T$ Multiplication (Chosen Scalar)</td>
<td>507 µs</td>
<td>5.48 ms</td>
<td>2.81 s</td>
</tr>
<tr>
<td>Pairing</td>
<td>1.29 ms</td>
<td>14.0 ms</td>
<td>4.99 s</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Laptop</th>
<th>Raspberry Pi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypt</td>
<td>3.08 ms</td>
<td>37.3 ms</td>
</tr>
<tr>
<td>Decrypt</td>
<td>3.61 ms</td>
<td>43.9 ms</td>
</tr>
<tr>
<td>KeyDer</td>
<td>4.77 ms</td>
<td>58.5 ms</td>
</tr>
<tr>
<td>Sign</td>
<td>4.80 ms</td>
<td>61.2 ms</td>
</tr>
<tr>
<td>Verify</td>
<td>4.78 ms</td>
<td>56.3 ms</td>
</tr>
</tbody>
</table>

Figure 7.6: Latency of Encrypt, Decrypt, KeyDer, Sign, and Verify with 20 attributes.

7.6.2 Microbenchmarks

Benchmarks labeled “Laptop” were produced on a Lenovo T470p laptop with an Intel Core i7-7820HQ CPU @ 2.90 GHz. Benchmarks labeled “Raspberry Pi” were produced on a Raspberry Pi 3 Model B+ with an ARM Cortex-A53 @ 1.4 GHz. Benchmarks labeled “Sensor” were produced on a commercially available ultra low-power environmental sensor platform called “Hamilton” with an ARM Cortex-M0+ @ 48 MHz. We describe Hamilton in more detail in Section 7.6.4.

7.6.2.1 Performance of BLS12-381 in JEDI

Table 7.3 compares the performance of JEDI’s BLS12-381 implementation on the three platforms, with our assembly optimizations. As expected from Figure 7.1, the Raspberry Pi performance is an order of magnitude slower than Laptop performance, and performance on the Hamilton sensor is an additional two-to-three orders of magnitude slower.

7.6.2.2 Performance of WKD-IBE in JEDI

Figure 7.6 depicts the performance of JEDI’s cryptography primitives. Figure 7.6 does not include the sensor platform; Section 7.6.4 thoroughly treats performance of JEDI on low-power sensors.

In Figure 7.6, we used a pattern of length 20 for all operations, which would correspond to, e.g., a URI of length 14 and an Expiry hierarchy of depth 6. To measure decryption and signing time, we measure the time to decrypt the ciphertext or sign the message, plus the time to generate a decryption key for that pattern or ID. For example, if one receives a message on a/b/c/d/e/f, but has the key for a/*, he must generate the key for a/b/c/d/e/f to decrypt it.

Figure 7.6 demonstrates that the JEDI encrypts and signs messages and generates qualified keys for delegation at practical speeds. On a laptop, all WKD-IBE operations take less than 10 ms with up to 20 attributes. On a Raspberry Pi, they are 10× slower (as expected), but still run at interactive speeds.

7.6.3 Performance of JEDI in bw2

In bw2 (Section 7.5.2), the two critical-path operations are publishing a message to a URI, and receiving a message as part of a subscription. We measure the overhead of JEDI for these opera-
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Figure 7.7: Critical-path operations in bw2, with/without JEDI.

We implement the optimizations in Section 7.3.6.1, so only symmetric key encryption/decryption must be performed in the common case (labeled “usual” in the diagram). However, the symmetric keys will not be cached for the first message sent every hour, when the WKD-IBE pattern changes. A WKD-IBE operation must be performed in this case (labeled “1st message” in the diagram). For large messages, the cost of symmetric key encryption dominates. JEDI has a particularly small overhead for 1 MiB messages in Figure 7.7b, perhaps because 1 MiB messages take several milliseconds to transmit over the network, allowing the client to decrypt a message while the router is sending the next message.

We also consider creating DOTs and initiating subscriptions, which are not in the critical path of bw2. These results are in Figure 7.8 (note the log scale in Figure 7.8a). Creating DOTs is slower with JEDI, because WKD-IBE keys are generated and included in the DOT. Initiating a subscription in bw2 requires forming a DOT chain; in JEDI, one must also derive a private key from the DOT chain. Figure 7.8a shows the time to form a short one-hop DOT chain, and in the
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Figure 7.8: Occasional bw2 operations, with and without JEDI.

(a) Create DOT, build chain. (b) Time to query/subscribe.

case of JEDI, includes the time to derive the private key. For JEDI’s encryption (Section 7.3), these additional costs are incurred only by DOTs that grant permission to subscribe. With anonymous signatures, DOTs granting permission to publish incur this overhead as well, as WKD-IBE keys must be included. Figure 7.8b puts this in context by measuring the end-to-end latency from initiating a subscription to receiving the first message (measured using bw2’s “query” functionality).

For a DOT to be usable, it must be inserted into bw2’s registry. This requires a blockchain transaction (not included in Figure 7.8). An important consideration in this regard is size. In the unmodified bw2 system, a DOT that grants permission on a/b/c/d/e/f is 198 bytes. With JEDI, each DOT also contains multiple WKD-IBE keys, according to the time range. In the “worst case,” where the start time of a DOT is Jan 01 at 01:00, and the end time is Dec 31 at 22:59, a total of 45 keys are needed. Each key is approximately 1 KiB (Table 7.2), so the size of this DOT is approximately 45 KiB.

Because bw2’s registry of DOTs is implemented using blockchain smart contracts, the bandwidth for inserting DOTs is limited. Using JEDI would increase the size of DOTs as above, resulting in an approximately 100–400 × decrease in aggregate bandwidth for creating DOTs. However, this can be mitigated by changing bw2 to not store DOTs directly in the blockchain. DOTs can be stored in untrusted storage, with only their hashes stored in the blockchain-based registry. Such a solution could be based on Swarm [455] or Filecoin [172].
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7.6.4 Feasibility on Ultra Low-Power Devices

We use a commercially available sensor platform called “Hamilton” [214, 14] built around the Atmel SAMR21 system-on-chip (SoC). The SAMR21 costs approximately $2.25 per unit [162] and integrates a low-power microcontroller and radio. The sensor platform we used in this study costs $18 to manufacture [276]. For battery lifetime calculations, we assume that the platform is powered using a CR123A Lithium battery that provides 1400 mAh at 3.0 V (252 J of energy). Such a battery costs $1. The SAMR21 is heavily constrained: it has only a 48 MHz CPU frequency based on the ARM Cortex-M0+ microarchitecture, and a total of only 32 KiB of data memory (RAM).

Our goal is to validate that JEDI is practical for an ultra low-power sensor platform like Hamilton, in the context of a “sense-and-send” application in a smart building. Since most of the platform’s cost ($18) comes from the on-board transducers and assembly, rather than the SAMR21 SoC, an even more resource-constrained SoC would not significantly decrease the platform’s cost. An analogous argument applies to energy consumption, as the transducers account for more than half of Hamilton’s idle current [276].

Hamilton/SAMR21 is on the lower end of platforms typically used for sense-and-send applications in buildings. Some older studies [170, 315] use even more constrained hardware like the TelosB; this is because those studies were constrained by hardware available at the time. Modern 32-bit SoCs, like the SAMR21, offer substantially better performance at a similar price/power point to those older platforms [276].

Table 7.4: CPU and power costs on the Hamilton platform.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Time</th>
<th>Average Current</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep (Idle)</td>
<td>N/A</td>
<td>0.0063 mA</td>
</tr>
<tr>
<td>WKD-IBE Encrypt</td>
<td>6.50 s</td>
<td>10.2 mA</td>
</tr>
<tr>
<td>WKD-IBE Encrypt and Sign</td>
<td>9.89 s</td>
<td>10.2 mA</td>
</tr>
</tbody>
</table>

7.6.4.1 CPU Usage

Table 7.4 shows the time for encryption and anonymous signing in JEDI on Hamilton. The results use the optimizations discussed in Section 7.3.6 and Section 7.4.3, and include the time to “adjust” precomputed state. They indicate that symmetric keys can be encrypted and anonymously signed in less than 10 seconds. This is feasible given that encryption and anonymous signing occur rarely, once an hour, and need not be produced at interactive speeds in the normal “sense-and-send” use case.

7.6.4.2 Power Consumption

To calculate the impact on battery lifetime, we consider a “sense-and-send” application, in which the Hamilton device obtains readings from its sensors at regular intervals, and immediately sends the readings encrypted over the wireless network. We measured the average current consumed for
### Table 7.5: Average current and expected battery life (for 1400 mAh battery) for sense-and-send, with varying sample interval.

<table>
<thead>
<tr>
<th>Interval (s)</th>
<th>AES Only</th>
<th>JEDI (Encrypt)</th>
<th>JEDI (Encrypt and Sign)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>32 µA / 5.1 y</td>
<td>50 µA / 3.2 y</td>
<td>60 µA / 2.6 y</td>
</tr>
<tr>
<td>20</td>
<td>20 µA / 8.1 y</td>
<td>38 µA / 4.2 y</td>
<td>48 µA / 3.3 y</td>
</tr>
<tr>
<td>30</td>
<td>15 µA / 10 y</td>
<td>34 µA / 4.7 y</td>
<td>44 µA / 3.6 y</td>
</tr>
</tbody>
</table>

varying sample intervals, when each message is encrypted with AES-CCM, without using JEDI (‘AES Only’ in Table 7.5). We estimate JEDI’s average current based on the current, duration, and frequency (once per hour, for these estimates) of JEDI operations, and add it to the average current of the ‘AES Only’ setup. Our estimates assume that the µTESLA-based technique in Section 7.4.3 is used to avoid attaching a digital signature to each message. We divide the battery’s energy capacity by the result to compute lifetime. As shown in Table 7.5, JEDI decreases battery life by about 40-60%. Battery life is several years even with JEDI, acceptable for IoT sensor platforms.

JEDI’s overhead depends primarily on the granularity of expiry times (one hour, for these estimates), not the sample interval. To improve power consumption, one could use a time tree with larger leaves, allowing principals to perform WKD-IBE encryptions and anonymous signatures less often. This would, of course, make expiry times coarser.

#### 7.6.4.3 Memory Budget

Performing WKD-IBE operations requires only 6.5 KiB of data memory, which fits comfortably within the 32 KiB of data memory (RAM) available on the SAMR21. The code space required for our implementation of WKD-IBE and BLS12-381 is about 74 KiB, which fits comfortably in the 256 KiB of code memory (ROM) provided by the SAMR21.

A related question is whether storing a hash chain in memory (as required for authenticated broadcast, Section 7.4.3) is practical. If we use a granularity of 1 minute for authenticated broadcast, the length of the hash chain is 60. At the start of an hour, one computes the entire chain, storing 10 hashes equally spaced along the chain, each separated by 5 hashes. As one progresses along the hash chain, one re-computes each set of 5 hashes one additional time. This requires storage for only 15 hashes (< 4 KiB memory) and computation of only 105 hashes per hour, which is practical. One could possibly optimize performance further using hierarchical hash chains [228].

#### 7.6.4.4 Impact of Techniques from Chapter 3

JEDI’s cryptographic optimizations (Section 7.3.6.2, Section 7.4.2.2, Section 7.4.3), which apply the technique from Section 3.2.4 to use WKD-IBE in a non-black-box manner, provide a 2–3× performance improvement. Our assembly optimizations (Section 7.5), which can be seen as an application of the technique from Section 3.1.1, provide an additional 4–5× improvement. Hybrid encryption and key reuse (Section 7.3.6.1), which apply the techniques from Section 3.2.1
and Section 3.2.2 are also crucial because they allow JEDI to use WKD-IBE rarely, with a frequency tied to the granularity of expiry times rather than to the frequency with which messages are sent. And of course, it is crucial for JEDI to use WKD-IBE instead of ABE (technique from Section 3.2.3), which is much more expensive (likely an order of magnitude more expensive), as discussed in Section 7.6.1. All of these techniques contribute to making JEDI practical on ultra low-power embedded sensing devices.

### 7.6.5 Comparison to Other Systems

<table>
<thead>
<tr>
<th>Crypto Scheme / System</th>
<th>Avoids Central Trust?</th>
<th>Expressivity</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trusted Key Server (Section 7.2)</td>
<td>- No</td>
<td>+ Supports arbitrary policies (beyond hierarchies) - No delegation</td>
<td>+ $\approx 10 \mu s$ to encrypt 1 KiB message (same as JEDI in common case, faster for first message after key rotation) - Trusted party generates one key per resource</td>
</tr>
<tr>
<td>PRE (Lattice-Based), as used in PICADOR [75]</td>
<td>- No</td>
<td>+ Supports arbitrary policies (beyond hierarchies) - No delegation</td>
<td>+ $\approx 5$ ms encrypt, $\approx 3$ ms decrypt (similar to JEDI: 3–4 ms) - Trusted party must generate one key per sender-receiver pair</td>
</tr>
<tr>
<td>PRE (Pairing-Based), as used in Pilatus [420]</td>
<td>+ Yes</td>
<td>- Delegation is single-hop - Delegation is coarse (all-or-nothing) + Can compute aggregates on encrypted data</td>
<td>+ 0.6 ms encrypt, 1.3 ms re-encrypt, 0.5 ms decrypt (faster than JEDI: 3–4 ms) + Practical on constrained IoT device with crypto accelerator</td>
</tr>
<tr>
<td>CP-ABE [50]</td>
<td>+ Yes</td>
<td>+ Good fit for RBAC policies - Cannot support JEDI’s hierarchy abstraction with delegation</td>
<td>+ Only symmetric crypto in common case - 14 ms encrypt for first time after key rotation ($4\sim5\times$ slower than JEDI: 3 ms)</td>
</tr>
</tbody>
</table>
### Table 7.6: Comparison of JEDI with other crypto-based IoT/cloud systems.

Table 7.6 compares JEDI to other systems and cryptographic approaches, particularly those geared toward IoT, in regard to security, expressivity and performance. We treat these existing systems as they would be used in a messaging system for smart buildings (Section 7.1). Table 7.6 contains quantitative comparisons to the cryptography used by these systems; for those schemes based on bilinear groups, we re-implemented them using our JEDI crypto library (Section 7.5.1) for a fair comparison.

#### 7.6.5.1 Security

The owner of a resource is considered trusted for that resource, in the sense that an adversary who compromises a principal can read all of that principal’s resources. In Table 7.6, we focus on whether a single component is trusted for all resources in the system. Note that, although Trusted Key Server (Section 7.2) and PICADOR [75] encrypt data in flight, granting or revoking access to a principal requires participation of an online trusted party to generate new keys.
7.6.5.2 Expressivity

PRE-based approaches, which associate public keys with users and support delegation via proxy re-encryption, are coarse-grained—a re-encryption key allows all of a user’s data to be re-encrypted. While PICADOR [75], a PRE-based system, allows more fine-grained semantics, but does not enforce them cryptographically. In short, the underlying encryption schemes are not expressive enough to capture the semantics of fine-grained access control. While certain ABE schemes are expressive enough to support delegation, ABE-based approaches typically do not support delegation beyond a single hop, whereas JEDI achieves multi-hop delegation. An advantage of ABE-based schemes is that attributes/policies attached to keys can describe more complex sets of resources than JEDI, because ABE is more expressive than WKD-IBE. In JEDI, we use WKD-IBE instead of ABE in order to leverage the expressivity-efficiency trade-off (Section 2.2.2)—WKD-IBE is less expressive than ABE, but it is more efficient than ABE. In the context of JEDI’s intended use case, namely smart cities, this decision is well-grounded; existing syndication systems for smart cities, which do not encrypt data and are unconstrained by the expressiveness of crypto schemes, choose a hierarchical rather than attribute-based representation (Section 7.1), providing evidence that our WKD-IBE-based construction is expressive enough to capture IoT use cases.

7.6.5.3 Performance

The Trusted Key Server (Section 7.2) is the most naïve approach, requiring an online trusted party to enforce all policy. Even so, JEDI’s performance in the common case is the same as the Trusted Key Server (Figure 7.7), because of JEDI’s hybrid encryption—JEDI invokes WKD-IBE rarely. Even when JEDI invokes WKD-IBE, its performance is not significantly worse than PRE-based approaches. An alternative design for JEDI uses the GPSW KP-ABE construction instead of WKD-IBE, but it is significantly more expensive. Based Table 7.5, the power cost of a WKD-IBE operation even when only invoked once per hour contributes significantly to the overall energy consumption on the low-power IoT device; using KP-ABE instead of WKD-IBE would increase this power consumption by an order of magnitude, reducing battery life significantly.

7.6.5.4 Summary

In summary, existing systems fall into one of three categories. (1) The Trusted Key Server allows access to resources to be managed by arbitrary policies, but relies on a central trusted party who must be online whenever a user is granted access or is revoked. (2) PRE-based approaches, which permit sharing via re-encryption, cannot cryptographically enforce fine-grained policies or support multi-hop delegation. (3) ABE-based approaches, if carefully designed, can achieve the same expressivity as JEDI or even greater expressivity than JEDI, but are substantially less performant and are not suitable for low-power embedded devices.
7.7 Related Work

SiRiUS [193] and Plutus [263] are encrypted filesystems based on traditional public-key cryptography, but they do not support delegable and qualifiable keys like JEDI. Akl et al. [4] and further work [129, 130] propose using key assignment schemes for access control in a hierarchy. A line of work [457, 231, 21, 20] builds on this idea to support both hierarchical structure and temporal access. Key assignment approaches, however, require the full hierarchy to be known at setup time, which is not flexible in the IoT setting. JEDI does not require this, allowing different subtrees of the hierarchy to be managed separately (Section 7.1.2, “Delegation”).

Tariq et al. [448] use Identity-Based Encryption (IBE) [65] to achieve end-to-end encryption in publish-subscribe systems, without the router’s participation in the protocol. However, their approach does not support hierarchical resources. Further, encryption and private keys are on a credential-basis, so each message is encrypted multiple times according to the credentials of the recipients. Wu et al. [490] use a prefix encryption scheme based on IBE for mutual authentication in IoT. Their prefix encryption scheme is different from JEDI, in that users with keys for identity a/b/c can decrypt messages encrypted with prefix identity a, a/b and a/b/c, but not identities like a/b/c/d.

Since the original proposal of Hierarchical Identity-Based Encryption (HIBE) [189], there have been multiple HIBE constructions [62, 63, 186] and variants of HIBE [497, 2]. Although seemingly a good match for resource hierarchies, HIBE cannot be used as a black box to efficiently instantiate JEDI. We considered alternative designs of JEDI based on existing variants of HIBE, but as we elaborate in Section 7.6.1.1, each resulting design is either less expressive or significantly more expensive than JEDI.

A line of work [501, 469] uses Attribute-Based Encryption (ABE) [206, 50] to delegate permission. For example, Yu et al. [501] and Sieve [469] use Key-Policy ABE (KP-ABE) [206] to control which principals have access to encrypted data in the cloud. Some of these approaches also provide a means to revoke users, leveraging proxy re-encryption to safely perform re-encryption in the cloud. Our work additionally supports hierarchically-organized resources and decentralized delegation of keys, which [501] and [469] do not address. As discussed in Section 7.6.1 and Section 7.6.5, WKD-IBE is substantially more efficient than KP-ABE and provides enough functionality for JEDI. WKD-IBE could be a lightweight alternative to KP-ABE for some applications. Other approaches prefer Ciphertext-Policy ABE (CP-ABE) [50]. Existing work [471, 472] combines HIBE with CP-ABE to produce Hierarchical ABE (HABE), a solution for sharing data on untrusted cloud servers. The “hierarchical” nature of HABE, however, corresponds to the hierarchical organization of domain managers in an enterprise, not a hierarchical organization of resources as in our work.

NuCypher KMS [159] allows a user to store data in the cloud encrypted under her public key, and share it with another user using Proxy Re-Encryption (PRE) [58]. While NuCypher assumes limited collusion among cloud servers and recipients (e.g., $m$ of $n$ secret sharing) to achieve properties such as expiry, JEDI enforces expiry via cryptography, and therefore remains secure against any amount of collusion. Furthermore, NuCypher’s solution for resource hierarchies requires a keypair for each node in the hierarchy, meaning that the creation of resources is centralized. Fi-
nally, keys in NuCypher are not qualifiable. Given a key for a/*, one cannot generate a key for a/b/* to give to another principal.

PICADOR [75], a publish-subscribe system with end-to-end encryption, uses a lattice-based PRE scheme. However, PICADOR requires a central Policy Authority to specify access control, by creating a re-encryption key for every permitted pair of publisher and subscriber. In contrast, JEDI’s access control is decentralized.

Broadcast encryption (BE) [357, 144, 66, 69, 314, 71, 72] is a mechanism to achieve revocation, by encrypting messages such that they are only decryptable by a specific set of users. However, these existing schemes do not support key qualification and delegation, and therefore, cannot be used in JEDI directly. Another line of work builds revocation directly into the underlying cryptography primitive, achieving Revocable IBE [61, 319, 418, 479], Revocable HIBE [416, 417, 324] and Revocable KP-ABE [23]. These papers use a notion of revocation in which URIs are revoked. In contrast, JEDI supports revocation at the level of keys. If multiple principals have access to a URI, and one of their keys is revoked, then the other principal can still use its key to access the resource. Some systems [159, 42] rely on the participation of servers or routers to achieve revocation.

Secure Reliable Multicast [332, 334] also uses a many-to-many communication model, and ensures correct data transfer in the presence of malicious routers. JEDI, as a protocol to encrypt messages, is complementary to those systems.

JEDI is complementary to authorization services for IoT, such as bw2 [15], Vanadium [446], WAVE [16], and AoT [358], which focus on expressing authorization policies and enabling principals to prove they are authorized, rather than on encrypting data. Droplet [419] provides encryption for IoT, but does not support delegation beyond one hop and does not provide hierarchical resources.

An authorization service that provides secure in-band permission exchange, like WAVE [16], can be used for key distribution in JEDI. JEDI can craft keys with various permissions, while WAVE can distribute them without a centralized party by including them in its attestations. As we describe in Section 9.1.2, we integrated JEDI into WAVE and used the resulting system to collect sensor data from buildings in California.

7.8 Conclusion

In this chapter, we presented JEDI, a protocol for end-to-end encryption for IoT. JEDI provides many-to-many encrypted communication on complex resource hierarchies, supports decentralized key delegation, and decouples senders from receivers. It provides expiry for access to resources, reconciles anonymity and authorization via anonymous signatures, and, as described in our extended paper [299], allows revocation via tree-based broadcast encryption. Importantly, it can provide similar semantics as unencrypted IoT systems that are not constrained by cryptography. While policy-based encryption, like ABE, enables these semantics, a naïve solution that invokes ABE for each message would have been far from practical for resource-constrained IoT devices. The techniques from Section 3.2 were crucial to making JEDI practical for such devices. They led
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us to (1) use WKD-IBE, a cheaper encryption scheme than ABE, (2) use WKD-IBE rarely and off of the critical path of individual messages, (3) tie the frequency of WKD-IBE operations to the granularity of expiry times to make JEDI’s costs flexible, and (4) develop a specialized interface to WKD-IBE to produce WKD-IBE ciphertexts and signatures for JEDI more efficiently. Additionally, we applied the technique from Section 3.1.2 to write custom assembly routines to further reduce JEDI’s overhead. As a direct result of our techniques from Chapter 3, JEDI’s encryption and integrity solutions are capable of running on embedded devices with strict energy and resource constraints, making it suitable for the Internet of Things.
Chapter 8

Related Work

This chapter describes previous and concurrent work related to this dissertation’s focus on designing and building systems to help achieve expressive cryptography’s full potential. We focus here on related work as it applies to the dissertation as a whole; work related to a particular chapter is discussed at the end of that chapter. Throughout this chapter, our goal is not to be exhaustive; we simply aim to provide examples of how prior work relates to this dissertation. Specifically, we aim to show (1) how existing work can be seen as applying our techniques from Chapter 3, and (2) how our techniques could potentially be applied to systems in existing work to provide additional benefit. In doing so, our purpose is to demonstrate the utility and relevance of our techniques in Chapter 3 beyond the four systems that we presented in the previous four chapters.

8.1 Other Systems that Exemplify Our System Design Principles

This section describes related work that exemplifies our system design principles set forth in Chapter 3.

8.1.1 Messaging and Storage Systems

A classic technique used in prior systems, particularly in messaging and storage systems, is hybrid encryption. The technique in Section 3.2.1 can be seen as a generalization of this idea. With hybrid encryption, instead of encrypting an entire message with public-key cryptography, one can (1) randomly sample a symmetric key, and (2) encrypt the message with the symmetric key, and (3) encrypt the symmetric key with public-key cryptography. This approach is widely deployed, for example, in protocols like TLS and PGP. Over time, this basic approach has been adapted to other settings. For example, Sieve [469] applies it to Attribute-Based Encryption (ABE), using a specialized symmetric-key encryption scheme that enables in situ re-encryption of user data.

The same idea has been applied in the context of cryptographic protocols other than encryption. For example, the authenticated broadcast protocol TESLA [376] applies a similar idea to digital
signatures, enabling one to cheaply extend a digital signature using cryptographic hashes. In the blockchain space, a system that wishes to leverage a blockchain’s integrity guarantees may store the hash of a document, instead of the document outright, on the blockchain [483]. Another example in the blockchain space is commit chains, which handle transactions off-chain and commit them to the blockchain later, using the blockchain rarely and off of the critical path [273].

µTESLA [377] makes TESLA practical for resource-constrained embedded sensing devices. To do so, one of its techniques is to change the symmetric key once per epoch instead of once per message as in TESLA, tying key disclosure to a tunable, time-based epoch rather than to messages sent. This is an example of the technique in Section 3.2.2, and it is similar to using coarser-grained expiry times in JEDI or posting a checkpoint to the blockchain once per epoch in Ghostor. By changing the symmetric key using an epoch of tunable duration, µTESLA trades off the delay after which the receiver can verify a message’s authenticity for lower cryptographic costs.

8.1.2 Cryptographic Planners

A number of systems are designed with a component that chooses, for a particular workload, which cryptographic tools to use and how to apply them. We refer to this component as a cryptographic planner. Cryptographic planners enable these systems to perform well across a variety of workloads, by dynamically planning how to use cryptography according to the workloads that arrive at runtime.

Cryptographic planners can be seen as a mechanism to apply our techniques for designing systems that use expressive cryptography (Section 3.2). More concretely, the cryptographic planner might, for a given workload and desired security guarantees, determine how to use the chosen cryptographic tools as rarely and cheaply as possible (Section 3.2.1) or determine the cheapest possible cryptographic tools to use in the first place (Section 3.2.3). The “design,” however, should be understood as being performed, at least partially, by the cryptographic planner at runtime when the workload arrives. As a result, cryptographic planners can also be understood as applying the technique from Section 3.1.1—the planners analyze the structure of the computation to decide how and when to use cryptography. This brings the most value when targeting a broad range of workloads, where (1) the “best” cryptographic design may vary considerably from one workload to another, and (2) the workloads are so diverse that it would be too labor-intensive for a cryptography expert to manually determine the best design for each one.

We note that, while MAGE also uses a planner and applies the technique from Section 3.1.1, MAGE’s planner is not a cryptographic planner in the sense described here. The key difference is that MAGE’s planner decides how to manage memory to support the application, not which cryptographic tools to use or when to use those cryptographic tools.

We now describe systems built with cryptographic planners in greater depth.

8.1.2.1 Planners for Using a Chosen Cryptographic Tool Minimally

SMCQL [37], Conclave [463], and Senate [380] support analytical SQL queries over datasets federated over multiple parties. Each of these systems uses a planner to determine, for a particular
choice of SMPC scheme, how to use it as minimally and cheaply as possible. This can be seen as an application of the technique in Section 3.2.1.

A naïve approach to supporting analytical SQL over a federated dataset would be to use an SMPC protocol to execute the entire SQL query. SMCQL and Conclave observe that it is possible to securely execute an analytical SQL query by applying SMPC to only part of the query execution, and use cryptographic planners to minimize the use of SMPC. For example, it may be possible to split query execution into two phases, where the first phase can be run in plaintext and SMPC is only needed in the second phase. SMCQL and Conclave use cryptographic planners to analyze SQL queries and identify which parts of query execution can be run in plaintext, without SMPC.

Senate focuses on federated data analytics problems involving \( n \geq 2 \) parties in a malicious threat model. It observes that, rather than executing the entire computation using an \( n \)-party SMPC protocol, it can be more efficient to execute parts of the computation with fewer-party SMPC, minimizing the amount of computation involving \( n \)-party SMPC. For example, to compute a 4-way join across four parties’ datasets, it is more efficient for two pairs of parties to each compute joins over their datasets using 2-party SMPC, followed by a short 4-party SMPC step to combine those results, than to execute the entire join using a monolithic 4-party SMPC step. Senate proposes a planning algorithm to identify such opportunities.

8.1.2.2 Planners for Determining the Cheapest Cryptographic Tools

Systems like Cerebro [514], EzPC [103], and Silph [108] aim to support SMPC workloads that are not necessarily natural to express as SQL queries (e.g., collaborative machine learning). These systems use planners to determine, for a given workload, which cryptographic tools to use so that the workload can execute as efficiently as possible within the required security guarantees. This can be seen as an application of the technique in Section 3.2.3.

The performance of SMPC protocols varies according to not only the expressivity-efficiency trade-off (Section 2.2.2), but also the function \( f \) that the parties choose to compute (i.e., the workload). For example, SMPC protocols that model \( f \) as an arithmetic circuit over integers in a Galois field (e.g., SPDZ [133]) and SMPC protocols that model \( f \) as a boolean circuit (e.g., Yao’s Garbled Circuits [496]) may each be preferable for different sets of workloads. Cerebro’s compiler plays the role of a cryptographic planner, analyzing the workload and deciding which SMPC protocol to use. This requires the compiler to have an accurate cost model so that it can estimate, for a given workload, which SMPC protocol would be cheapest to use; another related work, CostCO [166], provides a framework for developing such a cost model. Cerebro’s compiler also applies techniques similar to SMCQL and Conclave (e.g., identifying parts of the computation that parties can compute locally in plaintext). Additionally, Cerebro focuses on collaborative machine learning applications, allowing an end-to-end approach including support for release policies and auditing for a trained model.

EzPC and Silph take this approach a step further. While Cerebro is limited to choosing a single SMPC protocol for the entire computation, EzPC and Silph can use different SMPC protocols for different parts of a single program. This approach depends on two important factors. First, it depends on the existence of generic, hybrid SMPC protocols like ABY [139] that allow one to
securely and efficiently switch between different primitive SMPC protocols. Second, it requires an increased degree of sophistication from the planner, as it must take into account the cost of switching between different SMPC protocols.

8.1.3 Performance-Oriented Systems

As described in Section 2.2, expressive cryptography consumes a wide range of computing resources, including CPU, memory, and network bandwidth. In general, any systems work that improves the efficiency or performance with which an application can make use of these computing resources benefits expressive cryptography. This can be seen as applying the technique in Section 3.2.4.

There is a vast literature on systems that improve efficiency or performance of using computing resources—resource management, after all, is central to the field of computer systems. As a concrete example, we Skyplane [256] is a tool that helps cloud users navigate the trade-off between price and performance for data transfer in the cloud. While Skyplane focuses on the use case of transferring data from the object store (e.g., Amazon S3) in one cloud region to the object store in another cloud region, its core techniques—to use cloud regions as nodes in an overlay network, together with using parallel TCP connections and cloud VMs—applies broadly to data transfer, including to data transfer needed for SMPC. Skyplane’s techniques apply naturally to constant-round SMPC protocols like Yao’s Garbled Circuits, which involve transferring significant amounts of data between the two parties, when deployed in a cloud setting.

8.2 Applying Our System Design Principles to Other Systems

Our techniques set forth in Chapter 3 are applicable beyond just the four systems presented in this dissertation. This section demonstrates this by explaining how our techniques can be applied to existing systems that use expressive cryptography.

8.2.1 Applicability of Techniques for Supporting Expressive Cryptography

The techniques in Section 3.1, which apply to systems that support expressive cryptography, are broadly applicable to cryptography-based applications and systems. The reason is that they apply to a lower layer of the system stack (Figure 3.2) than expressive cryptography and are complementary to the way in which the application makes use of expressive cryptography. For example, as explained in Section 3.3, a platform for collaborative data analytics, such as SMCQL or Conclave, could directly benefit from the techniques from MAGE; while the planners in SMCQL and Conclave minimize the application’s use of SMPC, MAGE allows the application’s remaining use of SMPC to be as efficient as possible. Similarly, using techniques from Skyplane (Section 8.1.3) to improve network bandwidth performance would benefit Yao’s Garbled Circuits in a generic way, regardless of the workload that is run with that SMPC protocol.
In some cases, techniques for better supporting expressive cryptography are complementary and can be used together. For example, DIZK [491] is a system that distributes the generation of a zero-knowledge proof across multiple machines. Its techniques fit in the lower “System” layer in Figure 3.2. Yet DIZK could also benefit from other kinds of system-level techniques for supporting expressive cryptography. For example, memory programming techniques from MAGE could potentially benefit DIZK by allowing the computation on each machine to exceed the available memory, making zero-knowledge proof generation problems of a given size practical with fewer computing resources. That said, applying memory programming to zero-knowledge proof generation may not be straightforward, as zero-knowledge proof generation is not necessarily oblivious—it may require on-the-fly planning with a fast planning algorithm, or potentially manual adaptation to the structure of the particular zero-knowledge proof generation algorithm.

8.2.2 Applicability of Techniques for Using Expressive Cryptography

While JEDI provides end-to-end encryption for publish-subscribe IoT systems using WKD-IBE, alternative designs are possible. For example, PICADOR [75], which we described in Section 7.7, is a publish-subscribe system that uses a different kind of cryptography called Proxy Re-Encryption (PRE) [58, 22]. In PICADOR, publishers encrypt messages according to their own public key. PRE allows the broker, using re-encryption keys, to securely re-encrypt those messages to the subscribers’ public keys without the broker learning the message. To demonstrate the wide applicability of our techniques in Section 3.2, we demonstrate how we can apply them to a system like PICADOR, just as we did to JEDI and Ghostor.

Given that PRE operations (encryption, decryption, re-encryption) are relatively expensive, our first step is to apply the technique from Section 3.2.1 to use PRE rarely. A natural way to do this is to use hybrid encryption. A publisher encrypts a symmetric key with PRE, sends it to the broker, and then encrypts the actual messages with that symmetric key. The broker stores the encrypted symmetric key. When a subscriber joins the system and needs to access the publisher’s messages, the broker re-encrpyts the encrypted symmetric key to the subscriber, who can then decrypt the symmetric key and use it decrypt the messages. This technique allows the system to avoid using PRE for most messages.

While this design makes the system more efficient by reducing the frequency with which PRE operations must be invoked, it still requires fresh symmetric keys to be sampled and PRE to be invoked whenever a new user is granted permissions (since they should not be able to see old messages) or a user is revoked access (since they should not be able to see new messages). As a result, PRE-related costs may be high in a system with many users where permissions change frequently. If this is an issue, it can potentially be mitigated by applying the technique from Section 3.2.2. The idea is to rotate keys on a time-based schedule rather than an event-based schedule. For example, a publisher may place an upper bound on the frequency with which it changes symmetric keys (for example, changing symmetric keys no more frequently than once per five minutes). This would add a delay to when changes in permissions take effect, but it could potentially reduce the cost of PRE in environments where permissions are changed frequently. As the delay is tunable, it could potentially be chosen according to resources available to devote
to PRE. For example, in an IoT environment where publishers are constrained in CPU time and energy budget, a longer delay may be appropriate.

The PICADOR authors mention that, as an extension to their system, one could leverage the homomorphic properties of their PRE scheme to compute directly on published data in encrypted form [75]. A downside to applying our techniques to PICADOR as described above is that the resulting design cannot be extended in this way due to its use of symmetric-key cryptography.
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Conclusion

This chapter describes the real-world impact and usage of the systems we built, outlines directions for future work, and summarizes the key points of this dissertation.

9.1 Impact

Some of the work in this dissertation has been adopted by industry or used in deployments to collect and secure real-world data. This section describes the real-world impact that the work in this dissertation has had.

9.1.1 Integration of TCPlp into Thread and OpenThread

Both our conclusions in Chapter 5 and our implementation, TCPlp, have had impact in the Thread-/OpenThread industrial ecosystem.

Thread [452] is a standard for low-power wireless mesh networks designed for smart home products. It is developed by a consortium of companies in the IoT space, including Google, Apple, Qualcomm, and others [451], and it is used in a variety of products sold by these companies [450]. Originally, Thread specified support for IPv6, UDP, and UDP-based protocols like CoAP, but not TCP. This was consistent with the widely held perception before our work in Chapter 5 that IPv6 has merit in LLNs, but that TCP is not capable of working within the constraints of LLNs and their associated resource-constrained platforms.

The conclusions of Chapter 5, that TCP is capable of running in LLNs (Section 5.9) and brings value to LLN applications, significantly influenced the Thread network standard. The Thread 1.3.0 White Paper [234] notes the benefits of TCP for applications requiring bulk data transfer, as we observed in Section 5.3. Furthermore, as described in the white paper, Thread 1.3.0 requires Thread Certified Components to implement TCP and provide a well-defined API to use it, and provides recommendations for supporting TCP in a Thread network. Some of these recommendations, such as guidance on the MSS mentioned in the white paper, were informed by our study in Chapter 5.
The OpenThread network stack [363] is the leading open-source implementation of the Thread network standard. Originally, OpenThread did not support TCP, but OpenThread adopted TCPlp as its TCP stack. Because TCPlp is based on the FreeBSD TCP implementation, it benefits from the maturity and full-scale TCP features that TCPlp inherits from the FreeBSD implementation (Section 5.5.1). It also benefits from our modifications in Section 5.5 that reduce its memory footprint for low-power embedded devices. As OpenThread is used in smart home products currently on the market [363], TCPlp’s adoption in OpenThread paves the way for its deployment in commercial smart home products.

9.1.2 Integration of JEDI into WAVE and WAVEMQ

As described in Section 7.5, JEDI can be applied to bw2. The successor systems to bw2 are WAVE [16], the successor to bw2’s authorization layer, and WAVEMQ [12, Chapter 8], the successor to bw2’s syndication layer. We integrated JEDI into WAVE and WAVEMQ, adding support for including JEDI keys in WAVE’s attestations and securing publish-subscribe communication in WAVEMQ with JEDI.

An example application of WAVE and WAVEMQ is XBOS [171], a microservice-oriented extensible operating system for the built environment. Although early versions of XBOS were based on bw2, XBOS later adopted WAVE for authorization and WAVEMQ as the platform for communication among devices and services [12, Section 7.2]. XBOS was deployed in approximately 20 buildings in California to manage and collect data from smart devices in the built environment. Once we integrated JEDI into WAVEMQ, JEDI was used for secure data collection from a subset of those buildings.

9.2 Future Research Directions

We envision a future in which expressive cryptography can be used pervasively. This would not only bring stronger security to existing applications, but also enable exciting new applications. For example, widespread use of SC would enable organizations (e.g., banks, hospitals) to routinely compute collaboratively on data that they otherwise cannot share due to privacy concerns. We discuss opportunities for additional research to work toward this future, classified according to the two approaches from Chapter 3.

9.2.1 Future Systems that Support Expressive Cryptography

Expressive cryptographic tools increasingly consume multiple types of computing resources. For example, SMPC is simultaneously CPU-, memory-, and network-intensive. Efficiently supporting such components (Section 3.1) requires systems thinking to manage and balance the use of all of these resources.
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9.2.1.1 Memory Programming

As discussed in Section 4.4 and Section 4.6.2.1, MAGE requires SC applications to be rewritten in MAGE’s framework. A natural question is: Can we allow cryptographic applications to benefit from memory programming without manually rewriting them? Ideally, memory programming would be as easy to use as `valgrind`. Just as one can check for undefined behavior in a program `a.out` by running `valgrind ./a.out`, one should be able to enable memory programming by running `mage ./a.out`, with only minor code changes to the application to support this.

MAGE’s techniques could also be applied to systems not based on expressive cryptography. For example, some plaintext applications, like neural network inference and certain linear algebra workloads (e.g., matrix multiplication), are also oblivious. 3PO [87] explores applying similar ideas to such workloads in the context of memory disaggregation and far memory; a natural follow-up question is how the results may be different for such workloads in the context of paging to an SSD, as in MAGE. Programs designed for hardware enclaves, like Intel SGX, are sometimes written to be oblivious to avoid leaking sensitive information through side channels. Such programs could also be a good fit for applying MAGE’s techniques.

9.2.1.2 Networking for SMPC

Mutually distrustful parties using SMPC may be hosted in geographically separate infrastructures (e.g., different cloud providers in different geographic regions). How can we support high-performance network transfer between geographically separate parties? As described in Section 8.1.3, Skyplane [256], which uses cloud-aware network overlays to optimize cloud bulk transfers, is a natural starting point. The research lies in generalizing Skyplane to accelerate multi-round SMPC protocols, considering both latency and throughput.

9.2.1.3 Execution Frameworks for zkSNARKs

zkSNARKs have drawn interest due to their applications to decentralized finance and privacy-preserving blockchains. zkSNARK generation is both compute- and memory-intensive, surfacing an opportunity to bring systems expertise to the design of zkSNARK frameworks. The opportunity to leverage GPUs and FPGAs for parts of the computation makes the system design space particularly rich. For example, it may be possible to apply memory programming techniques to optimize data transfer among the memories of CPUs, GPUs, and FPGAs, and to page out to storage as needed.

9.2.2 Future Systems that Use Expressive Cryptography

As applications grow increasingly feature-rich and complex, we must use cryptography expressive enough to capture applications’ rich functionality and enable cryptographic security. Achieving good performance, however, requires systems thinking to use expressive cryptography carefully and as efficiently as possible (Section 3.2).
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9.2.2.1 Cryptographic Access Control for Data Lakes

To support modern data analytics, many organizations have transitioned away from the classic “data warehouse” model in favor of “data lakes” [19]. Data lakes decouple computing and storage [19], enabling new opportunities for achieving cryptographic security. Just as we did in JEDI, it is natural to consider bringing end-to-end encryption with cryptographically enforced access control to the data lake model, ensuring that data scientists can decrypt only what they are allowed to access. The challenge is to allow access to be specified as data-dependent views, as unencrypted systems do. Expressive cryptographic schemes like predicate encryption and functional encryption can capture this model but are heavyweight. A promising approach is to rely on fast block ciphers (e.g., AES) for the bulk of the design, falling back to expressive cryptography only for views that demand particular functionality and security.

9.2.2.2 Applications Using Secure Neural Network Inference

As described in Section 2.3.2, specialized SMPC algorithms have been developed for privacy-preserving neural network inference [347, 262, 397, 293, 346, 392, 307, 359]. A natural question is whether applications that need secure neural network inference can be optimized to make use of cryptography in a more efficient way. For example, some applications may use a model obtained by taking an open-source model and fine-tuning it using proprietary data. Depending on how the fine-tuning is done, it may be possible to protect the privacy of such models during inference more efficiently than for models trained from the beginning using proprietary data. Intuitively, this may be the case because the original open-source model is public and only the changes made in fine-tuning based on proprietary data must be hidden.

9.3 Summary

In this dissertation, we described expressive cryptography and explained its potential to enable transformative new applications. For example, Secure Multi-Party Computation (SMPC), a type of expressive cryptography, enables secure collaborative data analytics. This allows multiple hospitals to combine their sensitive patient datasets for research, competing banks to combine their transaction datasets to look for fraud, and regulators to aggregate sensitive data (e.g., data on wages or economic diversity) to benefit society. The technology is receiving some adoption (e.g., by Meta and Google in the advertising space) due to its transformative potential.

Despite its transformative potential, SMPC, and expressive cryptography more broadly, have only been adopted in incipient and isolated use cases. A significant reason for this is that expressive cryptography can be very expensive—it is much slower than regular cryptography and consumes more computing resources (e.g., more CPU time, more RAM, more network bandwidth, etc.). For example, researchers who tried applying SMPC to data analytics tasks have found that it does not scale beyond a few thousand input records because it runs out of memory [463]. In short, the high resource overheads of expressive cryptography are preventing it from reaching its full transformative potential.
This dissertation shows how to use system design to allow expressive cryptography to reach its full potential. We take two high-level approaches to achieve this. First, we redesign the underlying systems that expressive cryptography uses. Second, we rethink how and when applications should make use of expressive cryptography. Based on these two high-level approaches, we propose, in Chapter 3, six system design techniques for making expressive cryptography efficient. In the next four chapters, we design and implement four different systems using these techniques: MAGE, TCPlp, Ghostor, and JEDI. We validate the effectiveness of our six proposed techniques by demonstrating that the resulting systems perform well and can make applications built on expressive cryptography more efficient. In Chapter 8, we present further evidence for the effectiveness of our techniques by pointing out how the designs of existing systems can be understood as applications of our techniques, and demonstrating how other existing systems could potentially benefit from our techniques. Finally, this chapter describes the real-world impact of the systems we built and how our techniques can guide future work on enabling expressive cryptography to reach its full potential.

By making expressive cryptography more efficient, we hope to enable computer users to benefit from the transformative new applications that expressive cryptography enables. A useful analogy, with which we began Chapter 1, is the development and deployment of public-key cryptography in the 1980s and 1990s. Public-key cryptography enabled widespread adoption of applications like e-commerce, telehealth, and end-to-end encrypted messaging. We believe that expressive cryptography can be as transformative as public-key cryptography, enabling widespread adoption of applications that were not previously possible. By helping expressive cryptography reach its full potential, we hope to enable computer users to benefit from the stronger security and more expressive functionality afforded by the resulting computer systems based on expressive cryptography. This, in turn, will help enable cryptographic security for all devices, all applications, and, ultimately, for all people.
Bibliography


[38] Andrew Baumann, Marcus Peinado, and Galen Hunt. “Shielding applications from an untrusted cloud with Haven”. In: OSDI. USENIX, 2014.


Appendix A

Ghostor’s Security Guarantees

This appendix formally describes Ghostor’s privacy and security guarantees.

A.1 Ghostor’s Privacy Guarantee

In this appendix, we use the simulation paradigm of Secure Multi-Party Computation (SMPC) to define Ghostor’s privacy guarantee. We begin in Appendix A.1.1 by providing an overview of our definition and proof sketch, along with an explanation of how our simulation-based definition matches the one in Section 6.3.3.

A.1.1 Overview

We formally define Ghostor’s anonymity by specifying an ideal world. We provided a definition in Section 6.3.3, but we consider it to be informal because it does not clearly state what the adversary learns if some users are compromised/malicious. The ideal world is specified such that it is easy to reason about what information the adversary learns; what the adversary learns in the ideal world is our definition of what an anonymous object sharing system leaks to an adversary (i.e., what anonymity does not hide). In contrast, we refer to a setup running the actual Ghostor protocol as the real world. Below, we refer to the formalized Ghostor protocol as $\pi_{\text{Payment}}^{\text{Ghostor}}$, as we explain in Appendix A.1.1.2, this includes some minor differences from Section 6.7. The “Payment” in the notation indicates that we are working in the $\mathcal{F}_{\text{Payment}}$-hybrid model, which we also explain in Appendix A.1.1.2.

In the real world, clients interact directly with the server $A$. We denote the server as $A$ because it is controlled by an adversary. The party $P$ embodies the honest clients. When a client issues an API call, $P$ interacts with $A$ according to Ghostor’s protocol to perform the API call on behalf of the client. $A$ cannot directly inspect the clients’ state or secret information, but it may attempt to infer it through the messages it receives from $P$ as it interacts with $P$ to serve each request.

In the ideal world, clients interact with an incorruptible trusted party $F$ called an ideal functionality. On each API call issued by a client, $F$ provides another party, $S$, with a well-defined subset
of information in the API call. The subset of information that $F$ gives to $S$ defines what information Ghostor leaks to the adversary, and provides a clear definition of what anonymity means in our setting. After receiving this information from $F$, $S$ interacts with $A$ to perform the corresponding API call. Obviously, $S$ cannot perform the operation exactly as the client specified because it does not know the entire API call, only the subset of the API call that $F$ gives it. The challenge is for $S$ to simulate the operation such that what $A$ sees is cryptographically indistinguishable from what it would see if the same API call were made in the real world. The existence of $S$ that can properly simulate $\pi^\text{Payment}_{\text{Ghostor}}$ toward $A$ would show that Ghostor reveals no more to $A$ than what $F$ gives $S$ on each API call.

We allow $A$ to adaptively choose the API calls issued by honest users, by instructing the client $P$ which API calls to make in the real world and specifying these API calls to $F$ in the ideal world (e.g., instructing a particular user to GET a particular object). Once each API call is completed, $A$ receives the return value of the API call (e.g., the object contents that are the result of a GET) from $P$ in the real world and $F$ in the ideal world. To capture that Ghostor does not directly leak this information to the adversary, our ideal world has $A$ specify API calls directly to $P$ in the real world and $F$ in the ideal world and receive the return values directly from $P$ or $F$, bypassing the simulator $S$ to make API calls and receive responses. Thus, $A$ is external to $S$. Having $A$ adaptively choose what API calls honest users issue and see their return values strengthens our definition; it shows that our anonymity guarantees still hold if the adversary happens to observe the output of some clients’ operations, through some side channel outside of the Ghostor system. Although $A$ chooses the API calls issued by honest users, $A$ cannot see the internal state of honest users. In particular, $A$ cannot access honest users’ secret keys.

For malicious and compromised users, $A$ internally interacts with the server on their behalf, without interacting with $P$ in the real world or $F$ in the ideal world. This is necessary because a compromised user may collude with the server $A$ and interact with storage in a way that is not captured by any API call.

Figure A.1 provides a high-level summary and comparison of the real world and ideal world.

### A.1.1.1 Map to Definition of Anonymity in Section 6.3.3

In Section 6.3.3, we explained Ghostor’s privacy guarantee in terms of a leakage function. The leakage function in Section 6.3.3 is largely the same as the information that $F$ gives to $S$ on each API call (Appendix A.1.3.2). There are a few minor differences, which we now explain. Timing information is not included in Appendix A.1.3.2 because the model we use in our cryptographic formalization does not have a notion of time. That said, the order in which the requests are processed is given to $S$; it is implicit in the order in which $F$ sends messages to it. Finally, although not explicit in Appendix A.1.3.2, $S$ can infer how many round trips are performed between the client and server in processing each operation. Because we do not model concurrent operations and there is no client-side caching of data (Section 6.4.4), the adversary can infer how many round trips are required from the client-server protocol (Section 6.7), so this does not reveal any meaningful information.
Our definition of anonymity matches the everyday use of the word “anonymity” because $S$ does not receive any user-specific information for operations issued by honest users on objects that no compromised user is authorized to access. Furthermore, $S$ does not see the membership of the system (public keys of users) or even know how many users exist in the system, apart from corrupt/malicious users.

**A.1.1.2 Limitations of our Formalization**

Although our cryptographic formalization is useful to prove Ghostor’s anonymity, there are some aspects of Ghostor that it does not model. We use the notation $\pi^{\text{Payment}_\text{Ghostor}}$ to describe our formalization of Ghostor’s protocol from Section 6.7, including these differences. First, we do not directly model the anonymous payment (e.g., Zcash) aspect of Ghostor. Instead, we assume the existence of an ideal functionality for Zcash, $\mathcal{F}^{\text{Payment}}$, that can be queried to validate payment (i.e., learn how much was paid and when). To denote that we are working in the $\mathcal{F}^{\text{Payment}}$-hybrid model, we denote the Ghostor protocol used in the real world as $\pi^{\text{Payment}_\text{Ghostor}}$. Second, we do not directly model network information (e.g., IP addresses) leaked to the server when clients connect, because this is hidden by the use of an anonymity network like Tor (Section 6.9). Third, whereas the Ghostor system allows operations to be processed concurrently (i.e., round trips of different operations may be interleaved), our formalization $\pi^{\text{Payment}_\text{Ghostor}}$ assumes that the Ghostor server processes each operation one at a time (because $P$ will only answer one request at a time). Fourth, we do not fully model Ghostor’s integrity mechanisms, such as epochs, checkpoints, or the return value of $\text{obtain_digests}$. This is because Ghostor’s integrity guarantees can only be verified at the end of the epoch; $A$ may commit arbitrary integrity violations during an epoch. Therefore, it is not meaningful to provide integrity guarantees for individual Ghostor operations. We analyze Ghostor’s integrity in
Appendix A.2.

Users may also be malicious (i.e., controlled by the adversary). In our formalization, the adversary may compromise users, but we restrict the adversary to doing so *statically*. This means that the adversary compromises users at the time of their creation. Specifically, the adversary may not create an honest user, have that honest user perform operations, and then later compromise that user.

A.1.2 Real World

In the real world, the client \( P \) interacts directly with the server \( A \) according to \( \pi_{\text{Payment}}^{\text{Ghostor}} \).

To request \( P \) to perform an API call, \( A \) sends an Initiate message to \( P \). In the Initiate message, \( A \) can request \( P \) to perform the following API calls:

- \( \text{create\_user()} \rightarrow \text{userID} \)
- \( \text{learn\_pk(\text{userID})} \rightarrow \text{pk or } \bot \)
- \( \text{create\_object(\text{userID}, \text{ACL}, \text{contents}, \text{token})} \rightarrow (\text{objectID, digest}) \) or \( \bot \)
- \( \text{set\_acl(\text{userID, objectID, ACL, contents})} \rightarrow \text{digest or } \bot \)
- \( \text{PUT(\text{userID, objectID, contents})} \rightarrow \text{digest or } \bot \)
- \( \text{GET(\text{userID, objectID})} \rightarrow (\text{contents, digest}) \) or \( \bot \)
- \( \text{obtain\_tokens(\text{paymentID})} \rightarrow \{\text{token}_i\}_i \) or \( \bot \)
- \( \text{obtain\_digests(\text{objectID})} \rightarrow \text{data or } \bot \)

Here, \( \bot \) is a symbol representing failure. This occurs if \( P \) detects an issue and returns an error. For example, this happens if the server \( A \) denies service (e.g., server provides malformed messages or object data that is not signed according to \( \pi_{\text{Payment}}^{\text{Ghostor}} \)).

In the above API, ACL is represented as a list of tuples, where each tuple contains a user and a set of permission bits for that user. If padding is desired, additional tuples for the owner can be added. The user can be identified by either a \( \text{userID} \) or a \( \text{pk} \); allowing the user to be represented by the \( \text{pk} \) allows \( A \) to add malicious users it created internally (who do not have \( \text{userID} \)s) to the ACL of an object.

The \( \text{learn\_pk} \) operation is not part of the Ghostor API (Section 6.2). We use it to model the *out-of-band* exchange of public keys in Ghostor. The server \( A \) can use this operation to learn an honest user’s public key, which it can then use to (internally) interact with a malicious user to add that honest user to an object’s ACL.

In Ghostor, objects are identified by their PVK, so the objectID in Ghostor is the bits of the PVK. We use objectID so that our definition is not tied to PVKs, which are specific to Ghostor’s design.

For payment, we model Zcash as an ideal functionality \( \mathcal{F}_\text{Payment} \), which allows \( A \) to make a payment and obtain a paymentID, or validate a paymentID and learn how much was paid and when.

The Initiate message contains an opcode, specifying which operation to perform, and the arguments to that operation. After receiving an Initiate message, \( P \) performs the operation. For a \( \text{create\_user} \) operation, \( P \) generates a keypair for a user and a uniformly random userID for that user, locally maintains the mapping from userID to keypair, and returns userID back to \( A \). On a \( \text{learn\_pk} \) operation, \( P \) gives \( A \) public key pk for the provided userID. For all other operations, \( P \)
interacts with $\mathcal{A}$ according to the protocol in Section 6.7, and gives the final result of the API call (e.g., plaintext object contents in the case of GET) back to $\mathcal{A}$.

## A.1.3 Ideal World

We define an ideal functionality $\mathcal{F}$ for an anonymous object sharing system in the simulation paradigm, which captures Ghostor’s privacy guarantee. Our notation and setup are as follows. $\mathcal{A}$ may send an Initiate message to $\mathcal{F}$, specifying an API call to be made on behalf of an honest user. To perform the operation, $\mathcal{F}$ interacts with the simulator $\mathcal{S}$, which simulates $\pi^{\text{Payment}}_{\text{Ghostor}}$ toward the server $\mathcal{A}$ based on the subset of each API call that $\mathcal{F}$ provides to Ghostor. At the end of the interaction, $\mathcal{F}$ obtains a return value, which it gives to $\mathcal{A}$. As in the real world, there exists a party $\mathcal{F}^{\text{Payment}}$ in the ideal world with which $\mathcal{A}$ can interact.

### A.1.3.1 State Maintained by $\mathcal{F}$

As $\mathcal{F}$ sees all create_user and learn_pk operations and their return values, it maintains a list of all honest users $\mathcal{A}$ is aware of and their public keys. We call this structure the user table. Based on the user table, $\mathcal{F}$ can tell whether a public key corresponds to an honest user; if it does not, it assumes the public key corresponds to a malicious user that $\mathcal{A}$ crafted internally.

Similarly, as $\mathcal{F}$ sees all create_object and set_acl operations and their return values, it maintains a list of all objects created by honest users and all ACLs that have been attempted to be set for each object. We call this structure the permission table. In the discussion below, we say that an object is tainted if either (1) it was not created by an honest user (i.e., if it was crafted by $\mathcal{A}$), or (2) it was created by an honest user but a malicious user has been on the ACL of the object, either currently or in the past. Crucially, $\mathcal{F}$ identifies if an object is tainted or not based on its permission table.

In general, $\mathcal{F}$ does not provide plaintext data to $\mathcal{S}$ for objects that are not tainted, but must give plaintext data in return values given to $\mathcal{A}$. When $\mathcal{F}$ receives plaintext object data $m$ from $\mathcal{A}$, it generates a fresh identifier called a contentID for that data. contentID can, for example, be a number chosen sequentially. The tuple $(m, \text{contentID})$ is stored by $\mathcal{F}$, allowing $\mathcal{F}$ to later recover $m$ from the contentID. We call the set of tuples of the form $(m, \text{contentID})$ the content table.

Finally, $\mathcal{F}$ maintains a mapping from tokens obtained by honest users to an identifier sampled uniformly at random. We call this mapping the token table and refer to a token’s random identifier as its anonym. Each anonym is, by definition, unlinkable with the particular token it corresponds to.

### A.1.3.2 Description of $\mathcal{F}$

When $\mathcal{F}$ receives an Initiate message from $\mathcal{A}$, it performs some processing and then reveals to $\mathcal{S}$ the opcode (except for create_user) and the following information:
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- For `create_user()`, \( F \) generates a uniformly random `userID` for the user and gives it to \( A \). For this operation only, \( F \) gives nothing to \( S \), not even the opcode. \( F \) updates its user table with the new `userID`.
- For `learn_pk(userID)`, \( F \) looks in its user table to check if `userID` corresponds to a user who was created with `create_user`. If not, \( F \) returns \( \bot \). If so, \( F \) gives the message `learn_pk(userID)` to \( S \). \( S \) responds with a pk, which \( F \) gives to \( A \).
- For `create_object(userID, ACL, contents, token)`, \( F \) scans the ACL of the new object and identifies non-honest users using its user table. Then, it generates `ACL'`, a randomly shuffled list consisting of the records from ACL that correspond to non-honest users. It also computes `c`, the size (number of records) of the ACL. \( F \) looks up token in its token table to obtain `a`, the corresponding anonymous. If the object is tainted (which occurs if ACL contains at least one malicious user), then \( F \) gives the message `create_object(ACL', c, contents, a)` to \( S \). Otherwise, \( F \) generates a fresh `contentID` and adds the entry `(contents, contentID)` to its content table, and then \( F \) gives the message `create_object(ACL', c, contentID, ℓ, a)` to \( S \), where `ℓ` is the length of contents. \( S \) responds with the return value, and \( F \) checks if the operation was successful (if the return value is not \( \bot \)). If so, \( F \) adds a new entry to its permission table with `objectID`, the creator `userID`, and the ACL of the object. Finally, \( F \) gives the return value to \( A \).
- For `set_acl(userID, objectID, ACL, contents)`, \( F \) scans the ACL and identifies non-honest users using its user table. Then, it generates `ACL'`, a randomly shuffled list consisting of the records from ACL that correspond to non-honest users. It also computes `c`, the size (number of records) of the ACL. If the object was created by an honest user, \( F \) computes a bit `b` indicating whether `userID` corresponds to a user authorized to perform a `set_acl` operation on this object (which is only true if that user created the object); it can find this information by checking its permission table. If the object was not created by an honest user, then \( F \) gives the message `set_acl(userID, objectID, ACL', c, contents)` to \( S \). If the object was created by an honest user but is tainted, then \( F \) gives the message `set_acl(objectID, ACL', c, contents, b)` to \( S \). If the object was created by an honest user and is not tainted, then \( F \) generates a fresh `contentID` and adds the entry `(contents, contentID)` to its content table, and then \( F \) gives the message `set_acl(objectID, ACL', c, contentID, ℓ, b)` to \( S \), where `ℓ` is the length of contents. \( S \) responds with the return value and \( F \) gives it to \( A \). \( F \) adds ACL to its permission table as one of the ACLs for the object corresponding to `objectID`.
- For `PUT(userID, objectID, contents)`, \( F \) checks if the object corresponding to `objectID` was created by an honest user by checking its permission table. If so, it computes a bit vector \( \vec{p} \), with one bit per current and prior ACL for the object, recording if it grants the user corresponding to `userID` permission to perform a `PUT`. If the object was not created by an honest user, then \( F \) gives the message `PUT(userID, objectID, contents)` to \( S \). If the object was created by an honest user but is tainted, then \( F \) gives the message `PUT(objectID, contents, \vec{p})` to \( S \). If the object was created by an honest user but is not tainted, then \( F \) generates a fresh `contentID` and adds the entry `(contents, contentID)` to its content table, and then \( F \) gives the message `PUT(objectID, contentID, ℓ, \vec{p})` to \( S \), where `ℓ` is the length of contents. \( S \) responds with the return value and \( F \) gives it to \( A \).
- For `GET(userID, objectID)`, \( F \) checks if the object corresponding to `objectID` was created by an
honest user by checking its permission table. If so, it computes a bit vector $\vec{p}$, with one bit per current and prior ACL for the object, recording if it grants the user corresponding to userID permission to perform a GET. If the object was not created by an honest user, then $F$ gives the message $\text{GET}(\text{userID}, \text{objectID})$ to $S$. If the object was created by an honest user, then $F$ gives the message $\text{GET}(\text{objectID}, \vec{p})$ to $S$. $S$ responds with either $\bot$ or with a two-element tuple where the second element is the digest and the first element is either plaintext object contents or a contentID. If the return value contains a contentID, it is translated to plaintext using the content table, and the resulting return value is given to $A$.

- For obtain_tokens(paymentID), $F$ gives the message $\text{obtain\_tokens}(\text{paymentID})$ to $S$. $S$ responds with the return value, and $F$ gives it to $A$. If tokens are returned, $F$ adds entries to its token table for those tokens with fresh anonyms generated uniformly at random.
- For obtain_digests(objectID), $F$ gives the message $\text{obtain\_digests}(\text{objectID})$ to $S$. $S$ responds with the return value, and $F$ gives it to $A$.

### A.1.4 Security Definition

Now that we have defined the Real and Ideal Worlds, we are ready to precisely state what it means for Ghostor to be anonymous. We denote the security parameter as $\kappa$.

**Definition 3** (Anonymous Data-Sharing System). Let $\pi$ be the protocol for a data-sharing system (i.e., it provides clients with the API given in Appendix A.1.2). For an adversary $A$ that outputs a single bit, let $\text{REAL}_{\pi,A}(1^{\kappa})$ be the random variable denoting $A$’s output when interacting with the real world (Appendix A.1.2). For a simulator $S$ and an adversary $A$ that outputs a single bit, let $\text{IDEAL}_{S,A}(1^{\kappa})$ be the random variable denoting $A$’s output when interacting with the ideal world (Appendix A.1.3).

We say that $\pi$ is anonymous if there exists a non-uniform algorithm $S$ probabilistic polynomial-time in $\kappa$ such that, for every non-uniform algorithm $A$ probabilistic polynomial-time in $\kappa$ that outputs a single bit, the probability ensemble of $\text{REAL}_{\pi,A}(1^{\kappa})$ over $\kappa$ is computationally indistinguishable from the probability ensemble of $\text{IDEAL}_{S,A}(1^{\kappa})$ over $\kappa$.

That is,

$$\exists S \forall A \{ \text{REAL}_{\pi,A}(1^{\kappa}) \}_\kappa \equiv \{ \text{IDEAL}_{S,A}(1^{\kappa}) \}_\kappa$$

Based on this definition, we state the following security guarantee for Ghostor.

**Theorem 4** (Privacy in Ghostor). Suppose that in Ghostor, the data encryption scheme is semantically secure [194], the encryption scheme for key list entries in the object header is semantically secure [194] and key-private [43], payment tokens are blind [105, 95], $F_{\text{Payment}}$ is an ideal functionality for Zcash, and signatures are existentially unforgeable [194]. Then $\pi_{\text{Ghostor}}$ is anonymous as defined in Definition 3.
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A.1.5 Proof of Ghostor’s Privacy

We prove Theorem 4 by constructing a simulator $S$ for Ghostor that, given the information provided by $F$ on each API call, interacts with $A$ in a way $A$ cannot distinguish the real world from the ideal world. For readability, we use the language “$A$ cannot distinguish the real world from the ideal world” throughout this section to mean the cryptographic equivalence stated in Definition 3 applied to $\pi^{\text{Payment}}_{\text{Ghostor}}$, namely $\{\text{REAL}_{\pi^{\text{Payment}}_{\text{Ghostor}}} (A (1^\kappa)) \}^c \equiv \{\text{IDEAL}_{S, A} (1^\kappa) \}^c$.

$S$ interacts with $A$ over multiple round trips just like a Ghostor client would. $F$ is designed not to give $S$ any user identities for untainted objects, yet $S$ needs to interact with $A$ as some user. The key idea is that $S$ creates a single dummy user keypair, and performs interaction with $A$ on behalf of honest users on untainted objects using that keypair. Ghostor is designed such that the server cannot distinguish this from a separate keypair being consistently used for each honest user, for untainted objects.

A.1.5.1 State Maintained by $S$

To process a learn_pk API call, $S$ generates a keypair $(pk, sk)$ for a particular userID. $S$ must remember the association between the user and the keypair, so it stores the association in a keypair table. This structure is similar to $F$’s user table, but it has two major differences: (1) it includes the pair $(pk, sk)$ for each user instead of just the public key $pk$, and (2) it only includes users for which a learn_pk operation has been issued.

On certain API calls (e.g., PUT), $S$ receives a contentID from $F$, but needs to give $A$ a message that is indistinguishable from what it would receive from an actual client. Therefore, $S$ generates a fake ciphertext $f_\ell$—an encryption of a “zero string” of the same length $\ell$ as the plaintext message—and interacts with $A$ using this fake ciphertext. When it does this, $S$ locally stores a tuple of the form $(\text{contentID}, f_\ell)$ so that it can later associate that particular fake ciphertext $f_\ell$ with the original content ID (e.g., when performing a GET operation on the object). We call the set of tuples of the form $(\text{contentID}, f_\ell)$ the ciphertext table.

To process a create_object API call, $S$ receives the anonym $a$ corresponding to the token that was used, but not the token itself. While tokens are indistinguishable as long as they are used only once, $A$ may reuse tokens, in which case $S$ will receive the same anonym more than once. To ensure that the same token is reused when interacting with $A$, just as $A$ would perceive in the real world, $S$ maintains an anonym table mapping anonyms to tokens provided by $A$. This mapping is different from $F$’s token table; the same token may correspond to different anonyms in the two tables. Furthermore, $S$ maintains a free token pool consisting of tokens issued by $A$ that do not correspond to an entry in the anonym table.

Because $S$ processes create_object and set_acl operations, it knows the keys (Table 6.2) associated with each ACL written to each object created by an honest user. $S$ maintains a header table that maps each object header (consisting of fake and real ciphertexts) that $S$ sends to the server to the associated keys for interacting with that object.

Finally, $S$ generates the dummy keypair $(pk_0, sk_0)$ which is used as a stand-in for honest users that the adversary $A$ cannot identify.
A.1.5.2 Description of $S$

We now explain how $S$ interacts with $A$ upon receiving information from $S$. In the itemization below, the parameters to each API call are the data that $F$ gives to $S$, not the data that $A$ gives to $F$. For all operations where $S$ interacts with $A$, if the server $A$ deviates from the protocol in a way that is immediately detectable by the client (e.g., a signature does not check) then $S$ chooses $\bot$ as the return value and gives it to $F$.

- For $\text{learn}_{\text{pk}}(\text{userID})$, $S$ checks if $\text{userID} \text{ already has an entry in its keypair table. If so, it looks up the public key $pk$ for $\text{userID}$ and gives the return value $pk$ to $S$. If not, it generates a new user keypair $(pk, sk)$, adds the entry $(\text{userID}, (pk, sk))$ to its keypair table, and gives the return value $pk$ to $S$.}

- For $\text{create}_{\text{object}}(\text{ACL}', c, \text{contents}, a)$, $S$ checks its anonym table to see if $a$ already has an entry. If so, it retrieves the corresponding token. If not, it chooses a token uniformly at random from the free token pool, removes it from the pool, and adds the entry $(a, \text{token})$ to its anonym table. $S$ samples fresh keys for the new object header $h$. To construct $h$'s key list, it (1) initializes the key list with entries based on the records in $\text{ACL}'$, (2) pads $h$'s key list to a length of $c$ by encrypting zero strings of the same length as a normal key list entry using the dummy public key $pk_0$, and (3) randomly shuffles the key list entries in $h$. After constructing $h$, it adds an entry to its header table containing $h$ and the freshly sampled keys. Then, it interacts with $A$ to perform a $\text{create}_{\text{object}}$ operation, following the real-world protocol with the following changes: (1) token is used for payment, and (2) $h$ is used as the object header. The contents of the object are initialized to contents. $S$ updates its header table by adding an entry with the object header and the object keypairs generated to perform this operation. If the operation completes successfully, $S$ returns $(\text{PVK}, \text{digest})$ to $F$, where $\text{PVK}$ is the permission verifying key that $S$ generated in the course of interacting with $A$ to create the object and digest is the digest returned by the server.

- For $\text{create}_{\text{object}}(\text{ACL}', c, \text{contentID}, c, \ell, a)$, $S$ checks its anonym table to see if $a$ already has an entry. If so, it retrieves the corresponding token. If not, it chooses a token uniformly at random from the free token pool, removes it from the pool, and adds the entry $(a, \text{token})$ to its anonym table. $S$ samples fresh keys for the new object header $h$. To construct $h$'s key list, it (1) initializes the key list with entries based on the records in $\text{ACL}'$, (2) pads $h$'s key list to a length of $c$ by encrypting zero strings of the same length as a normal key list entry using the dummy public key $pk_0$, and (3) randomly shuffles the key list entries in $h$. After constructing $h$, it adds an entry to its header table containing $h$ and the freshly sampled keys. $S$ generates a zero string of length $\ell$, encrypts it with the freshly sampled OSK to obtain $f_\ell$, and adds the entry $(\text{contentID}, f_\ell)$ to its ciphertext table. Then, it interacts with $A$ to perform a $\text{create}_{\text{object}}$ operation, following the real-world protocol with the following changes: (1) token is used for payment, (2) $h$ is used as the object header, and (3) $f_\ell$ is used as the ciphertext of the object contents. $S$ updates its header table by adding an entry with the object header and the object keypairs generated to perform this operation. If the operation completes successfully, $S$ returns $(\text{PVK}, \text{digest})$ to $F$, where $\text{PVK}$ is the permission verifying key that $S$ generated in the course of interacting with $A$ to create the object and digest is the digest returned by the server.

- For $\text{set}_{\text{acl}}(\text{userID}, \text{objectID}, \text{ACL}', c, \text{contents})$, $S$ samples fresh keys for the new object header
h. To construct h’s key list, it (1) initializes the key list with entries based on the records in ACL’, (2) pads h’s key list to a length of c by encrypting zero strings of the same length as a normal key list entry using the dummy public key pk₀, and (3) randomly shuffles the key list entries in h. After constructing h, it adds an entry to its header table containing h and the freshly sampled keys. Then it looks up the keypair (pk, sk) corresponding to userID in its keypair table. If that userID is not found in the keypair table, then S interacts with A but aborts after downloading the object header from A, as would a normal Ghostor client upon failure to find a suitable entry in the object header. If userID was found in the keypair table, then S interacts with A to perform a set_acl operation on the object corresponding to objectID, following the real-world protocol with the following changes: (1) h is used as the new object header, and (2) given the existing header h’ provided by A, S first checks its header table to obtain the object keys (including PSK), and if that fails, tries to use the keypair (pk, sk) to obtain those keys from h’ (or abort, as before, if no suitable entry in the object header is found). If the operation completes successfully, S obtains the return value digest from A and gives it to F.

- For set_acl(objectID, ACL’, c, contents, b), S samples fresh keys for the new object header h. To construct h’s key list, it (1) initializes the key list with entries based on the records in ACL’, (2) pads h’s key list to a length of c by encrypting zero strings of the same length as a normal key list entry using the dummy public key pk₀, and (3) randomly shuffles the key list entries in h. After constructing h, it adds an entry to its header table containing h and the freshly sampled keys. If b indicates that the user is not authorized to perform this operation, then S interacts with A but aborts after downloading the object header from A, as would a normal Ghostor client upon failure to find a suitable entry in the object header. If b indicates that the user is authorized to perform this operation, then S interacts with A to perform a set_acl operation on the object corresponding to objectID, following the real-world protocol with the following changes: (1) h is used as the new object header, and (2) after obtaining the previous header from A, S obtains PSK by looking up the header provided by A in the header table. If the operation completes successfully, S obtains the return value digest from A and gives it to F.

- For set_acl(objectID, ACL’, c, contentID, ℓ, b), S samples fresh keys for the new object header h. To construct h’s key list, it (1) initializes the key list with entries based on the records in ACL’, (2) pads h’s key list to a length of c by encrypting zero strings of the same length as a normal key list entry using the dummy public key pk₀, and (3) randomly shuffles the key list entries in h. After constructing h, it adds an entry to its header table containing h and the freshly sampled keys. S generates a zero string of length ℓ, encrypts it with the freshly sampled OSK to obtain fₗ, and adds the entry (contentID, fₗ) to its ciphertext table. If b indicates that the user is not authorized to perform this operation, then S interacts with A but aborts after downloading the object header from A, as would a normal Ghostor client upon failure to find a suitable entry in the object header. If b indicates that the user is authorized to perform this operation, then S interacts with A to perform a set_acl operation on the object corresponding to objectID, following the real-world protocol with the following changes: (1) h is used as the new object header, (2) after obtaining the previous header from A, S obtains PSK by looking up the header provided by A in the header table, and (3) fₗ is used as the ciphertext of the object contents. If the operation completes successfully, S obtains the return value digest from A and gives it to F.
• For PUT(userId, objectID, contents), \( S \) looks up the keypair \((pk, sk)\) corresponding to userId in its keypair table. If that userId is not found in the keypair table, then \( S \) interacts with \( A \) but aborts after downloading the object header from \( A \), as would a normal Ghostor client upon failure to find a suitable entry in the object header. If userId was found in the keypair table, then \( S \) interacts with \( A \) to perform a PUT operation on the object corresponding to objectID, following the real-world protocol with the following change: given the existing header \( h' \) provided by \( A \), \( S \) first checks its header table to obtain the object keys (including WSK and OSK), and if that fails, tries to use the keypair \((pk, sk)\) to obtain those keys from \( h' \) (or abort, as before, if no suitable entry in the object header is found). The object contents are set to contents. If the operation completes successfully, \( S \) obtains the return value digest from \( A \) and gives it to \( F \).

• For PUT(objectID, contents, \( \vec{p} \)), \( S \) interacts with \( A \) to perform a PUT operation on the object corresponding to objectID, following the real-world protocol with the following change. After the existing object header is provided by \( A \), \( S \) checks \( \vec{p} \) to see if the user has permission to perform a PUT according to the existing header provided by \( A \). If not, \( S \) aborts the operation, as would a normal Ghostor client upon failure to find a suitable entry in the object header. If so, \( S \) obtains the object keys, including WSK and OSK, by looking up the existing header provided by \( A \) in the header table and then completes the operation, setting the object contents to contents. If the operation completes successfully, \( S \) obtains the return value digest from \( A \) and gives it to \( F \).

• For PUT(objectID, contentID, \( \ell, \vec{p} \)), \( S \) interacts with \( A \) to perform a PUT operation on the object corresponding to objectID, following the real-world protocol with the following change. After the existing object header is provided by \( A \), \( S \) checks \( \vec{p} \) to see if the user has permission to perform a PUT according to the existing header provided by \( A \). If not, \( S \) aborts the operation, as would a normal Ghostor client upon failure to find a suitable entry in the object header. If so, \( S \) obtains the object keys, including WSK and OSK, by looking up the existing header provided by \( A \) in the header table. \( S \) generates a zero string of length \( \ell \), encrypts it with the freshly sampled OSK to obtain \( f_\ell \), and adds the entry \((contentID, f_\ell)\) to its ciphertext table. Then \( S \) completes the operation, using \( f_\ell \) as the new object content ciphertext. If the operation completes successfully, \( S \) obtains the return value digest from \( A \) and gives it to \( F \).

• For GET(userId, objectID), \( S \) looks up the keypair \((pk, sk)\) corresponding to userId in its keypair table. If that userId is not found in the keypair table, then \( S \) interacts with \( A \) but aborts after downloading the object header from \( A \), as would a normal Ghostor client upon failure to find a suitable entry in the object header. If userId was found in the keypair table, then \( S \) interacts with \( A \) to perform a GET operation on the object corresponding to objectID, following the real-world protocol with the following change: given the existing header \( h' \) provided by \( A \), \( S \) first checks its header table to obtain the object keys (including RSK and OSK), and if that fails, tries to use the keypair \((pk, sk)\) to obtain those keys from \( h' \) (or abort, as before, if no suitable entry in the object header is found). If the operation completes successfully, \( S \) obtains the return value (contents, digest) from \( A \) and gives it to \( F \).

• For GET(objectID, \( \vec{p} \)), \( S \) interacts with \( A \) to perform a GET operation on the object corresponding to objectID, following the real-world protocol with the following changes: (1) After the existing object header is provided by \( A \), \( S \) checks \( \vec{p} \) to see if the user has permission to perform a GET
according to the existing header provided by \( A \). If not, \( S \) aborts the operation, as would a normal Ghostor client upon failure to find a suitable entry in the object header. If so, \( S \) obtains the object keys, including RSK and OSK, by looking up the existing header provided by \( A \) in the header table. (2) Once \( S \) obtains the ciphertext \( c \) of the object contents and digest, \( S \) looks in its ciphertext table to obtain the corresponding contentID, and gives the return value (contentID, digest) to \( F \). If \( S \) fails to find a matching entry in the ciphertext table (which happens if \( c \) is not a fake ciphertext), then \( S \) decrypts \( c \) using OSK to obtain \( m \), and gives the return value \((m, \text{digest})\) to \( F \).

- For obtain_tokens(paymentID), \( S \) interacts with \( A \) to perform an obtain_tokens operation, providing paymentID as input. \( S \) obtains the return value as a result of interacting with \( A \). If it is not \( \bot \), then \( S \) adds the tokens to its free token pool. \( S \) gives the return value to \( F \).
- For obtain_digests(objectID), \( S \) interacts with \( A \) to perform an obtain_digests operation, providing objectID as input. \( S \) obtains the return value as a result of interacting with \( A \) and gives it to \( F \).

### A.1.5.3 Remarks

On GET and PUT operations, \( F \) reveals to \( S \) a bit vector \( \vec{p} \) indicating whether the user is authorized according to each ACL, past and present, of the object. But \( S \) only uses one bit from this vector, namely the one corresponding to the header that the server uses in the protocol. We can close this gap by generalizing our formulation of the ideal world to allow \( F \) to participate in the individual round trips between \( S \) and \( A \). Instead of providing \( S \) with \( \vec{p} \) up front, \( F \) can wait until \( S \) receives a header from \( A \), and then only reveal one bit to \( S \) indicating if the user is authorized according to the ACL corresponding to the particular header that \( S \) received. We decided not to do this in our formulation for the sake of simplicity.

Additionally, if contentIDs are allocated sequentially, based on the API calls that \( F \) has forwarded to \( S \), then \( F \) can avoid giving the contentID to \( S \). This is because \( S \) can also keep track of how many operations it has completed, and calculate the contentID based on this count to match the one that \( F \) would have given it. Again, we did not do this in our formulation for the sake of simplicity.

### A.1.5.4 Proof Sketch of Indistinguishability

Now, we complete the proof of Theorem 4 by showing that, for the simulator \( S \) described above, no adversary \( A \) can distinguish the real world from the ideal world.

**Proof.** We will use a sequence of seven hybrid setups to show that no \( A \) can distinguish interacting with the ideal world from interacting with the real world. \( H_0 \) is equivalent to the real-world setup, and \( H_6 \) is equivalent to the ideal-world setup; below we show that, for all \( i \), \( A \) cannot distinguish interacting with \( H_i \) from interacting with \( H_{i+1} \) with non-negligible probability (i.e., the probability ensemble of \( A \)'s output when interacting with \( H_i \) is computationally indistinguishable from the probability ensemble of \( A \)'s output when interacting with \( H_{i+1} \)). In a true hybrid argument, only
one operation can be modified at a time; our hybrids in the proof sketch below should be interpreted as key stages rather than individual hybrids.

**Hybrid** $H_0$. This is exactly the real-world setup in Appendix A.1.2.

**Hybrid** $H_1$. This is the same as $H_0$, except that we rename $P$ to $S$. $S$ is responsible for running the real-world protocol to interact with Ghostor based on the *full* information provided in the API calls. $A$ interacts with $F_{\text{Payment}}$ as before.

The messages observed by $A$ are exactly as before, so $A$ cannot distinguish $H_0$ from $H_1$.

**Hybrid** $H_2$. This is the same as $H_1$, except that we now introduce the ideal functionality $F$. $F$, in this hybrid, just relays messages back and forth between the adversary $A$ and the simulator $S$.

Again, the messages observed by $A$ are distributed exactly as before, so $A$ cannot distinguish $H_1$ from $H_2$.

**Hybrid** $H_3$. This is the same as $H_2$, except for the following differences: (1) $S$ maintains the keypair table and header table, (2) $F$ maintains the user table and permission table and gives $b$ or $\vec{p}$ to $S$ instead of userID for objects created by honest users, (3) `create_user` and `learn_pk` operations are processed as in the ideal world, and (4) $S$ uses the dummy keypair $(pk_0, sk_0)$ to interact on behalf of honest users with objects created by honest users.

Although $S$ now relies on lookups in the header table based on headers provided by $A$ to interact with objects created by honest users, the lookups are guaranteed to succeed because the object header is signed with $PSK$, which $A$ does not have for objects created by honest users. Thus, if the adversary attempts to produce a novel header for which the lookup would fail, for an object created by an honest user, it would have to forge a signature, which it cannot do except with negligible probability due to the *existential unforgeability* of the signature scheme. Recall that, if $A$ were to produce a header that is not properly signed, $S$ would abort the operation, as would a real-world client, and return $\bot$ to $F$.

From $A$'s perspective, all messages it sees are identically distributed with $H_2$, except that for objects created by honest users, entries in the object header corresponding to ACL entries corresponding to honest users are encrypted under the dummy key $pk_0$ instead of honest users’ keys. The *key-privacy* of the encryption scheme used for object header entries guarantees that $A$ cannot distinguish $H_2$ from $H_3$.

**Hybrid** $H_4$. This is the same as $H_3$, except for the following differences: (1) $F$ computes $ACL'$ and $c$ and gives those to $S$ instead of $ACL$, and (2) $S$, when creating the corresponding object header to use with the real-world protocol, pads the key list to size $c$ using encryptions of zero under the dummy key $pk_0$. As before, $S$ uses its header table to properly interact with the server on behalf of honest users.

The *semantic security* of the encryption scheme used for ACLs guarantees that $A$ cannot distinguish $H_3$ from $H_4$.

**Hybrid** $H_5$. This is the same as $H_4$, except for the following differences: (1) $F$ maintains its content table and replaces object contents for untainted objects with contentIDs and gives only contentID and $\ell$ to $S$ for untainted objects and (2) $S$ maintains its ciphertext table and uses fake ciphertexts when interacting with $A$ for operations where $F$ gives it only contentID and $\ell$.

Although $S$ now relies on lookups in the ciphertext table based on ciphertexts provided by $A$ to interact with untainted objects, the lookups are guaranteed to succeed because the object contents
are signed with WSK, which $\mathcal{A}$ does not have for untainted objects. Thus, if the adversary attempts to produce a novel object content ciphertext for which the lookup would fail, for an untainted object, it would have to forge a signature, which it cannot do except with negligible probability due to the existential unforgeability of the signature scheme. Recall that, if $\mathcal{A}$ were to produce an object content ciphertext that is not properly signed, $\mathcal{S}$ would abort the operation, as would a real-world client, and return $\bot$ to $\mathcal{F}$.

Once again, semantic security of the encryption scheme used to encrypt object contents guarantees that $\mathcal{A}$ cannot distinguish $\mathcal{H}_4$ from $\mathcal{H}_5$.

**Hybrid $\mathcal{H}_6$.** This is the same as $\mathcal{H}_5$, except for the following differences: (1) $\mathcal{S}$ maintains its anonym table and free token pool and (2) $\mathcal{F}$ maintains its token table and only reveals the anonym to $\mathcal{S}$ when tokens are spent in API calls.

The blindness property of the blind signature scheme guarantees that $\mathcal{A}$ cannot distinguish $\mathcal{H}_5$ from $\mathcal{H}_6$.

## A.2 Ghostor’s Integrity Guarantee

In this appendix, we state the integrity guarantee provided by Ghostor.

### A.2.1 Linearizability

Before we formalize Ghostor’s VerLinear guarantee, we define linearizability as a consistency property. Linearizability is well-studied in the systems literature [221, 191], and providing a comprehensive survey of this literature and a fully general definition is out of scope for this dissertation. Here, we aim to define linearizability in the context of Ghostor, to help frame our contributions.

**Definition 4** (Linearizability). Let $F$ be a set of objects stored on a Ghostor server, and let $U$ be a set of users who issue read and write operations on those objects. The server’s execution of those operations is linearizable if there exists a linear ordering $L$ of those operations on $F$, such that the following two conditions hold.

1. The result of each operation must be the same as if all operations were executed one after the other according to the linear ordering $L$.
2. For every two operations $A$ and $B$ where $B$ was dispatched after $A$ returned, it must hold that $B$ comes after $A$ in the linear ordering $L$.

In Ghostor, an object’s digest chain implies a linear ordering $L$ of GET and PUT operations, as follows.

**Linear ordering $L$ implied by a digest chain.** The linear ordering $L$ to which the server commits is based on the digest chain as follows. First, we assign a sequence number to write operations according to the order of their PREPARE digests in the digest chain. Next, we bind each operation to a digest in the digest chain as follows:

- Each read is bound to the digest representing that read.
• A write with sequence number \( i \) is bound to the first COMMIT digest corresponding to a write whose sequence number is at least \( i \). This is either the COMMIT digest for this write, or the COMMIT digest for a concurrent write that wins over this one based on the conflict resolution policy in Section 6.5.4.

Assuming the digest chain is well-formed, each write will be bound to a COMMIT digest that is after its PREPARE digest and before or at its COMMIT digest. Finally, we generate the linear ordering as follows:

- If two operations are bound to different digests, then they appear in \( L \) in the same order as the digests appear in the digest chain.
- If two writes are bound to the same digest, then they are ordered in \( L \) according to their sequence numbers.

For example, suppose the digest chain contains

\[(R_1, P_1, R_2, R_3, C_2, R_4, P_3, R_5, C_1, R_6, C_3, R_7, P_4, R_8, C_4, R_9)\]

where \( R \) denotes a read digest, \( P \) denotes a PREPARE digest, and \( C \) denotes a COMMIT digest. The corresponding linear ordering of operations is

\[L = (R_1, R_2, R_3, W_1, W_2, R_4, R_5, R_6, W_3, R_7, R_8, W_4, R_9)\]

where \( R \) denotes a read operation and \( W \) denotes a write operation.

### A.2.2 Verifiable Linearizability

We begin by stating and proving Theorem 5 below, which specifies the achieved guarantees when some users perform the verification procedure for an epoch. Then, we present the VerLinear property of Ghostor as Corollary 1, a special case of Theorem 5. We use this approach because Theorem 5, despite being a more general statement, has fewer edge cases than Corollary 1, and we feel its proof is easier to understand in isolation. The statement of Corollary 1 maps directly to our informal definition of verifiable linearizability in Section 6.3; the key differences are only that Corollary 1 is explicit that security depends on collision resistance of Ghostor’s hash function and existential unforgeability of Ghostor’s signature scheme, introduces variables that are useful in the proof, and states the security guarantee as the contrapositive of Guarantee 1.

**Theorem 5** (Epoch Verification Theorem). Suppose that the hash function \( H \) used by Ghostor is a collision-resistant hash function [194] with security parameter \( \kappa \) and all users see the same list of checkpoints published to the blockchain. Let \( B \) be a non-uniform adversary that is probabilistic polynomial-time in \( \kappa \) performing an active attack on the server. Let \( E \) be a list of consecutive epochs. For each epoch \( e \in E \), let \( U_e \) be a set of users for whom the verification procedure for a particular object \( F \) detected no problems during epoch \( e \), and let \( O_e \) be the set of operations performed by those users on \( F \). If \( U_e \neq \emptyset \) (i.e., \( U_e \) is nonempty) for all \( e \in E \), then there exists, with probability at least \( 1 - \mu(\kappa) \), where \( \mu \) denotes a negligible function, a linear ordering \( L \) of operations in \( O = \bigcup_{e \in E} O_e \) and possibly some other operations reflected in the digest chain, such that for the users in \( U \) and their operations \( O \), the following two statements hold.
1. The result of each successful operation is the same as if all operations were executed one after the other according to $L$.

2. For every two operations $A$ and $B$ where $B$ was dispatched after $A$ returned, $B$ comes after $A$ in $L$.

**Proof.** We will perform a reduction to show that if there exists an adversary $B$ that can cause one of the two conditions to be violated, then there exists an adversary $A$ that can violate the collision-resistance of $H$ with non-negligible probability. For concreteness, suppose that $B$ performs such an attack with non-negligible probability $\delta(\kappa)$ (so that the condition in the theorem holds with probability $1 - \delta(\kappa)$). We will explain how $A$ can succeed in finding a hash collision with non-negligible probability.

By the nature of the attack, $B$ is able to violate the property in the theorem statement, while remaining undetected by users in $U$. Observe that $B$’s attack must fall into at one of four cases.

1. There exists at least one object such that $B$ does not commit to a valid digest chain for an epoch, for some honest user.
2. There exists at least one object such that $B$ commits to a different digest chain for different honest users.
3. There exists an operation on an object $f \in F$ whose result is different from the result that would be obtained by applying the operations one after the other in the linear ordering implied by $f$’s digest chain.
4. There exist operations $a$ and $b$ on the same object, where $a$ was issued after $b$ completed, but $a$ precedes $b$ in the linear ordering implied by the digest chain.

In particular, if $B$’s attack does not fall into one of these cases, then the locality property proved in Section 3 of [221] guarantees that $B$’s behavior is consistent with the theorem statement (linearizability of operations in $L$). We will show that no matter which of the above four cases describes $B$’s attack, $A$ can find a hash collision.

**Case 1.** In this case, $B$ returns an invalid/malformed linear ordering to a user when the user performs an obtain_digests operation. The ordering could be invalid because the digest’s signature is missing or malformed, or the digests do not form a well-formed chain. This also includes the case where a user’s operation is missing from the digest chain. Because we require that $U_e \neq \emptyset$ for all $e \in E$, this will be detected with probability 1. Therefore, we do not consider this case.\(^1\)

**Case 2.** In this case, the adversary returns different histories to different users. Because the histories differ, they cannot be the same in all epochs; we consider an epoch $e$ in which they differ. This allows us to confine our argument to a single epoch. In particular, there exist two obtain_digests operations on the same object during epoch $e$, for which $B$ returns different histories in a way that is not detectable.\(^2\) We define two subcases.

---

\(^1\)For the purpose of this proof, it does not matter which party signs the digest, only that the signature is not missing or malformed. In the actual Ghostor system, only an authorized user can produce the signature due to the existential unforgeability of the signature scheme; this theorem does not rely on this fact, but Corollary 1 does.

\(^2\)If for all $e \in E$ where the histories differ, only a single call is made to obtain_digests, then the server cannot commit to multiple histories, and therefore cannot attack the protocol in this way; therefore, we do not consider this case.
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In the first subcase, the leaf of the Merkle tree, containing the hash of the final digest for the object in the epoch, is different for each call. However, given our consistency assumption for the blockchain, each user will see the same Merkle root. Furthermore, because the leaves of the Merkle tree are sorted and each intermediate node indicates the range of objects in each of its children, each node in the root-to-leaf path unambiguously specifies the hash of the next node in the path. Because the first element (root) is the same for the paths returned in each call to obtain_digests, but the last element is different, there must be a hash collision somewhere along the path. A finds this collision.

In the second subcase, both calls to obtain_digests see the same Merkle leaf and therefore the same hash of the final digest, but see different digest chains regardless. Observe that the last digest and first digest, for this epoch’s digest chain, are fixed based on the checkpoint for this epoch and the checkpoint for the previous epoch, which the client can obtain from the server (to make the argument simpler, we consider the final digest of the previous epoch to also be the first digest of the current epoch). Furthermore, the user knows the hashes of these digests, from the checkpoints on the blockchain. Therefore, if first or last digests of the digest chains returned to both calls to obtain_digests differ, then A can use them to find a hash collision (since their hashes must match the Merkle leaves). If these digests match, then the intermediate digests must differ. To find a collision in this case, A walks backwards along the digest chains, until they differ. A can use the digests on each chain, at the point that they differ, to obtain a hash collision.

Case 3. Observe that the result of any committed write is “Success.” Therefore, we can restrict this case to reads that return the wrong value.

Suppose that a read operation in $O_e$ (for some $e \in E$) returned a value that is not consistent with the linear ordering for the object. In order for the operation to be considered successful, the Hash_data value in the signed digest received by the client must match the hash of the returned object contents. Furthermore, the verification procedure guarantees that the Hash_data value in each digest corresponding to a read matches the Hash_data value in the latest write at that time—it does this by checking that Hash_data never changes as the result of a read, and that it only changes in the COMMIT digests of winning writes. It follows that the incorrect value returned by the read operation, and the correct value that should have been returned (which was written by the latest write), have the same hash. A can present these two values as a hash collision.

Case 4. If an operation is missing from the digest chain entirely, this will be detected by the client that issued the operation. We now consider the case where the digests appear in the wrong order. Concretely, let $op_1$ and $op_2$ be two operations, where $op_2$ is issued after $op_1$ completed. If $op_1$ is a PUT, then $d_1$ is its COMMIT digest; otherwise, if $op_1$ is a GET, $d_1$ is the single digest for that GET. If $op_2$ is a PUT, then $d_2$ is its PREPARE digest; otherwise, if $op_2$ is a GET, $d_2$ is the single digest for that GET. Because $op_2$ is issued after $op_1$ completed, their digests should unambiguously appear in order in the digest chain: $d_1$ appears before $d_2$. Now, suppose $d_1$ appears sometime after $d_2$, so that the linear ordering is inconsistent with execution order. In this case, A waits until the users have run the verification procedure, and then rewinds B’s state to a point after B has committed $op_1$, but before $op_2$ has been issued. The client places a fresh nonce in $d_2$ this time around, but otherwise execution is resumed as before. A waits until the user runs the verification procedure again, and it compares the digest chains produced by B’s execution both times. Because all that
changed is the client’s nonce in \( d_2 \), and it is taken from the same uniform random distribution, \( B \)'s probability of performing a successful attack is still non-negligible. So the probability that \( B \) performed a successful attack in both distributions is non-negligible \( (\delta(\kappa))^2 \). In this case, \( A \) walks the digest chains backward starting at \( d_1 \); the digest chains must differ at some point, because \( d_2 \) precedes \( d_1 \) in the first history. \( d_2 \) has a different random nonce in the second history, and the digest for \( d_1 \) is the same in both histories. This way, \( A \) can obtain a hash collision with non-negligible probability.

Although the two conditions in Theorem 5 are the same as those in Definition 4, Theorem 5 does not guarantee linearizability of operations in \( O \) (operations performed by users in \( U \)). This is because the linear ordering \( L \) in Theorem 5 includes additional operations in the system beyond those in \( O \), which could be digests that the server replayed or operations performed by users who did not run the verification procedure. This motivates us to state Corollary 1, which specifies under what conditions a set of users can be sure that their operations were processed in a linearizable way. Because our definition is now in line with linearizability (Definition 4), we can leverage the locality property of linearizability [221] to state the corollary in terms of a single object.

**Corollary 1 (Verifiable Linearizability).** Suppose that the hash function \( H \) used by Ghostor is a collision-resistant hash function [194], all users see the same list of checkpoints published to the blockchain, and the signature scheme is existentially unforgeable [194]. For any adversary probabilistic polynomial-time in \( \kappa \), any object \( F \), and any list \( E \) of consecutive epochs: suppose that for each epoch \( e \in E \), the set \( U_e \) of users who ran the verification procedure on \( F \) during epoch \( e \) is nonempty (i.e., \( U_e \neq \emptyset \)) and (2) contains all users who wrote the object \( F \) during epoch \( e \) (and possibly other users too). With probability at least \( 1 - \mu(\kappa) \), where \( \mu \) denotes a negligible function, if no user detects a problem when running the verification procedure, then the server’s execution of operations in \( O = \bigcup_{e \in E} O_e \) is linearizable, where \( O_e \) is the set of operations performed by users in \( U_e \) during epoch \( e \).

**Proof.** By Theorem 5, we know that there exists a linear ordering \( L \) containing all operations in \( O \) plus some other operations on \( F \) (that are reflected in the digest chain) such that Properties #1 and #2 in the statement of Theorem 5 hold for operations in \( O \), with respect to \( L \). Because each \( U_e \) contains all users who wrote \( f \) during epoch \( e \), and the signature scheme is existentially unforgeable, we know that all operations in \( L \) that are not in \( O \) must be reads. Let \( \ell \) denote the subset of \( L \) consisting only of operations in \( O \). Observe that Properties #1 and #2 in the statement of Theorem 5 also hold for the operations in \( O \) with respect to \( \ell \). This is because (1) the only operations in \( L \) but not \( \ell \) are reads, so the result of each operation in \( \ell \), when operations are executed one after the other, is the same for both \( L \) and \( \ell \), and (2) \( \ell \) preserves the relative ordering of operations in \( L \) (i.e., any two operations that appear in \( \ell \) appear in \( L \) in the same order.). Because \( \ell \) contains only operations in \( O \) and it satisfies Properties #1 and #2, it fulfills Definition 4. Therefore, the execution of operations in \( O \) is linearizable. 

\[ \square \]