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Abstract 

As Natural Language Processing (NLP) models continue to grow in size and complexity, there is an 

increasing demand for high-quality fine-tuning data. While the internet offers an abundant source of text 

data, only a small fraction of it is suitable for large models such as GPT-3 and GPT-4. In this paper, we 

propose a method for cleaning and filtering low-quality text data to improve both computational 

efficiency and model performance. To ensure the texts are closely related to the core characteristics of 

the dataset, we define high-quality text using four criteria: relevance, informativeness, readability, and 

objectivity. We then validate our approach through document classification tasks and analyze the 

contribution of each criterion to the model performance. The results showed a close relationship 

between criteria choice and the characteristic of the chosen dataset and NLP tasks. 

Keywords: natural language processing, big data, fine-tuning, Internet text data, data cleaning, data 

filtering 
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1 Introduction

Natural Language Processing (NLP) has advanced significantly in recent years, particularly
with the development of large-scale language models like GPT-3[6] and GPT-4[18]. These
models have demonstrated remarkable capabilities in understanding and generating human-
like text, but they also require a great amount of high-quality training data to achieve their
full potential.

While the internet is an extensive source of text data, the quality of available content
is highly variable. Many texts are unsuitable for training large language models due to
issues such as irrelevance, lack of informativeness, poor readability, or biased content. Fine-
tuning models with low-quality data can lead to suboptimal performance, losing pre-trained
knowledge, and wasting valuable computational resources.

In this paper, we address the challenge of identifying and filtering low-quality text data
to improve NLP model finetuning performance. We propose a data cleaning and filtering
methodology based on four carefully chosen criteria: relevance, to ensure the texts are closely
related to the core characteristics of the dataset; informativeness, to filter out sentences
with little valuable information; readability, to focus on sentences that are more accessible
and easier to understand; and objectivity, to maintain unbiased information in the cleaned
document. We then validate our approach with document classification task on 20Newgroups.
The results showed that our cleaned dataset was able to improve model performance, and
filtering criteria had different impacts depending on the nature of the content in classes.
Additionally, we analyze the contribution of each criterion, providing insights for future
research on dataset optimization.

The remainder of this paper is structured as follows: Section 2 provides a review of related
work in the field of NLP data quality and filtering. Section 3 presents our methodology for
cleaning and filtering low-quality text data. Section 4 describes the experimental setup
and the results obtained from our document classification tasks. Section 5 discusses the
implications of our findings and future research. Finally, Section 6 concludes the paper.

2 Related Work

Research in data filtering[11] [3] has been an essential aspect of improving the performance
of NLP models. Significant work has been conducted on document-level filtering document-
level classification and filtering for pre-training models[10][6], while we focus on sentence-level
filtering for fine-tuning models. In this section, we provide an overview of related work in
data filtering and preprocessing techniques, as well as their applications in various NLP tasks.

2.1 Data Filtering for NLP tasks

One of the early works in data filtering for NLP tasks was the use of the Term Frequency-
Inverse Document Frequency (TF-IDF) for document classification and information retrieval[15].
This method assigns a weight to each term in a document based on its frequency and rarity
in the entire corpus, effectively filtering out common but less informative terms.

Methods like TextRank [16] and LexRank [9] are graph-based ranking algorithms for key-
word and sentence extraction, which can be used for summarization and filtering purposes[2].
TextRank leverages the structure of a text to identify the most important elements, such as
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keywords or sentences, and can be employed for data filtering to improve the quality of the
input data for NLP tasks.

Topic modeling techniques, such as Latent Dirichlet Allocation (LDA) [5], have also been
utilized for filtering and preprocessing tasks. LDA is a generative probabilistic model that
allows documents to be represented as mixtures of topics, which can then be used for filtering
out irrelevant or noisy content.

Deep learning-based approaches have also been explored for data filtering[14][4][8][20].
For example, the Universal Sentence Encoder (USE) [7] can be used to obtain sentence
embeddings that capture semantic information, enabling semantic-based filtering of sentences
or documents.

2.2 Applications in NLP Tasks

Data filtering and preprocessing have been applied to various NLP tasks to improve perfor-
mance. In sentiment analysis, researchers have focused on filtering out noisy or irrelevant
content to enhance the performance of classification models [19]. Techniques such as stop-
word removal, stemming, and lemmatization are commonly employed in preprocessing steps
in sentiment analysis.

In machine translation, data filtering has been employed to remove noisy parallel sen-
tences, which can hinder the performance of translation models [12]. Methods such as cross-
entropy difference [17] and bilingual sentence embeddings [1] have been utilized to identify
and filter out noisy or misaligned sentence pairs in parallel corpora.

Data filtering has also been used to improve the performance of text classification tasks,
as shown in the work of [21], where the authors proposed a method for extracting relevant
sentences from documents for classification purposes, significantly improving the performance
of classifiers.

In summary, data filtering and preprocessing techniques have been widely applied to
various NLP tasks to enhance model performance. Our work builds on these ideas by ex-
amining the effects of different filtering criteria on document classification, with a focus on
cost-efficient and scalable methods.

3 Methodology

Our methodology for evaluating and filtering low-quality text data is based on four criteria:
relevance, informativeness, readability, and objectivity. There is a trade-off between com-
puting cost and the accuracy of finding high-quality data. We use cost-efficient and scalable
methods to assess sentences in large datasets based on these criteria. In this section, we
present the intuition behind each criterion and our approach to evaluating sentences for each
criterion, and the implementation details of our RoBERTa-based classification model.

3.1 Relevance

Sometimes we need to ensure that the texts in the dataset are closely related to the core or
key characteristics of the dataset, such as coherence and topic. This allows us to have better
control over the dataset that is fed into our models, and in return improve their learning
process and overall performance.
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To achieve this, we use the Term Frequency-Inverse Document Frequency (TF-IDF) rep-
resentation to create vector representations of the document and its sentences. The principle
of TF-IDF is to weigh the importance of words in a sentence by considering both their fre-
quency within the sentence and their rarity across the entire document. We hypothesize
that sentences that are more related to the document have a more similar word importance
distribution compared to the document. To quantify such similarity, we use cosine similarity,
a widely-used metric for comparing high-dimensional vectors. Thus the relevance score of
each sentence is defined as the cosine similarity between the TF-IDF vector of the sentence
and that of the document.

By filtering sentences with cosine similarity above a specified threshold, we select sen-
tences that are more related to the dataset. However, it is worth noting that our approach
is sensitive to the quality of preprocessing and may not capture the nuances of the context
or the semantics of the sentences. Depending on the specific application and dataset, re-
finements to the implementation or incorporation of additional features, such as context or
sentiment analysis, may be required to improve the accuracy and performance of the relevance
assessment.

3.2 Informativeness

Texts often contain sentences with little information, such as transitions or boilerplate con-
tent. Although these sentences may help models to understand general language patterns,
they do not contribute much to developing higher-level tasks, such as reasoning and knowl-
edge extraction.

To test sentence informativeness, we first transform the sentences into a TF-IDF matrix
and calculate the average TF-IDF score for each sentence. We then normalize the infor-
mativeness scores between 0 and 1 using min-max scaling to ensure a consistent scale for
comparison across different lists of sentences. By filtering sentences with scores above a spec-
ified threshold, we select sentences that have higher-than-average importance based on the
TF-IDF scores.

3.3 Readability

Readable sentences are more accessible and easier to understand, and feeding models with
more readable text can be a cost-efficient way to enhance their ability to comprehend prac-
tically useful texts for humans. On the other hand, sentences that are too simple may also
prevent the model from generalizing to complex sentences.

We use the Flesch Reading Ease formula to calculate the readability score for each sentence
and keep those with a readability score above the specified threshold. We also use min-max
scaling to normalize the FRE scores. Instead of using a single threshold like other criteria,
we use two thresholds to define a range for readability. The motivation is to ensure that
our method does not bias the model towards only training on simple sentences, which could
potentially make it fail to generalize to more complex sentences at test time. By filtering out
sentences with either extremely low or high readability scores, we aim to maintain a balanced
representation of text complexity in the fine-tuned dataset.
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3.4 Objectivity

Objective sentences are less likely to contain biased or opinionated content. Filtering based
on objectivity can help maintain unbiased information in the cleaned document, which can
help to mitigate the toxic input problem. It is expected to be beneficial in tasks that require
the model to generate neutral and factual response.

We use TextBlob to analyze the sentiment polarity of each sentence. We calculate the ob-
jectivity score as 1 - sentiment subjectivity score, with the objectivity score ranging between
0 (not objective) and 1 (very objective). We keep those with an objectivity score above the
specified threshold.

3.5 RoBERTa Classification

RoBERTa [14] model has been proven to be able to achieve excellent performance for various
NLP tasks. It is pre-trained on a large corpus of text data with millions of parameters,
enabling it to effectively learn and understand complex language patterns.

We fine-tune RoBERTa classifier from Huggingface, which is RoBERTa with a linear layer
added as the final output layer to map the encodings to a class. This allows us to leverage
the pre-trained RoBERTa model for our document classification tasks while adapting it to
the specific requirements of our dataset and application.

3.6 Bayesian Optimization

To optimize the performance of our RoBERTa-based classification model, we use Bayesian
Optimization to tune the hyperparameters automatically. Compared to the traditional grid
search, random search, and genetic algorithm[13], Bayesian Optimization is a technique that
balances exploration and exploitation in the hyperparameter search process, which leads to
more efficient optimization.

4 Experiment Setup and Results

4.1 Datasets

We used the 20Newsgroups dataset to evaluate the influence of the criteria introduced in
the methodology section. For efficiency, we selected a subset of documents and labels from
dataset. We also noticed that there are some exceptionally long and short articles, as shown
in Figure 3. To address this issue, we removed outliers using the Interquartile Range (IQR)
method and removed number outliers The resulting distribution is also shown in the graph.
The resulting distribution, after removing the outliers, is also shown in Figure 3.

After preprocessing, the documents in the dataset have a closer range of length. We
then selected the longest 250 documents for each class, resulting in a dataset containing
5000 documents. These articles are relatively long and have similar lengths, which is better
suited for future sentence-wise operations. For the following evaluation, we treated these
5000 documents as the population dataset.

The datasets are then split into training, validation, and test sets with a ratio of 7 : 1 : 2.
The training and validation sets will be used to fine-tune the pre-trained RoBERTa classifier.
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4.2 Auto Tuning

We trained a RoBERTa classifier with the population dataset and establish a benchmark
performance for further comparison. We tuned the hyperparameters automatically with
Bayesian Optimization and achieved an F1 score of 80.99% on the validation set and 78.39%
on the test set. The range of selecting hyperparameters and the optimal combination of them
is presented in Table 2.

4.3 Score Distribution for each Criterion

Figure 1: Distributions of the number of sentences above given thresholds

The score distributions for relevance, informativeness, readability, and objectivity are
shown in Figure 1. The rate of decrease is relatively constant, suggesting that the scores
are evenly distributed among the sentences, except for the relevance criterion, which ex-
hibits more distinct intervals. This indicates that the scores are well-defined and useful for
identifying sentences that meet the desired criteria.

The optimal threshold should be chosen based on the desired level of the specific criterion
and the application’s requirements. A threshold that filters out a significant portion of low-
scoring sentences while retaining higher-scoring content would generally be a good starting
point. It is also important to strike a balance between filtering out undesired content and
keeping valuable and sufficient information. Setting the threshold too high might result in the
removal of too many sentences, while setting it too low could include less desirable content.
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Benchmark Relevance Informative Readability Objectivity

Weighted Average for all classes
Precision 0.7886 0.8020 0.7857 0.8004 0.7979
Recall 0.7880 0.8020 0.7856 0.7930 0.7990
F1 0.7839 0.8006 0.7821 0.7907 0.7976

Weighted Average for classes in the three groups
Precision 0.8453 0.8682 0.8292 0.8351 0.8602
Recall 0.8350 0.8656 0.8526 0.8533 0.8606
F1 0.8369 0.8615 0.8380 0.8416 0.8555

Table 1: Weighted average results. The bold numbers are the ones that are larger than the
benchmark

For relevance, a threshold within the [0.1, 0.4] range may be suitable because the decreas-
ing rate in this range is relatively higher, meaning that sentences are more concentrated in
this range of scores. For the other criteria, a threshold slightly above the initial drop in the
distribution might be appropriate.

Given that the score distributions are generally similar across the criteria, it might be
possible to apply a similar approach when choosing thresholds for multiple criteria. However,
it is still essential to consider the unique characteristics of each criterion and how it relates
to the specific NLP tasks when selecting the appropriate threshold values.

4.4 Impact of the Criteria

In this subsection, we present the results obtained from our experiments and analyze the
impact of each criterion on the class-specific groups. The results are illustrated in Table 1
and Figure 2. Generally, the F1 scores exhibit slight improvements but remain relatively
similar before and after applying the data filtering approaches for each criterion. This could
be attributed to (1) the limited amount of data, (2) the suboptimal selection of thresholds,
and (3) the quality of the score functions. Among the criteria, filtering by relevance demon-
strated the best performance, which aligns with our expectations, given that our task is
document classification and relevant sentences are the primary contributors to classification
performance.

In order to further understand the impact of the filtering criteria on different types of
content, we divided the 20Newsgroups dataset into three groups based on their topics. These
groups are:

1. Recreational: This group includes the newsgroups rec.autos, rec.motorcycles,
rec.sport.baseball, and rec.sport.hockey. The content in these newsgroups is typically
more casual and focused on personal experiences or recommendations.

2. Politics: This group includes the newsgroups talk.politics.misc, talk.politics.guns, and
talk.politics.mideast. These newsgroups focus on political discussions and debates,
which often involve subjective opinions and potentially polarizing topics.

3. Science: The science group includes the newsgroups sci.crypt, sci.electronics, sci.med,
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Figure 2: F1 scores for each class under different filtering criteria

and sci.space. These newsgroups discuss scientific and technical topics, with content
that is generally more objective and informative.

We chose to evaluate the performance in class-specific groups because different types of
content may be differently sensitive to the filtering criteria, and understanding these differ-
ences can provide valuable insights for tailoring our approach to specific tasks or datasets.

1. Recreational Group:
The F1 scores are higher than the benchmark, except for filtering by informativeness,
which is slightly lower (< 0.01). The improvement may be attributed to the fact
that recreational topics often contain colloquial expressions and informal language that
could be more challenging for the classifier to understand. Furthermore, recreational
content consists of a mix of objective and subjective content. The reason why filtering
by informativeness did not work well could be that recreational topics mostly contain
informative content aimed at engaging readers with limited text, which makes infor-
mativeness not very helpful in distinguishing sentences that contribute to classification
performance.

2. Politics Group: The F1 scores are all higher than the benchmark, with relevance
and objectivity showing more significant improvements. For relevance, the main reason
could be the nature of document classification tasks, while for objectivity, the reason
might be that, although there are subjective opinions in political discussions, the classes
are based on the topic of political talks, in which the objective sentences play a more
important role.
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3. Science Group: The F1 scores are higher than the benchmark, except for filtering by
informativeness, which is slightly lower (< 0.01). The objectivity score is much higher
than the other three criteria, which is because objective sentences are more important in
classifying scientific topics. Moreover, because scientific documents usually have similar
informativeness and readability, these two criteria do not make a significant difference.
All they do is remove some irrelevant sentences like transitions.

5 Discussion

As shown in Section 4.4, different classes behaved differently with respect to different criteria,
which shows that using the same threshold for all classes may not be the optimal approach.
Instead, we can choose the threshold dynamically, based on the distribution of each criterion’s
score for each class, which requires additional data analysis.

Besides, when performing real-world NLP tasks, we could consider using a combination
of criteria instead of relying on one. We can weigh the criteria differently and come up with
a weighted score. This can be useful because the criteria contribute to different aspects of
the dataset and the tasks. For example, when performing document classification, filtering
by relevance will make the most sense. Further for the science group of classes, including
objectivity, given the nature of scientific content, and assigning it a relatively high weight
would be preferable.

For future research, we can examine the influence of the criteria on other NLP tasks, such
as sentiment analysis or document summarization. It could provide a more comprehensive
understating of how these filtering approaches can be adapted to various applications. More-
over, investigating the effects of the criteria on different types of data, such as social media
data or technical documents, would give a broader perspective on the applicability of the
filtering approaches and their potential limits.

6 Conclusion

In this study, we investigated the impact of data filtering based on four criteria, relevance,
informativeness, objectivity, and readability, on the performance of a RoBERTa classifier for
document classification tasks. We conducted experiments on a subset of the 20Newsgroups
dataset and analyzed the performance in three class-specific groups, each with distinct content
themes.

Our findings show that the filtering criteria had different impacts on document classifi-
cation depending on the nature of the content in classes. In our study, filtering by relevance
yielded the best performance, as it directly aligns with the goal of document classification
tasks. However, the effects of other criteria varied depending on the characteristics of each
class-specific group.

In future work, we plan to explore the potential benefits of combining multiple criteria
to create weighted filtering scores, as well as adapting our methodology to other NLP tasks
such as sentiment analysis and document summarization. Additionally, we aim to investigate
the use of dynamic thresholding based on the distribution of each criterion’s score for each
class, which may lead to further improvements in classification performance.
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7 Appendix

Figure 3: Distributions of lengths of documents

Select Range Best Parameters

Epoch [2, 8] 5
Batch Size 16, 32 32
Learning Rate [10−7, 10−3] 1.018 · 10−4

Weight Decay [10−4, 10−1] 1.068 · 10−2

Table 2: Select range of auto-tuning hyperparameters and the resulting best ones
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