Exploring the Encoding Scheme of the Brain by
Generating Images on Axes in a Common Space

Jackson Gao

Electrical Engineering and Computer Sciences
University of California, Berkeley

Technical Report No. UCB/EECS-2023-157
http://www?2.eecs.berkeley.edu/Pubs/TechRpts/2023/EECS-2023-157.html

May 12, 2023




Copyright © 2023, by the author(s).
All rights reserved.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission.

Acknowledgement

| would like to thank my research advisor Prof. Yi Ma for always
encouraging me to improve as a student researcher and showing me the
big picture of many research areas, and Prof. Doris Tsao for guiding and
proposing possible directions of this project. | am also thankful to Yuelin Shi
and Dasheng Bi who taught me neuroscience and did online experiments
for data collection in this project, and Xili Dai who provided technical
support and many ideas of using deep learning models. Support from BAIR
lab is also acknowledged.
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Jackson Gao

Abstract

Deep neural networks for object classification have been used to build a map of
low-dimensional object space in the primate IT cortex to describe images of general
objects. Corresponding responses of IT cells to these objects show that single IT
cells project them onto axes of this space [1l]. Through a similar process, it has
been found that single cells are tuned to specific face axes that describe specific
facial features [2]]. In this work, we use deep neural networks to build a common
space for both faces and non-face objects. By generating images along axes in
this space that would cause the maximal response of cells, we aim to answer the
question of whether the encoding scheme of face cells could be used to encode
non-face objects and produce meaningful code for general objects.

1 Introduction

In this project, we use several deep learning models that consist of both an encoder and a generator to
explore the encoding scheme of the brain. In particular, we want to know the mechanism face cells
use to distinguish faces and non-face objects as well as understanding the code of faces and objects
given by the brain in general. This section includes definitions and hypotheses.

1.1 Definition of Face Cells

Face cells are neurons that give high responses when face images are shown as stimuli. As shown
in Figure(l] they give high response to human faces, medium response to face-like objects, and low
response to other objects.

1.2 Problem and Hypotheses

How does the brain process and memorize faces and non-face objects given the behavior of face
cells? We propose two hypotheses.

1.2.1 Hypothesis 1

The encoding scheme used by all cells, including face cells, is the same. In this case, face cells still
give meaningful responses to non-face objects even though these responses are low. In other words,
there is no non-linear gate to classify faces and non-face objects before the signals of an image reach
face cells.

1.2.2 Hypothesis 2

The signals of an image are first sent to other types of cells. These cells then classify the image as
a face or a non-face object. Faces will be sent to face cells for finer face feature processing, and
non-face objects will be processed by other cells. In other words, there is some non-linear gate
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Figure 1: Responses of face cells to image stimuli. The first 16 images are faces, and the last 80
images are non-face objects.

to classify faces and non-face objects either before the signals reach face cells or during the local
recurrent processing within face cells, and the encoding scheme used by face cells is unique.

2 Methodology

2.1 Setup and Notation

We use deep learning models that consist of both an encoder £ and a generator D to represent
the brain’s encoding process and verify the validity of such representation using several metrics.
Given the image matrix X,, x cxhxw Where n is the number of images and ¢, h, w are the dimensions.
We present these images as stimuli and record the response matrix Y, ., where m is the number
of neurons detected during an experiment. Let the feature matrix 7,4 = £(X) contain feature

representations of the images, and the PCA feature matrix Z,, x = U2 where and =UxVTis
the SVD, Uy, is the truncated n x k matrix U, and X is the truncated k x k singular value matrix 3.

. . . . > 2 . .
We train a linear regression minyy || Z - W — Y|, to obtain the axes matrix W}, whose columns
are vectors in the k-dimensional PCA feature space. Denote the i-th column of W as W;.



2.2 Interpretation of Axis

Recall that m is the number of neurons and W contains m vectors in the PCA feature space. For
neuron ¢, W; is an axis with the following property: For points in the PCA feature space, taking a
fixed step along the direction of axis W; will result in the maximal increase in the predicted response
of neuron 7. In other words, under the condition that 1) the chosen model has an encoder and a
generator that are well-formed and 2) there is indeed a linear mapping between the PCA feature space
and the measured responses of neurons, then generating an image «* = D(invpca(z*)) from the
feature z* that is far away from the origin on axis W; will trigger the maximal response of neuron .

2.3 Experiment Design and Interpretation of Result

The image matrix X contains human faces Xy,.. and non-face objects X,,;. We denote the
corresponding PCA feature matrices as Zy,.. and Z,;;. When the linear regression is trained with
only face features and responses, we denote the learned axes matrix as Wy,..; When the linear
regression is trained with only non-face object features and responses, we denote the learned axes
matrix as Wy;. For each neuron ¢, we can obtain two points far enough from the origin in the PCA
feature space corresponding to two axes Wyace s and Woy; ;. We can then generate two images via
inverse PCA and the generator, which should cause the maximal response of neuron :. If these two
images look similar, then we have evidence that supports hypothesis 1; If these two images look
different, then we have evidence that supports hypothesis 2.

2.4 Verification of Assumptions

We have two main assumptions: 1) The mapping between the PCA feature space and the measured
responses of neurons is linear; 2) The encoder and the generator of the chosen model are well-formed.
For the first assumption, we use R? score as the metric. For the second assumption, we test the model
on three aspects: reconstruction, generation, and self-consistency.

2.4.1 R2 Score

Given the PCA feature matrix Z, the learned axes matrix W, the response matrix Y, and the validation

PCA feature matrix Z,,;, we can compute the predicted response matrix Y = ZwaW . The R? score
for neuron j is defined as follows:

2/ N SSres(J)
B0 =1=55,..0)

SSres(d) =Y _(Vij — Xij)?

%

SSior(§) = > _(Yij = Y;)?
— 1
Y= Y

R? normally ranges from 0 to 1 but can yield negative values. In the best case where Y exactly

matches Y, R2 = 1; A baseline that always predicts 170 will have R? = 0; Predictions worse than the
baseline will have a negative R2.

2.4.2 Reconstruction

The chosen model’s encoder £ and generator D should be able to reconstruct the images in X
reasonably well. We compute the reconstructed images X as follows and compare with X:

Z=EX)=UxvVT
X = DUk Vi)

where UV is the SVD of Z , Uy, 1s the truncated n X k matrix U, Xy, is the truncated k X k singular
value matrix X, and V} is the truncated d X k matrix V.



Figure 2: Our dataset contains single grayscale faces and objects with white background

2.4.3 Generation

Any generated image z* described in Section 2.2 and 2.3 should be of reasonable quality. In the
best case, the image should be natural and look like a face or an existing object. In addition, recall
that each neuron ¢ has two axes Wyqce,; and Woy;,;. Images generated from points on different axes
should be diverse.

2.4.4 Self-Consistency

The PCA features Z of the reconstructed images X should be close to the PCA features Z of the
original images X . First, we compute Z as follows:

~ ~

7 =E(X)Vi

where V, is the truncated d x k matrix from the SVD of £(X) = ULV,
Then, we project each image’s corresponding Z and z onto an axis w and compute the projection
lengths as follows:

Projy(2) = <'|T;Ulr>
Proju(z) = &2t

We compare Proj,, (%) and Proj,(z) with the distribution of projection lengths of all images as a
measurement of self-consistency.

3 Experiments

3.1 Dataset

In the experiments, we use a small dataset of 3392 grayscale images consisting of 2000 human faces
and 1392 other objects such as utensils, symbols, animals, and fruits. Examples are shown in Figure
Images in this dataset are represented as the image matrix X in Section 2.1 and are not used to
train any models in Section 3 unless specifically mentioned.

3.2 PCA

Due to the small size of our dataset and the relatively large feature space to which different models’
encoders £ map the data, we use the first 50 principal components of PCA to further reduce the
feature dimension. In other words, we set £ = 50 in Section 2.1 and 2.4. Additionally, we only use a
subset of face images in our dataset to fit the PCA in order to prevent face features from dominating



: Etm._q
X G(x) =---—--- >y
g N 7
D
E(Jrh' / \
| <> D(G(x)) 0 D(y) |

Figure 3: Model structure and training loss of DeepSim

Figure 4: Reconstruction result of DeepSim, upper images are original, lower images are reconstructed

the first 50 principal components. In particular, we use all 1392 object images and 278 face images
such that the ratio is roughly 5 : 1. Lastly, we verified that using PCA features rather than those given
by encoders £ indeed gives much better R? scores.

3.3 Models

We choose a variety of models and test their performance on each of the four requirements in Section
2.4.

3.3.1 DeepSim

DeepSim [3] is first introduced in 2016 for the purpose of inverting AlexNet. It consists of a generator
G, a discriminator D, and a comparator/encoder C. As shown in FigureE], training invloves loss in
pixel space Ly, 4, loss in feature space L ¢4+, and adversarial loss £,q4, to make the generated images
more natural and realistic. We take AlexNet pretrained on ImageNet and cut the network at the first
fully connected layer fc6 as our encoder, which gives a feature space of 4096 dimensions, and we
use the corresponding pretrined DeepSim generator as our generator in the following experiments.

R2 Score The mean/max R? score for DeepSim model is 0.393/0.647 as listed in Table[1] This is
already a good result considering the noise in measurement of neuron responses. We use these two
scores as our baseline when comparing with other models.

Reconstruction The reconstruction result of randomly chosen images is shown in Figure[d] Some
details of the reconstructed animals are lost, and almost all details of the reconstructed faces are lost.

Generation The generation result of points on the face axis or object axis of selected neurons
is shown in Figure [5] The generated images’ identities are mostly vague, and the actual neuron
responses they cause for corresponding neurons are lower than expected when presented as stimuli.

Self-Consistency ~We interpret DeepSim’s self-consistency with Figure[6|and[7] The histogram in
both figures shows the distribution of projection lengths of all images’ features in the dataset onto the
25th neuron’s face axis, and standard deviations of the distribution are indicated by dotted lines. In
Figure[6] projection lengths of the original and reconstructed images should be close to each other for



Figure 5: Generation result of DeepSim, lower images are generated at points on an axis that are
farther from the origin in the feature space than their corresponding upper images

Figure 6: DeepSim’s self-consistency measured by projection lengths of an original image and its
reconstruction onto a neuron’s axis

good self-consistency. The result given by the 277th image does not show strong self-consistency.
In Figure[7] projection lengths of images generated at 1 std, 2 std, and 3 std should be close to the
corresponding dotted lines for good self-consistency. The result does not show strong self-consistency
either.

3.3.2 Stable Diffusion Image Variations Model

Stable Diffusion Image Variations is an image-to-image diffusion model based on latent diffusion
models [9]. It is designed for generating variations of a given image. Instead of using CLIP [8]] text
embedding as guidance for generation, it accepts image embedding from CLIP image encoder 7y
to gradually denoise normally distributed z7 in a latent space as shown in Figure[§] We take the

Figure 7: DeepSim’s self-consistency measured by projection lengths of images generated at different
points on a neuron’s axis
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Figure 8: Model structure of Latent Diffusion

Figure 9: Reconstruction result of Stable Diffusion Image Variations, upper images are original,
lower images are reconstructed

pretrained CLIP image encoder Ty as our encoder, which gives a feature space of 768 dimensions, and
we use the pretrained diffusion model’s denoising U-Nets together with the pretrained autoencoder’s
decoder that brings the denoised z from latent space to pixel space as our generator in the following
experiments.

R2 Score The mean/max R? score for Stable Diffusion Image Variations is 0.105/0.631 as listed
in Table [T Comparing to that given by DeepSim, the mean score is lower, and the max score is
almost the same. Since we care more about the max score because not all neurons gave meaningful
responses when measured, we conclude that Stable Diffusion Image Variations passes the R? score
test, and we proceed to the other tests.

Reconstruction The reconstruction result of randomly chosen images is shown in Figure[0] The
model can only reconstruct images up to species, and it does not always recover the exact pose. Many
details are also inconsistent.

Generation The generation result of 48 points on an axis of a selected neuron is shown in Figure
[T0] The generated images are single objects with simple geometric shapes, and there is no observable
pattern in them. Since the result does not meet our expectation that the generated images should have
clear identities, we do not proceed with this model.

3.3.3 Stable Diffusion Image-to-Image Text-Guided Model

Stable Diffusion Image-to-Image Text-Guided Model is another variant of latent diffusion models
[9]. It is designed for modifying a given image under the guidance of a text prompt to change style
or add details to the original image. Different from Stable Diffusion Image Variations in which
the original images are input to 7y, this model keeps part of (usually the first half of) the diffusion
process and inputs the original images to the incomplete diffusion process to obtain zp, which then
goes through the corresponding denoising U-Nets under the guidance of the text prompt as shown



Figure 10: Generation result of Stable Diffusion Image Variations, images are listed in order of
increasing distance between the origin and points on an axis to generate from in the feature space

in Figure[§] We take the pretrained autoencoder’s encoder £ as our encoder, which gives a feature
space of 4 x 25 x 25 = 2500 dimensions, and we use the pretrained diffusion model’s first half of
diffusion process, the corresponding denoising U-Nets with empty text prompt, and the pretrained
autoencoder’s decoder as our generator in the following experiments.

R2 Score The mean/max R? score for Stable Diffusion Image-to-Image model is -0.036/0.013 as
listed in Table[T] Neither the mean score nor the max score is high enough for us to proceed with this
model. The pretrained autoencoder’s encoder & for the latent diffusion model does not give a good
feature space for our task.

3.3.4 Masked Autoencoder

Masked Autoencoders [6] are trained to predict missing patches in an image. We take the pretrained
MAE’s encoder as our encoder, which gives a feature space of 768 dimensions if we extract the CLS
embedding or 768 X (num_patches + 1) dimensions if we include all embeddings, and we use the
pretrained MAE’s decoder as our generator in the following experiments.

R2 Score If we use the extracted CLS embedding as our feature space, then the mean/max R>
score for Masked Autoencoder is 0.412/0.653 as listed in Table[I] Both scores are the highest among
all models, but the CLS embedding alone is not enough to recover the original image since patch
information is stored in corresponding patch embeddings. However, if we use all embeddings, both
R? scores drop to around 0. We cannot proceed from here unless we find a way to do reconstruction
and generation using the CLS embedding only.

3.35 CTRL

CTRL [4] is a new computational framework for learning a structured generative model consisting of
an encoder and a decoder. It is capable of learning a both discriminative and generative representation
for multi-class and multi-dimensional data. The classification performance of the learned encoder
and the visual quality of the learned decoder have been proved to be competitive and often better than
exising methods based on GAN and VAE. CTRL-CSC [3]}, as shown in Figurelm is a variant of CTRL
that blends in convolutional sparse coding and dictionary learning to improve the reconstruction result
and self-consistency of CTRL. We take CTRL-CSC pretrained on ImageNet and use its encoder and
decoder as our encoder and generator in the following experiments.

R2 Score The mean/max R? score for CTRL is 0.217/0.552 as listed in Table[ll The mean/max R?
score for CTRL-CSC is 0.196/0.542. These scores are a little lower compared to DeepSim but should
be good enough given that CTRL is still under development.

Reconstruction The reconstruction result of randomly chosen images is shown in Figure[T2] The
reconstructed images are almost identical to the original images, and the result is the best among all
models.



Figure 11: Model structure of CTRL-CSC

Figure 12: Reconstruction result of CTRL-CSC, left images are original, right images are recon-
structed

Generation The generation result of 16 points on an axis of a selected neuron is shown in Figure
[13] Images generated by CTRL-CSC look as if we were looking at something through a crystal ball,
and their identities are not clear. The actual neuron responses they cause for corresponding neurons
are also lower than expected when presented as stimuli.

4 Discussion

Conclusion In this project, we tested five models that consist of both an encoder and a generator,
including DeepSim, Stable Diffusion Image Variations, Stable Diffusion Image-to-Image, Masked
Autoencoder, and CTRL, in hope that one of them could help push our understanding of the encoding
scheme of the brain. Unfortunately, all of them failed at least one test among R2 score, reconstruction,
generation, and self-consistency. DeepSim had good R2 score but only okay reconstruction. It
lacked strong generative power to generate natural and realistic images, and it did not possess good
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Figure 13: Generation result of CTRL-CSC, images are listed in order of increasing distance between
the origin and points on an axis to generate from in the feature space



Table 1: Mean and Max Score of All Neurons’ R2 Scores Using Different Models

Model Name (Encoder Name) Mean R2 | Max R2
DeepSim (AlexNet) 0.393 0.647
Diffusion Image Variations (CLIP ViT) 0.105 0.631
Diffusion Image-to-Image (VAE) -0.036 0.013
Masked Autoencoder (ViT) 0.412 0.653
CTRL (CTRL Encoder) 0.217 0.552
CTRL CSC (CTRL CSC Encoder) 0.196 0.542

self-consistency. For Stable Diffusion models, generation depends on two variables, the normally
distributed 27 to denoise from and the embedding output by CLIP encoder as guidance. The former
usually determines the details of the generated images, and the latter usually determines the semantics
of the generated images. For Stable Diffusion Image Variations, we treated the feature space given by
CLIP encoder as our feature space, and we had no control over zr, so the details of the reconstructed
images were very different from the original images. For Stable Diffusion Image-to-Image, we treated
the latent space given by the latent diffusion’s pretrained autoencoder as our feature space, and we
had no control over the semantics in text guidance, so the model would not be good at generating
meaningful images from random points in its latent space. As to Masked Autoencoder, it seemed
that the more class information is captured in data representation in our feature space, the higher R?
score will be because the CLS embedding gave the highest R? scores, whereas patch embeddings
gave very low R? scores. Finally, the CTRL framework was conceptually the best fit for the purpose
of this project. It had good R? score, perfect reconstruction, good self-consistency. However, its
generative power is to be improved. We look forward to improvement in the future.

Limitations This project is limited by computational resources. Models such as Diffusion Autoen-
coders [[7]] and Representation Learning with Diffusion Models [[10] have not been tested due to a
lack of checkpoints for models pretrained on suitable datasets. These variants of Diffusion models
allow for simultaneous control over both details and semantics of the generated images and are thus
worth a try.

Future Work Apart from generating optimal images from points on the axes that trigger strong
responses, there are other ways in which we could gain evidence for either of the hypotheses. One
alternative is the overlapping distribution method, which involves using an encoder-generator model
to generate non-face objects that have the same distribution as faces in the feature space. This allows
us to reduce the multimodal problem.
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