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Abstract

Negative Capacitance Field-Effect Transistor Design and Machine Learning Applications in Compact Models
by
Ming-Yen Kao

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California, Berkeley
Dr. Chenming Hu, Chair

With the scaling of the transistor, fabrication of an actual device and modeling of an ultra-short channel transistor becomes more and more challenging. Dr. Salahuddin proposed a negative capacitance field-effect transistor (NCFET) in 2008. By utilizing the ferroelectric negative capacitance region with proper capacitance matching a ferroelectric layer with a dielectric layer, the overall effective oxide thickness could be further thinned down without affecting much of the carrier mobility.

A technique of optimization of an NCFET will be proposed in chapter 2. By utilizing process techniques like mask oxidation, a non-uniform interfacial layer can be formed to create a more uniform metal-oxide-semiconductor capacitance along the channel ($C_{\text{mos}}$). The overall capacitance matching of an NCFET can be improved because of a uniform $C_{\text{mos}}$ profile. Chapter 3 will introduce a simulation scheme of NCFETs variation due to dielectric grains within a ferroelectric film. This scheme can be applied to the future estimation of NCFETs variation given the grains' size and the ferroelectric parameters.

The effect and compact modeling of the polarization gradient effect will be demonstrated in Chapter 4. With the feature of polarization gradient effect in an NCFET compact model, the characteristics of an NCFET can be better captured, such as negative drain resistance and negative drain-induce barrier
effect (DIBL). Energy analysis of an NCFET will be presented in Chapter 5. The consistency between TCAD energy calculation by the integral over the grids with the Landau equation and power consumption calculation from the circuit is shown in detail.

Negative capacitance benefits on FinFET and gate-all-around (GAA) FET will be presented in chapters 6 & 7, respectively. Baseline devices of a FinFET and a GAAFET are made in technology computer-aided design (TCAD) and are calibrated to International Roadmap for Devices and Systems (IRDS) tables. NC parameters are also extracted from an experiment on metal-oxide-semiconductor capacitance (MOSCAP). How many nodes NC extends the baseline will be discussed. A compact model of an anti-ferroelectric on an NCFET will be presented in Chapter 8.

Potential applications of machine learning will be illustrated in Chapters 9 & 10. Machine learning-assisted parameter extraction will be presented in Chapter 9. In the long run, using machine learning-assisted models as an alternative to the conventional equation-based compact models will be shown in Chapter 10. In the end, Chapter 11 will conclude chapters and propose some future work.
To my family and friends: Past, Present, and Future
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Chapter 1

Introduction

1.1 Challenges of Nano-electronics

Gordon Moore proposed Moore’s law in 1975, and after that, the number of components per integrated circuit doubled every 12-24 months [1]. The fast

Fig. 1.1. Calculations per second per 1,000 USD versus time. Exponential growth can be observed throughout 100 years. [132]
downscaling of the transistor benefits the whole world in many ways, including communication electronics (like iPhone and Internet routers), personal computers… For example, calculations per second per 1,000 USD of various products throughout 100 years are shown in Fig. 1.1. However, the growth of exponential is difficult to maintain at the same growth rate forever. For example, the exponential growth of the bacteria would be limited by the resources finally. There is no exception for the semiconductor industry. For a long time, the metal-oxide-semiconductor field-effect transistor (MOSFET) benefits from scaling and an increase in clock frequency. By scaling effective oxide thickness (EOT), the same charge density can be achieved at a lower gate voltage. By reducing the gate length, the same current density could be achieved at a lower drain voltage. Several great inventions, including the H-K metal gate, immersion lithography, and FinFET, keep the scaling continuing. Scaling of EOT and increase of clock frequency together increase the performance per area. Recently, scaling of EOT is slowed down because of physical limitations, including direct tunneling, oxide breakdown, and mobility degradation, and the increase of clock frequency is hindered by the difficulty of heat dissipation.

Negative Capacitance Field-Effect Transistor (NCFET) is a promising near-future solution to the slowed-down of EOT scaling. The scaling can be pushed to a few more nodes if NCFET is properly designed. The theory of NCFET will be explained in the next section.
1.2 Theory of Negative Capacitance Field-Effect Transistor

Before explaining NCFET, let’s start with where negative capacitance (NC) comes from. Fig. 1.2 (a) shows the energy of energy versus charge in ferroelectric (FE) and dielectric (DE) without an external electric field [2]. The minimum energy of FE is not at zero charge, leading to ferroelectricity (remanent polarization when there is no electric field). In contrast, the minimum energy of DE is at zero charge, and the shape is parabolic. If the FE is stacked on top of the DE, the total energy is plotted as the red curve in Fig. 1 (a). The equilibrium point is the small black ball at zero electric fields, where the individual energy is not minimum for the FE, but the total energy of the system is minimum. Voltage is the derivative of energy with respect to the charge, and the voltage versus charge plot is shown in Fig. 1.2 (b). Capacitance is the derivative of voltage with respect to charge, which is the slope in Fig. (b). The slope of the black curve in Fig. 1 (b) is negative, showing the negative capacitance within the red box.

Fig. 1.3 shows the cartoon graph of a MOSFET. The capacitance from gate to channel can be simplified into two components, insulator capacitance ($C_{\text{ins}}$) and semiconductor capacitance ($C_s$). The total capacitance can be expressed as Eq. (1.1)
\[ C_{\text{total}} = \frac{C_s C_{\text{ins}}}{C_s + C_{\text{ins}}} \] (1.1)

If the value of \( C_{\text{ins}} \) is negative, \( C_{\text{total}} \) could be larger than \( C_s \). It is even better than EOT \( \rightarrow 0 \) scenario. Another way to demonstrate the benefits of NCFET is by looking into the equation of subthreshold slope (SS) [3]:

\[ SS = \frac{\partial V_g}{\partial (\log_{10} I)} = \frac{\partial V_g}{\partial \phi_s} \frac{\partial \phi_s}{\partial (\log_{10} I)} \] (1.2)

The SS of the device is limited by two parts. The first part is \( \frac{\partial V_g}{\partial \phi_s} \), which is determined by the capacitance divider as shown in Fig. 2.

\[ \frac{\partial V_g}{\partial \phi_s} = 1 + \frac{C_s}{C_{\text{ins}}} \] (1.3)

Fig. 1.3. Cartoon graph of a MOSFET.

From Eq. (1.3), \( \frac{\partial V_g}{\partial \phi_s} \) is possible to be smaller than one if \( C_{\text{ins}} \) is negative. The second part is \( \frac{\partial \phi_s}{\partial (\log_{10} I)} \), which is limited by the current control mechanism of the transistor and the temperature. For the conventional MOSFET, the minimum value of \( \frac{\partial \phi_s}{\partial (\log_{10} I)} \) is about 60 mV/dec at room temperature, and that
is why 60mV/dec is called Boltzmann Tyranny. NC can help to overthrow the Boltzmann Tyranny by providing gain to $\frac{\partial V_g}{\partial \varphi_s}$.

1.3 Berkeley short-channel IGFET Model (BSIM)

People in fabless design houses may not know the knowledge of semiconductor physics; people in foundries may not understand how to design a circuit. That’s how a compact model comes in as a bridge to facilitate communication between fabless design houses and foundries. A good compact model has to be both computationally efficient and must predict the characteristics of transistors accurately. Berkeley short-channel insulator-gate field-effect transistors model (BSIM) is the first industry standard compact model for circuit simulation. The architecture of BSIM is demonstrated in Fig. 1.4. With the scaling of the minimum feature size of transistors, more and more non-ideal effects (as shown in the peripheral in Fig. 1.4) models have to been added so the maintenance and improvement of BSIM models never stops. To achieve accurate spice/circuit simulation results, both an accurate compact
model and a good model card are needed. A model card is composed of all the necessary model parameters in order to capture the characteristics of a transistor with single or multiple geometries. The procedure of generating a model card is called parameter extraction. The package of compact models and model card are called process design kit (PDK). A PDK will be sent to design houses from foundries to represent their process technology and specifications.
Chapter 2
Optimization of NCFET by Matching Dielectric and Ferroelectric Nonuniformly Along the Channel

A new design to overcome the nonuniformity of capacitance matching along the channel of a negative capacitance field-effect transistor (NCFET) is presented in this section. By introducing non-uniform oxidation, the thickness of SiO$_2$ at the edge regions of the channel can be increased while maintaining the thickness of SiO$_2$ at the center region of the channel. As a result, the capacitance along the channel becomes more uniform, and better capacitance matching between the dielectric (DE) and ferroelectric (FE) can be achieved. The Sentaurus TCAD results show matching improvement in the central region and a significant boost of on-current (20% improvement).

2.1 Motivation

The fundamental limit imposed by the Boltzmann distribution (60 mV/decade), which hinders the scaling of CMOS technology, is referred to as the Boltzmann Tyranny [3]-[5]. Tunneling field-effect transistors (TFETs), nano-electromechanical (NEM) switches [6], and negative capacitance field-effect transistors (NCFETs) are promising ways to overcome the Boltzmann Tyranny [7]. However, the NEM switch is subject to reliability and scalability issues [5], while the TFET suffers from low on-current and other non-ideal effects [8]-[9]. NCFETs, on the other hand, can achieve an improved
subthreshold slope (SS) while maintaining high on-current (compared to TFETs) and are fabricated through CMOS-compatible processes [10]. Many NCFETs have been made experimentally [10]-[15]. Nevertheless, many demonstrate a subthreshold swing (SS) of only 50-60 mV/decade without hysteresis and an internal metal gate. An inner metal gate breaks the ferroelectric into multiple domains, causing hysteresis [16] and introducing other non-ideal effects like charge trapping, leading to problems during device operation. Despite this, NCFETs without an internal metal gate usually demonstrate worse performance than NCFETs with an inner metal gate [17] because of bad capacitance matching in the center region of the channel. A possible solution to this problem will be proposed in this study. Many papers have discussed the nonuniformity in electric field, nonuniformity in FE [18]-[21], and methods of improving the degree of capacitance matching [22]-[23].

This study will demonstrate the difficulty of further reducing the SS below 60 mV/decade of hysteresis-free NCFETs without an internal metal gate in B (i) and B (ii). The fringing field from the source and drain plays a vital role in the capacitance matching in the subthreshold region, but the fringing field also limits the capacitance matching at the center of the channel. A possible solution will be proposed in B (iii) to improve the performance of NCFETs further.

2.2 Device Characterization and Discussion

Baseline UTB-SOI Device Structure

The baseline structure and design parameters are shown in Fig. 2.1 but without the FE layer. The electric field at \( V_g = 0 \) V and \( V_d = 0.7 \) V is plotted in Fig. 2.2 (a). The electric field is stronger at the edges of the gate oxide, as indicated by the red circles. The stronger electric field at the edges is caused
Fig. 2.1. The simulated device structure with (a) uniform thickness of interfacial layer and with (b) nonuniform thickness of interfacial layer. Table on the right-hand side lists important device parameters. The shaded parameters are for the baseline device. The baseline device has the same structure as (a), but without an FE layer.

by both the inner-fringing field (passing through the Si channel) and outer-fringing field (passing through the Si$_3$N$_4$ spacer) [24], leading to nonuniform capacitance along the channel as shown in Fig. 2.2 (b) and imposing the limitation on capacitance matching. Note that the capacitance is shown in Fig. 2.2 (b) is from the structures with an FE layer, and the vertical electric field in the SiO$_2$ (perpendicular to the FE) right below the FE layer is used to extract the nonuniform $C_{mos}$ by using Eq. (2.1)

$$C_{mos} = \frac{dQ}{dV} = \frac{d(E_{\perp FE} \times \varepsilon_{SiO2})}{dV(x)} \tag{2.1}$$

where $E_{\perp FE}$ is the electric field perpendicular to and right below the FE, $\varepsilon_{SiO2}$ is the permittivity of SiO$_2$, and $dV(x)$ is the step size of electric potential at the interface of SiO$_2$ and FE as a function of position along the
channel. To avoid hysteresis, the data in Fig. 2.2 (b) is extracted at $V_g = 0.7V$ and $V_d = 0.7V$, where the minimum absolute value of FE capacitance is not smaller than any value of the curve.

**Uniform interfacial layer NCFET**

In traditional NCFET design, a uniform thickness of the interfacial layer...
along the channel is assumed, and the corresponding ferroelectric capacitance \( C_{FE} \) is matched to its limit with \( C_{mos} \). In HfO\(_2\)-based NCFETs, the remanent polarization \( (P_r) \) is more sensitive to ferroelectric doping concentration than the coercive field \( (E_c) \) [25]. Therefore, \( E_c \) is fixed to 2MV/cm, and \( P_r \) is decreased until \( C_{FE} \) touches the largest \( C_{mos} \) along the channel. The smallest \( P_r \) reached in the TCAD simulation is 11.5 \( \mu \)C/cm\(^2\), which is equivalent to -3.98 \( \mu \)F/cm\(^2\) (dielectric constant = 16 is included from [26]) by using Eq. (2.2). The physics models used in TCAD include the Ginzburg-Landau model for ferroelectric materials, Fermi Statistics, velocity saturation, Philips unified mobility model, Shockley-Read-Hall process, and quantum potential [27]. The Ginzburg-Landau model is shown in Eq. (2.3).

\[
C_{FE} = \frac{1}{2\alpha t_{FE}} + \frac{16\varepsilon_0}{t_{FE}} \quad (2.2)
\]

\[
E = 2\alpha P + 4\beta P^3 + 6\gamma P^5 - 2g\Delta P + \rho \frac{dP}{dt} \quad (2.3)
\]

In Eqs. (2.2) and (2.3), \( |C_{FE}| \) is the estimation of the minimum absolute value of FE capacitance; \( t_{FE} \) is the thickness of the FE; \( \varepsilon_0 \) is vacuum permittivity; \( \alpha, \beta, \gamma \) are the parameters for the FE; \( g \) is the strength of the polarization gradient (domain coupling) which is set to be 8E-5 cm\(^3\)/F in this study (on the same order as [27]); and \( \rho \) is the viscosity that represents the finite time required for the polarization to switch. \( \alpha, \beta, \gamma \) are related to \( P_r \) and \( E_c \) by \( \alpha = -\frac{3\sqrt{3}}{4} \times \frac{E_c}{P_r} \) and \( \beta = \frac{3\sqrt{3}}{8} \times \frac{E_c}{P_r^3} \), and \( \gamma = 0 \) [29]. K. Chatterjee et al. reports that the intrinsic delay of a doped hafnium oxide-based ferroelectric is negligible in digital circuits [30], so \( \rho \) is set to be zero in this study.
**Proposed nonuniform interfacial layer NCFET**

An NCFET with a nonuniform interfacial layer is proposed, as shown in Fig. 2.1 (b). By tuning the thermal gradient or introducing mask oxidation techniques during processing, a thicker SiO$_2$ can be grown at the edge regions of the channel without affecting the thickness of the SiO$_2$ at the center region of the channel. The $P_r$ of the FE is now reduced to 10.1 $\mu$C/cm$^2$, which is equivalent to -2.68 $\mu$F/cm$^2$ (using dielectric constant = 16 from [24]) by using Eq. (2.2). The improvement from the perspective of polarization and electric field in the FE is shown in Fig. 2.3. Note that the metal gate work functions of the two cases are shifted to match the off-current of the baseline, so at $V_g = 0$ V (bottom right), there is not much difference in the bias points. At $V_g = 0.7$ V, the bias point of the proposed NCFET demonstrates an improvement via a

![Graph showing polarization vs. electric field for uniform and nonuniform interfacial layers.](image-url)
left-shift as indicated by the yellow arrow (more voltage amplification).

Fig. 2.4 (a) plots polarization versus position along the channel at $V_g = 0$V (off-state). The profile of FE polarization changes because the capacitance matching condition along with the channel changes. Fig. 2.4 (b) shows conduction band energy versus position along the channel. The barrier heights
are the same because the metal gate work function is shifted to match the off-current of the baseline. Note that the position of the TOB is at the middle of the channel, which is why the matching between the FE and DE in the center of the channel is also critical. Fig. 2.4 (c) shows the FE polarization, higher in the NCFET with a nonuniform interfacial layer (more voltage amplification) than the normal NCFET. Fig. 2.4 (d) and 2.4 (e) show the carrier density and carrier velocity at a depth where the carrier concentration is highest (which is not close to the surface due to the quantum confinement effect). A higher current can be supported by higher electron velocity at the source side, as shown in Fig. 2.4 (d). On the other hand, carriers at the drain side have already reached velocity saturation, so the carrier concentration increases more significantly near the drain side, as shown in Fig. 2.4 (e). It is evident from Fig. 2.5 that the proposed NCFET has better ON current (20% improvement) and better SS (minimal SS is 33 mV/decade). In Fig. 2.5, two bias points show a surge in current. The first is around 0.265V, and the second is around 0.615V. Better capacitance matching happens at these two gate voltages. Two gold arrows indicate areas with better capacitance matching in Fig. 2.2 (b). Better capacitance matching over the two areas accounts for the surge in the current of the blue curve in Fig. 2.5 at 0.265V (which corresponds to the left hump of the red curve in Fig. 2.2(b)) and at 0.615V (which corresponds to the right hump of the red curve in Fig. 2.2(b)). Note that these three cases are confirmed to be hysteresis-free by running the transient forward and reverse sweeping test. In comparison, the traditional design has no current surge because the “good matching” parts are not in the channel and therefore contribute little current to the channel.
The difficulty of capacitance matching due to the nonuniformity of capacitance along the channel is pointed out first in Fig. 2.2. To overcome this difficulty, a new design scheme utilizing a thicker interfacial SiO2 at the edges of the channel is proposed. The results show that the performance of the NCFET can be significantly boosted with this scheme. Therefore, the nonuniform capacitance caused by fringing fields should be considered when NCFETs are designed.

**2.3 Chapter Summary**

The difficulty of capacitance matching due to the nonuniformity of capacitance along the channel is pointed out first in Fig. 2.2. To overcome this difficulty, a new design scheme utilizing a thicker interfacial SiO2 at the edges of the channel is proposed. The results show that the performance of the NCFET can be significantly boosted with this scheme. Therefore, the nonuniform capacitance caused by fringing fields should be considered when NCFETs are designed.
Chapter 3
Variation Caused by Spatial Distribution of
Dielectric and Ferroelectric Grains in a Negative
Capacitance Field-Effect Transistor

A new scheme to consider the dielectric (DE) phases inside polycrystalline ferroelectric (FE) materials will be proposed in this section. The scheme extracts material parameters from experimental Polarization-Electric Field (P-E) measurements from the literature. A Sentaurus TCAD structure is constructed with the extracted parameters, and the simulated P-E curve is in good agreement with experimental data. Furthermore, variation of the device performance in a negative capacitance field-effect transistor (NCFET) due to the spatial distribution of DE and FE phases is studied using Sentaurus TCAD. It is found that the resultant variations of ON and OFF currents can be up to 14.44% and 30.23%, respectively, thus showing the impact of inhomogeneous crystalline phases of the FE material on device performance.

3.1 Motivation

Power consumption becomes the most critical issue as CMOS technology is aggressively scaled. To mitigate this issue, high mobility channel materials and three-dimensional transistors have been explored [31],
However, the Boltzmann distribution poses a fundamental limit for lowering the energy dissipation in conventional electronics, and this limit is often referred to as the Boltzmann Tyranny [3]-[5], [9]. Negative capacitance FETs (NCFETs) are promising devices to overcome the subthreshold swing limit (60 mV/decade) imposed by the Boltzmann Tyranny and to achieve high Ion [3], [11]-[13], [33]-[39]. Although NCFETs experimentally exhibit sub-60 mV/decade performance [10]-[15], the non-uniformity effects of phases inside the ferroelectric (FE) haven’t been investigated. To properly design NCFETs, the non-uniformity effects of phases should be carefully addressed. For example, X-ray diffraction (XRD) experimental data of HfO$_2$-based ferroelectric thin films [10] shows that, other than the ferroelectric orthorhombic phase, there also exist cubic and monoclinic phases, which are dielectric (DE). Lun Xu et al. also reported the existence of monoclinic phases in ferroelectric HfO$_2$ films [40]. In previous work [41]-[42], the ferroelectric layer is assumed to be homogeneous. The Landau equation can solely predict its properties in the simulation, which fails to consider the essential physics in real devices.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE %</td>
<td>33.3</td>
<td>%</td>
</tr>
<tr>
<td>FE %</td>
<td>66.7</td>
<td>%</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-5.810E+10</td>
<td>cm/F</td>
</tr>
<tr>
<td>$\beta$</td>
<td>3.286E+19</td>
<td>cm$^5$/F$\cdot$C$^2$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>2.165E+28</td>
<td>cm$^9$/F$\cdot$C$^4$</td>
</tr>
<tr>
<td>$P_0$</td>
<td>0.307</td>
<td>$\mu$C/cm$^2$</td>
</tr>
<tr>
<td>$E_0$</td>
<td>0.185</td>
<td>MV/cm</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>16.38</td>
<td>unit less</td>
</tr>
</tbody>
</table>

Table 3.1. Hysteresis loop fitting results

Fig. 3.1. (a) The circuit model used in Eq. (7) to (13) (b) MFMIM structure for TCAD 2D-simulation.
In this section, we investigate how the locations of the dielectric grains affect the behavior of NCFETs using Sentaurus TCAD after extracting the material parameters from experimental data. The percentage of the dielectric phase in the ferroelectric is assumed to be the same under the same process conditions. Still, the position of the dielectric grains varies, which further affects the behavior of NCFETs. This random dielectric distribution imposes an additional variation on top of the variation from fabrication. This variation should be adequately understood to evaluate and minimize the impact on NCFET performance.

3.2 Device Characterization

Ferroelectric parameters extraction

To set up the NCFET simulation using Sentaurus TCAD, the measured hysteresis loop of a 10nm ferroelectric from [14] is used to extract the ferroelectric parameters. As mentioned earlier, there are dielectric grains in the ferroelectric thin film, so only using the Landau equation to fit the hysteresis loop is insufficient. The expression for the Polarization-Electric Field (P-E) relation should include a dielectric component in addition to the Landau equation in the simulation. Therefore, the model should consist of a negative and positive capacitor in parallel (Fig. 3.1 (a)). Note that the dielectric response is incorporated into the model to extend the sixth-order-polynomial approximation of Landau theory which has limited fitting capability in positive capacitance regions (the first and the third quadrants). This dielectric constant value is assumed to be the same as DE grains. Therefore, the polarization for a ferroelectric-dielectric-mixed thin film can be expressed as the following equations:

\[ E_{FE} = 2\alpha \times P_{LD} + 4\beta \times P_{LD}^3 + 6\gamma \times P_{LD}^5 \]  \hspace{1cm} (3.1)

\[ P_{FE} = P_{LD} + E_{FE} \times \varepsilon_r \times \varepsilon_o \]  \hspace{1cm} (3.2)

\[ E_{mix} = E_{FE} \]  \hspace{1cm} (3.3)

\[ P_{mix} = Area_{DE} \times E_{mix} \times \varepsilon_r \times \varepsilon_o + Area_{FE} \times P_{FE} \]  \hspace{1cm} (3.4)

where \( E_{FE} \) is the electric field across negative capacitance; \( \alpha, \beta, \) and \( \gamma \) are Landau coefficients; \( P_{LD} \) is the polarization of ferroelectric given by Landau Equation; \( P_{FE} \) is the polarization of FE part with built-in dielectric constant;
\( \varepsilon_r \) is the dielectric constant; \( \varepsilon_\circ \) is the permittivity of vacuum; \( E_{\text{mix}} \) is the electric field across the thin film; \( P_{\text{mix}} \) is the total polarization with units of \( \text{C/cm}^2 \); \( \text{Area}_{\text{DE}} \) and \( \text{Area}_{\text{FE}} \) are the area percentages of DE and FE in total area.

Two assumptions have to be made in order to extract the material parameters properly. It is assumed that the ferroelectric layer consists of 66.7% ferroelectric grains and 33.3% dielectric grains: a reasonable assumption because it has been reported [40] that the percentage of the monoclinic phase inside HfO2-based ferroelectric layers can range from 10% to 50%, depending on the processing conditions; furthermore, there are cubic, tetragonal, and orthorhombic-dielectric phases possibly coexisting in the ferroelectric thin film. Another assumption is that the dielectric constants of all the grains are the same. Based on these assumptions, we can rewrite the polarization equation from (3.1), (3.2), (3.3), and (3.4):

\[
E_{\text{mix}} = 2\alpha \times (P_{\text{LD}} - P_0) + 4\beta \times (P_{\text{LD}} - P_0)^3 + 6\gamma \times
\]

Fig. 3.2. Polarization-Electric Field loop of the proposed model (red line) and measured data (blue dots).
\[(P_{LD} - P_0)^5 + E_0 \quad (3.5)\]

\[P_{FE} = P_{LD} + E_{mix} \times \varepsilon_r \times \varepsilon_o \quad (3.6)\]

\[P_{mix} = 33.3\% \times E_{mix} \times \varepsilon_r \times \varepsilon_o + 66.7\% \times P_{FE} \quad (3.7)\]

where \(P_0\) and \(E_0\) are the offset polarization and electric field due to the leakage in the thin film [43]. The extracted parameters are listed in Table 3.1, and the fitting results are shown in Fig. 3.2.

**Sentaurus TCAD MFMIM structure verification**

To study the impact of the dielectric positions on NCFETs, the ferroelectric model (Landau equation) adopted in Sentaurus TCAD should be carefully calibrated. The physical models used in TCAD include the Ginzburg-Landau model for ferroelectric materials, mobility degradation due to carrier-carrier scattering, coulombic scattering, interface scattering, velocity saturation, and the Shockley-Read-Hall process [27]. The structure for TCAD simulation is shown in Fig. 3.1 (b). In Fig. 3.1 (b), a FE-DE mixed layer consists of 2/3 FE and 1/3 DE sandwiched by metal 1 and metal 2. The SiO₂ layer stabilizes the ferroelectric in the negative capacitance region.
α, β, and γ values of ferroelectric here are the same as the values in TABLE 3.1. Note that it is assumed no leakage in the FE layer in TCAD, so $P_o$ and $E_o$ are not used here. In Fig. 3.3, the curve generated by TCAD is shifted by $P_o$ and $E_o$ in the y-direction and x-direction, respectively, to align with experimental data.

To mimic the P-E loop from experimental measurement, the voltage of metal 1 is swept with metal 2 floating. The P-E loop is measured by sandwiching the FE layer with two metal electrodes, so an internal metal to metal is added in the TCAD simulation. The P-E curve can be extracted by plotting the charge density in metal 1 ($P_{mix}$) versus the potential difference of metal 1 and metal 2 over the thickness of FE film ($E_{mix}$). The P-E curve result from TCAD is shown in Fig. 3.3. In Fig. 3.3, the actual remnant polarization is higher because the ferroelectric accounts for only 66.7% of the whole FE-DE mixed layer. At zero electric field, the DE portion contributes zero polarization. The FE part needs 1.5 times of average remnant polarization to build up one time of average remnant polarization, showing that mixed FE-DE phases in the thin

Fig. 3.4. NCFET structure in Sentaurus TCAD simulation. The red regions are source and drain. The blue region is 5nm-thick channel sandwiched by the gate stack, which consists of 0.8nm SiO$_2$, 2nm segmented FE-DE mixed layer, and metal contact. The n-type source and drain doping are 2E20(/cm$^3$), and the p-type channel doping is 1E17(/cm$^3$). Gate work function is 4.6eV.
film would degrade the ferroelectricity.

**Sentaurus NCFET DE-FE mixed simulation**

![Sentaurus NCFET DE-FE mixed simulation](image)

Fig. 3.5. Scatter plot of the random simulation results. The red circles are random simulation results, the pink dot represents that all the segments are DE (baseline), and the blue triangle represents that all the segments are FE.

The ferroelectric layers of the n-channel double-gate NCFET with a gate length of 18 nm and a channel thickness of 5 nm are segmented into 3-by-3 matrix elements in the Sentaurus TCAD simulation, as shown in Fig. 3.4. It is known that the grain size of HZO is in the same order as HZO thin film thickness from the experiment [44], so grain size of 6nm by 6nm by 2nm is a reasonable assumption. Each element is either ferroelectric or dielectric with the same material parameters obtained from section B (ii). The gate stack is the same as the previous MFMIM structure in Fig. 3.2 except the removed intermediate metal layer. Note that without the middle metal layer, the spatial
distribution of FE and DE matters. That is why the same characterized FE film can bring out different characteristics in this part.

Fig. 3.6. Drain current versus gate voltage characteristics for (a) I_{off} extreme cases with variation of 30.23% and (b) I_{on} extreme cases with variation of 14.44%.
As mentioned in the previous section, 66.7% of the FE-DE layers are ferroelectric, which means two-thirds of segments/grains are ferroelectric. The double-gate NCFET has top and bottom gate stacks with independent DE and FE grains distributions, but 66.7% of each stack consists of FE grains. A random simulation is carried out to examine how the distribution of the DE and FE grains would affect the current of the NCFET. There are 1128 possible combinations by considering two symmetric planes, and 1128 cases are simulated. For each case, $V_{DD}$ is fixed at 0.65V. $I_{off}$ and $I_{on}$ are defined at $V_{GS} = 0$ and $V_{DD}$ at $V_{DS} = V_{DD}$, respectively. The results are shown in the scatter plot in Fig. 3.5.

In Fig. 3.5, the green box encloses the boundary of variation due to the different locations of FE and DE grains. Note that the all-FE case means there is no dielectric, but $\alpha$, $\beta$, and $\gamma$ are modified to fit the experimental P-E loop.

**Fig. 3.7.** The subthreshold slope versus gate voltage plot of the random DE and FE distribution simulation.
The highest and lowest of $I_{\text{off}}$ and $I_{\text{on}}$ are shown in Fig. 3.6 (a) and (b), respectively. The highest $I_{\text{off}}$ (red curve in Fig. 3.6 (a)) happens when the DE grains on both gates are at the positions of 7, 8, and 9, whereas the lowest $I_{\text{off}}$ (black curve) happens when the DE grains are at 2, 4, and 8 on the top gate and at 1, 5, and 7 on the bottom gate. In Fig. 3.6 (b), the highest $I_{\text{on}}$ is obtained when the DE grains are at 3, 6, and 9 on both the top and bottom gates,

![Image](image.jpg)

Fig. 3.8. Ferroelectric polarization 2-D plot at $V_{GS} = V_{DD}$. (a) Source-side ferroelectric (location of DE at number 3, 6, and 9 in Fig. 3.4) with the highest $I_{\text{on}}$, and (b) drain-side ferroelectric (location of DE at number 1, 4, and 7 in Fig. 3.4) with the lowest $I_{\text{on}}$.

which means all FE grains are on the source side. On the other hand, the lowest $I_{\text{on}}$ appears when DE grains are at 1, 4, and 7 on both top and bottom gates, which means that all FE grains are on the drain side. The subthreshold slope (SS) versus gate voltage is plotted in Fig. 3.7. The SS variation due to the random spatial distribution of DE and FE is approximately 1.3%. Significant SS improvement from the baseline can be seen after adding FE.

### 3.3 Discussion

In the previous section, the random simulation shows the influence of the DE and FE distributions on the variation in drain current and SS. The physics of the simulation results will be analyzed in detail as follows.
On current extreme cases

As mentioned in the previous section, the highest $I_{on}$ happens when the ferroelectric grains are at the source side, and the lowest $I_{on}$ happens when ferroelectric grains are at the drain side. In Fig. 3.8 (a) and 3.8 (b), the polarization directions of the top and bottom FE are opposite since the electric fields point in opposite directions for the top and bottom gate stacks. To make sure that the FE is in the negative capacitance region, the absolute values of the FE polarization shown in Fig. 3.8 (range from $-0.4 \ \mu C/cm^2$ to $0.4 \ \mu C/cm^2$) should be within the range of negative capacitance region (range from $-10 \ \mu C/cm^2$ to $10 \ \mu C/cm^2$) as determined by the black curve in Fig. 3.3. Therefore, the FE is always in the negative capacitance region in the simulation. For the top gate in Fig. 15 (a), negative $P_{FE}$ (polarization pointing from gate to channel)
Fig. 3.10. Layout of DE and FE for (a) the lowest $I_{\text{off}}$ case (the upper triangles and the lower triangles refer to top gate and bottom gate, respectively) and (b) the highest $I_{\text{off}}$ case.

Fig. 3.11. Electron current density in the middle of the channel for (a) the lowest $I_{\text{off}}$ means that the electric field points from channel to gate in the negative
capacitance region. The electric field pointing from channel to gate means that the voltage at the interface of the FE and SiO$_2$ is higher than the applied gate voltage. The voltage amplification on the bottom gate in Fig. 3.8 (a) can also be explained similarly. However, in Fig. 3.8 (b), the sign of the polarization changes from source to drain because of the fringing field from the drain to the gate [41], which reduces the voltage on the drain side.

To compare the ON current between these two cases, the inversion electron density along the channel length near the surface is plotted in Fig. 3.9. When the FE is at the source side (the carrier injection point of a MOSFET), the source inversion electron density increases due to voltage amplification. In contrast, voltage de-amplification occurs when the FE is at the drain side because the positive drain voltage induces negative gate charges, which reduces the surface potential and inversion electron density. Therefore, the ON current of source-side FE is highest, whereas the drain-side FE is lowest.

**Off current extreme cases**

Fig. 3.10 (a) shows the lowest $I_{\text{off}}$ case where the upper triangles refer to the top gate, and the lower triangles refer to the bottom gate. The highest leakage path is at the center of the channel due to degraded gate control. The layout of DE and FE grains in Fig. 3.10 (a) can control the leakage best among all the cases because the FE grains cover the entire drain side so that the fringing field from the drain can help the ferroelectric suppress the leakage current [41], and also evenly cover over the rest of the channel (see Fig. 3.11 (a)). In contrast, in Fig. 3.10 (b), all the DE grains are in a line along the channel, causing a leakage path along the DE region, clearly seen in Fig. 3.11 (b).

**Method of estimating the variation**

The proposed method can estimate the additional variation caused by the random spatial distribution of DE and FE grains. First, the percentage of DE and FE grains present should be quantified by XRD or other measurements. The parameters can be extracted by the method described in section B (i). After getting all the parameters required for the simulation, one can get the extrema of $I_{\text{on}}$ by putting the FE grains all near the source and the drain, respectively. By putting the DE grains in a line along the channel, the highest $I_{\text{off}}$ can be obtained. By putting FE grains in a line on the drain side and
distributing the rest of FE grains evenly but complementary on two sides, the lowest I_{off} can be obtained. Due to the inevitability of dielectric phases inside the ferroelectric [40], this additional variation should be considered. Using this method, device designers can estimate the window of variation by running four cases of TCAD simulations.

**The Capacitance matching when FE and DE are mixed**

As shown in Fig. 3.3, the actual ferroelectricity is higher than the effectively measured ferroelectricity. As a result, the capacitance matching is not good when the matching is made between an effective negative capacitance and a positive capacitance. By considering the FE-DE mixed model after extracting both DE and FE parameters, device designers can design their NCFETs better.

**3.4 Chapter Summary**

A dielectric-ferroelectric mixed model is proposed to extract dielectric and ferroelectric material parameters by fitting the experimental hysteresis loop from the literature. Sentaurus TCAD is properly calibrated using an MFMIM capacitor based on these parameters. After that, the impact of dielectric and ferroelectric spatial distribution on NCFET performance is analyzed via Sentaurus TCAD, showing that the ON and OFF current variations can be up to 14.44% and 30.23%, respectively. This dielectric-ferroelectric mixed model is suitable to evaluate the variations in NCFET design.
Chapter 4
Analysis and Modeling of Polarization Gradient Effect on Negative Capacitance FET

This section will analyze and provide new insights into the polarization gradient effect of a ferroelectric using TCAD simulation. We demonstrate how to model the polarization gradient effect using the NCFET compact model based on BSIM-framework. A larger value of $g$ (the coefficient of polarization gradient effect) results in improved subthreshold slope, smaller off-current, smaller drain-induced barrier lowering (DIBL), and smaller output conductance. Inclusion of the polarization gradient effect in the NCFET compact model improves usability because it accurately captures the effects of negative DIBL and negative output conductance.

4.1 Motivation

The negative capacitance field-effect transistor (NCFET) is one of the promising technologies for near future logic devices [3]. Fig. 4.1 shows the simplified structure and a representative equation for the NCFET. According to the Landau equation, it is possible to obtain negative differential capacitance from the ferroelectric (FE), and this possibility brings many benefits. The benefits of negative capacitance (NC) include improved subthreshold slope (SS), drain-induced barrier lowering (DIBL), threshold voltage ($V_t$) roll-off, transconductance ($g_m$), and output conductance ($g_d$)
Many recent experimental results also demonstrate the benefits of NCFETs [10,36,47,48]. Saha et al. presented an analysis of the polarization gradient effect [19]. By contrast, a different interpretation of the polarization gradient effect will be proposed in this paper. We will also offer a different explanation for why the polarization-electric field points deviate from the S curve when g (the coefficient of polarization gradient effect) increases. The NCFET compact model can help circuit designers to evaluate the performance of NCFETs at the circuit level. Duarte et al. presented both the metal-ferroelectric-insulator-semiconductor (MFIS) and metal-ferroelectric-metal-insulator-semiconductor (MFMIS) compact models [38]. However, the MFMIS structure is not practical because metal between FE and insulator could trap charges and cause V_t shifts. Therefore, in this paper, only the MFIS model...
will be discussed. Lin et al. bring the inner-fringing charge model into the MFIS NCFET compact model [49]. Nevertheless, the polarization gradient effect is not considered. The polarization gradient effect captures the polarization interactions between different grid points [19]. This study will demonstrate how the polarization gradient effect can be modeled.

4.2 TCAD SIMULATION SETUP

To build a practical device for TCAD simulations, Sentaurus Process Simulation is first used to construct FinFET structures [50], and the process flow is shown in Fig. 4.2. Note that only half fin and source side is shown for simplicity. The cross-section of the FinFET is demonstrated in Fig. 4.3 (a) and (b), and the geometry and parameters are shown in Fig. 4.3 (c). Gate length and fin widths are 18nm and 7nm, respectively. The gate stack comprises a 0.5nm SiO$_2$ interfacial later and a 1.5nm high-$\kappa$ (FinFET baseline) or FE layer (NCFET). Cheema et al. report increasing ferroelectricity with decreasing thickness of HZO [51], and 9nm HZO with $P_r = 15\mu C/cm^2$ and $E_c = 0.5$ MV/cm are reported in [52]. In this paper, $P_r$ and $E_c$ of 1.5nm HZO are assumed to be $20\mu C/cm^2$ and 0.5 MV/cm, respectively. The baseline's intrinsic gate capacitance ($C_{ch}$) matches the IRDS high performance (HP) requirement, 0.45fF/μm. After the device structure is built, Sentaurus Device Simulation [53] is utilized to simulate the electrical characteristics. The electronic band structure with stress effects includes carrier trajectory, scattering calculations, and the k.p. deformation potential model. Scattering mechanisms such as phonon scattering, impurity scattering, surface roughness scattering, soft optical phonon scattering, remote Coulomb scattering, and impact ionization are included. SRH and Auger recombination is additionally considered. Finally, drift-diffusion with the ballistic mobility model and quantum confinement effect are solved self-consistently with the Sentaurus Device simulator. In Fig. 4.4 (a) and (b), the mobility and the series resistance of the device are calibrated to the Intel 10 nm node [54] by matching the $I_d-V_g$ and $I_d-V_d$ curves. For NCFET simulation, 1-D Landau-Ginzburg Equation is additionally solved, and FE in different regions are assigned with varying polarization directions, and the polarization direction is perpendicular to the channel. Note that instead of the multi-domain state, where sections of the FE material are stable at $P_r$ of different signs, a single domain with
inhomogeneous polarization (polarization gradient) is considered in this simulation [55].

4.3 TCAD ANALYSIS OF POLARIZATION GRADIENT EFFECT
Fig. 4.5 (a) shows polarization-electric field data extracted from the FE layer at the middle of the device along the channel length. At \( g = 5 \times 10^{-5} \text{cm}^3/\text{F} \), which is the minimum value of \( g \) that this simulation can converge, the data point (red) follows the S curve. As \( g \) becomes larger, e.g., \( 5 \times 10^{-3} \text{cm}^3/\text{F} \), the data point (green) begins to deviate away from the S curve. Eq. 4.1 shows the relationship between total energy and polarization of the FE [56]

![Graph showing polarization-electric field data points extracted from the middle of the channel length at \( V_g=0, 0.28, \) and 0.7V. (b) FE polarization along the channel at \( V_g=0, 0.28, \) and 0.7V.]

![Graph showing conduction band energy at off-state and \( V_d=0.7V \) along the channel and (b) \( I_d-V_g \) curve at \( g=5 \times 10^{-3}, 5 \times 10^{-4}, 5 \times 10^{-5} \text{ cm}^3/\text{F} \).]
$$\rho \frac{dP}{dt} + \nabla_P U_{total,FE} = 0 \quad (4.1)$$

where $\rho$ is the viscosity coefficient of FE, and $U_{total,FE}$ is the total energy of the FE system. Eq. 4.2 describes the relationship between energy density and polarization of the FE

$$U = \alpha P^2 + \beta P^4 + \gamma P^6 + g|\nabla P|^2 - E \cdot P \quad (4.2)$$

where $U$ is energy density at a position in FE, $\alpha$, $\beta$, and $\gamma$ are FE material parameters, and $g$ is the coefficient for a polarization gradient effect.

By combining Eq. 4.1 and 4.2 with the functional derivative rule, Eq. 4.3 illustrates the relation between the electric field in the FE and the FE polarization.

$$E = 2\alpha P + 4\beta P^3 + 6\gamma P^5 - 2g\Delta P \quad (4.3)$$

where $\Delta$ is Laplace operator. Eq. 4.3 and Fig. 4.5 (b) explain why the FE polarization-electric field data points deviate from the S curve in Fig. 4.5 (a). As shown in Fig. 4.5(b), the curvature of FE polarization is more negative at low $V_g$ than at high $V_g$, and this effect contributes a positive electric field when $g$ is reasonably large. Therefore, the green data point at low $V_g$ is shifted to the right of the S curve in Fig. 4.5 (a).

Fig. 4.6 (a) shows the conduction band energy along the channel. As $g$ increases, the product of $g$ and $\Delta P$ decreases (becomes more negative), leading to positive change in electric field in the FE from Eq. (4.3). From Fig. 4.5 (a), the FE polarization-electric field data point at $V_g=0$ moves to the right and contributes a more positive electric field (the direction of electric field points down), thus lowering the potential of the silicon channel. The conduction band energy is the negative of potential, so the conduction band energy barrier height increases with $g$. Hence, the drain current in Fig. 4.6 (b) decreases when $g$ increases due to the increase in barrier height. Fig. 4.7 (a) illustrates the relation between SS and $g$. SS improves when $g$ increases. This effect is also explained by Fig. 4.5 (a). For an equivalent increase in $V_g$, the green data (corresponding to a larger $g$) traverses a bigger change in the electric field compared to the red data (smaller $g$), thus leading to a larger differential voltage gain contributed by NC. Fig. 4.7 (b) shows DIBL and output conductance versus different $g$ values. DIBL and drain conductance both decrease when $g$ increases, and both phenomena can be explained by the same reason. When drain voltage increases, the curvature of the FE polarization becomes larger, and the data points on the FE polarization-
electric field plot will be shifted to the right (larger electric field), leading to lower channel potential. When \( g \) is reasonably large, this effect could overwhelm the short channel effect and lead to negative DIBL and negative output conductance. Fig. 4.8 (a) explains the negative DIBL at \( g = 5 \times 10^{-3} \text{cm}^3/\text{F} \) by showing energy barrier increases when \( V_d \) increases. Fig. 4.8 (b) shows carrier density in the channel reduces more at a larger \( g \) value when \( V_d \) increases, leading to a negative output conductance effect when \( g \) is significantly large.

Fig. 4.7. (a) SS versus drain current at \( g = 5 \times 10^{-3}, 5 \times 10^{-4}, 5 \times 10^{-5} \text{ (cm}^3/\text{F}) \). (b) DIBL and drain conductance versus different \( g \) values.

Fig. 4.8. (a) Conduction band energy along the channel at \( V_g = 0 \) and various \( V_d \). (b) Electron Density along the channel at \( V_g = 0.65 \text{V} \) and various \( V_d \).
4.4 Compact model of Polarization Gradient Effect

For the NCFET compact model, the 1-D Landau-Ginzburg equation is considered, and $P \equiv Q_g$ is assumed, so, considering a 1-D scenario $\Delta P$ can be simplified as $\frac{d^2 Q_g}{d x^2}$, where $x$ is along the channel direction.

$$Q_g = Q_{inv} + Q_{dep} + Q_{fring} \quad (4.4)$$

Here, $Q_{inv}$ is inversion charge density, $Q_{dep}$ is depletion charge density, and $Q_{fring}$ is fringing charge density [11]. $Q_{dep}$ is assumed to be constant, so it disappears from the second derivative of $Q_g$.

$$\frac{d^2 Q_g}{d x^2} = \frac{d^2 Q_{inv}}{d x^2} + \frac{d^2 Q_{fring}}{d x^2} \quad (4.5)$$

The second derivative of inversion charge density is negligible in subthreshold, so only strong inversion is considered. The distribution of inversion charge density along the channel can be described empirically [17] as

$$Q_{inv} = -(B - A\xi)^{\frac{1}{n}} \quad (4.6)$$

where $n$ is a parameter, and $\xi$ is normalized distance. $A$ and $B$ can be solved by using the boundary conditions:

At $\xi = 0$, $q_{inv} = Q_{is} \quad (4.7)$

At $\xi = 1$, $q_{inv} = Q_{id} \quad (4.8)

where $Q_{is}$ stands for the inversion charge at the source side, and $Q_{id}$ stands for the inversion charge density at the drain side. By solving the equation above,

$$A = (-Q_{is})^n - (-Q_{id})^n \quad (4.9)$$

$$B = (-Q_{is})^n \quad (4.10)$$

The 2nd derivative of inversion charge density at the source side is assumed to be zero. By taking 2nd derivative of Eq. (4.6) and replacing $A$ and $B$ with Eq. (4.9) and (4.10) respectively, the second derivative of inversion charge density at the drain side can be represented as:

$$\frac{d^2 Q_{inv}}{d \xi^2} \approx \frac{(n-1)[(-Q_{inv})^n - (-Q_{invd})^n]^2}{n^2}(-Q_{invd})^{1-2n} \quad (4.11)$$

The fringing charge can be represented by Eq. 4.12:
\[ Q_{fring} \equiv -C_{ox} \left\{ \left( V_{bi} - V_{SL} \right) \frac{\sinh \left[ \frac{L_g - x}{\lambda} \right]}{\sinh \left[ \frac{L_g}{\lambda} \right]} + \left( V_{bi} + V_{DS} - V_{SL} \right) \frac{\sinh \left[ \frac{x}{\lambda} \right]}{\sinh \left[ \frac{L_g}{\lambda} \right]} \right\} \] (4.12)

where \( C_{ox} \) is the oxide capacitance, \( V_{bi} \) is the built-in potential between the source- and drain-body junctions, \( x \) is the position along the channel, and \( \lambda \) is the characteristic length that depends on the device’s geometry [57]. \( V_{SL} \) is

Fig. 4.9. Model validation with TCAD simulation data at \( g = 5 \times 10^{-5} \) cm\(^3\)/F. (a) \( I_d-V_g \) curve, (b) \( I_d-V_d \) curve, (c) transconductance, (d) output conductance, and (e) gate capacitance.
where \( V_{FB} \) is the flat band voltage and \( N_{ch} \) is the doping concentration in the channel. The 2\(^{nd}\) derivative of \( Q_{fring} \) can be expressed as:

\[
V_{SL} = V_{GS} - V_{FB} - \frac{qN_{ch}}{\varepsilon_{Si}} \lambda^2
\]  (4.13)
The effect of polarization gradient can be modeled by coupling Eq. 4.11 and Eq. 4.14 with Eq. 4.3 and the unified charge model [10]. Fig. 4.9 shows $I_d-V_g$, $I_d-V_d$, transconductance, output conductance, and gate capacitance TCAD.

\[
\frac{d^2 Q_{fring}}{dx^2} \equiv -\frac{Cox}{\lambda^2} \left\{ (V_{bi} - V_{SL}) \frac{\sinh \left[ \frac{L_g - x}{A} \right]}{\sinh \left[ \frac{L_g - x}{A} \right]} + (V_{bi} + V_{DS} - V_{SL}) \frac{\sinh \left[ \frac{L_g}{A} \right]}{\sinh \left[ \frac{L_g}{A} \right]} \right\} \quad (4.14)
\]

Fig. 4.11. Model validation with TCAD simulation data at $g = 5 \times 10^{-3}$ cm$^3$/F. (a) $I_d$-$V_g$ curve, (b) $I_d$-$V_d$ curve, (c) transconductance, (d) output conductance, and (e) gate capacitance. (f) Diagram of how charge profile and potential of FE affect each other.
data fitted with NCFET compact model at \( g = 5 \times 10^{-5} \text{cm}^3/\text{F} \). The effect of \( g \) is negligible at \( g = 5 \times 10^{-5} \text{cm}^3/\text{F} \) which can be confirmed by Fig. 4.5 (a). The compact model is represented by lines, and TCAD data is represented by symbols in Fig. 4.9-4.11. The fitting results of \( I_d-V_g \), \( I_d-V_d \), transconductance, output conductance, and gate capacitance at \( g = 1 \times 10^{-3} \text{cm}^3/\text{F} \) are shown in Fig. 4.10. From Fig. 4.9 to Fig. 4.10, only the \( g \) parameter is changed, demonstrating the model’s predictability. DIBL in Fig. 4.10 (a) becomes close to 0, and the slope of the \( I_d-V_d \) curve in the saturation region (output conductance) in Fig. 4.10 (b) becomes flatter as compared to Fig. 4.9 (b). Both the change of DIBL and output conductance are consistent with the results in Fig. 4.7 (b). Fig. 4.11 shows the fitting at \( g = 5 \times 10^{-3} \text{cm}^3/\text{F} \) where \( g \) is large enough to see the negative DIBL and negative output conductance effect. For \( g = 5 \times 10^{-3} \text{cm}^3/\text{F} \), the \( g \) parameter along with other parameters like work function, mobility, and parasitic capacitance are tuned to obtain a good match between TCAD and this model as shown in Fig. 4.11 (a)-(e). The reason why the fitting cannot be achieved by tuning only the \( g \) parameter is shown in Fig. 4.12. 17-stage ring oscillator simulation with FO3 under different \( V_{DD} \). The delay per state becomes lower at larger \( g \) and \( V_{DD}=0.5 \text{V} \).
4.11 (f). The model captures the blue arrow in Fig. 4.11 (f) by evaluating the second derivative of the charge profile along the channel at g=0. Still, the feedback of the potential to the charge profile is not considered. Even though the model cannot be used as a predictive model at $g = 5 \times 10^{-3}$ cm$^3$/F, it is still an excellent fitting model which can capture both negative DIBL and negative drain conductance as shown in Fig. 4.11 (a) and (d) respectively.

Fig. 4.12 shows abnormal behavior of NCFET with a larger g value. The delay per stage of a ring oscillator decreases when $V_{DD}$ increases normally. However, the delay for $g = 5 \times 10^{-3}$ cm$^3$/F increases when $V_{DD}$ rises from 0.5V to 0.6V. This is attributed to negative output conductance and stronger drain potential coupling to the channel due to the g effect. When the drain bias increases, the current further decreases, leading to an increase in delay. You et al. also report similar behavior in an NCFET circuit [58]. Overall, the delay is less for larger g, especially at lower $V_{DD}$, because of better SS.

### 4.5 Chapter Summary

The effect of polarization gradient (g term) is analyzed using TCAD simulation. Off-current reduction, SS improvement, a decrease of DIBL, and a decrease of output conductance are explained by the plot of FE polarization versus electric field in Fig. 4.5 (a). The polarization gradient effect has been implemented in the NCFET compact model based on BSIM-framework. For small to moderate g values, this predictive model can help circuit designers to evaluate potential NCFET circuits. This model also captures and explains the effects of negative DIBL and output conductance.
Chapter 5

Energy Storage and Reuse in Negative Capacitance

This paper analyzes how a ferroelectric (FE) acts as a rechargeable energy storage medium that stores, releases, and retrieves energy and helps the gate achieve the desired charge density with reduced energy (voltage) from the external gate drive. During transistor turn-on, the FE releases energy while the whole system is absorbing energy, and during turn-off, the FE retrieves energy while the entire system is releasing energy. Capacitor energy is analyzed using two different approaches: static material free energy integrals and transient circuit power integrals. The two results agree within 1%. Energy analysis is also performed for a metal-oxide-semiconductor field-effect transistor structure for two gate lengths, 20nm, and 2μm, in an inverter circuit. At 2μm gate length, the values of energy match under these two different approaches with less than a 6% difference. The difference is more significant in the 20nm gate length case due to larger parasitic capacitances, such as gate-to-drain and gate-to-source capacitance, affecting the transient circuit analysis. Even so, most of the energy storage and retrieval benefit is retained even in small-size negative capacitance transistors.

5.1 Motivation
Moore’s law has gone a long way in scaling from feature sizes of 10μm to below 30 nm in the past 40 years [59]. One of the obstacles facing scaling is the difficulty in reducing effective oxide thickness (EOT) [60]. Reduction of EOT by simply thinning down the thickness of SiO₂ increases the direct tunneling leakage current exponentially [61,62]. In 2008, Intel adopted the high-κ (HK) metal gate process and improved the direct tunneling gate leakage problem [63]. Even with the help of HK, EOT reduction is still limited because there is a tradeoff between EOT and mobility [64]. In addition, reducing EOT cannot potentially provide less-than-60mV/decade steep turn-on. Salahuddin et al. [3] proposed using a ferroelectric (FE) in the gate stack as a voltage amplifier. As shown in Fig. 5.1, when an FE material stands alone at zero electric field, it is polarized with remnant polarization (P_r) to stay at an energy minimum. When the FE is placed in series with a dielectric (DE),

---

**Fig. 5.1.** Energy polarization plot at different HZO states without external electric field. HZO with remanent polarization has lowest energy; whereas, the energy is higher at zero polarization because lattice is distorted.
whose energy minimum happens at zero charge (polarization), and the capacitance of the DE is small enough so that the energy minimum of the combined system of DE and FE together happens at charge (polarization) equals to zero, this phenomenon is called depolarization of the FE. The curvature of the energy-polarization plot of FE at zero polarization (see Fig. 5.1) is negative, so the capacitance here is also negative. This negative
capacitance (NC) can reduce the EOT of the gate stack. It has been pointed out that NCFET is a quasi-adiabatic device in that part of the energy required for the gate to create the inversion channel is retrieved by the FE material [37,65].

Many NC experiment studies have been published [34,66-71]. The FE Landau model has recently been incorporated into the Sentaurus technology computer-aided design (TCAD) tool [53]. With the help of a commercial TCAD tool, studying what is happening inside NC devices has become possible. In [72,73], Hoffman et al. and Wong analyze the energy within NC-metal-oxide-semiconductor capacitor (MOSCAP) devices. In this paper, energy analysis of NCFETs will be done with the help of TCAD. This paper is composed of two parts. The first part will be energy analysis on simple NC-MOSCAPs, and the second part will be energy analysis on NC-metal-oxide-semiconductor field-effect transistors (MOSFET). Note that the static energy is integrated by the values of meshed points along the channel for both parts.

5.2 ENERGY ANALYSIS OF NC-MOSCAPS

We begin with the simpler discussion of the metal-oxide-semiconductor capacitor (MOSCAP) structure modeled with a 1-D electric field. The MOSCAP structure used in the TCAD simulation is shown in Fig. 5.2. It comprises a Si substrate of 500 nm thickness, a SiO2 interfacial layer (IL) of 1 nm thickness, and a HK or FE layer of 2 nm thickness. There are three cases used in simulation: 1) HK with dielectric constant 16; 2) FE with remanent polarization (P_r) = 20μC/cm² and coercive field (E_c) =1MV/cm (NC_20Pr); and 3) FE with P_r=10μC/cm² and E_c=1MV/cm (NC_10Pr). As a single domain study of FE, the viscosity term (ρ) is set to be 0.18 Ω·cm [30] in cases 2 and 3. The minimum |C FE| (P FE = 0) of NC_10Pr is \approx 1.2 \times 10^{-5} \frac{F}{cm^2}, and the C IL is \approx 3.5 \times 10^{-6}. Hence, NC condition is satisfied (|C FE|>C IL) [3] for both NC_10Pr and NC_20Pr (NC_20Pr has larger |C FE|). All the simulations are done by both forward and reverse sweep to make sure hysteresis does not happen. It is easier to visualize the energy benefits of NC if the FE layer is treated as a rechargeable energy storage medium. In Fig. 5.3 (a), the red and the blue curves are the energy-charge profile of FE with P_r= 20μC/cm² and P_r= 10μC/cm², respectively. The FE representations by red and the blue curves
have $E_c = 1$MV/cm. The energy of the red and the blue is higher at the off-state (yellow arrow in Fig. 5.3 (a)) as compared with on-state (blue arrow in Fig. 5.3 (a)), and the FE acts as a charged energy storage medium. When the gate voltage of MOSCAP is swept from $V_g=0$ to $V_g=V_{DD}$, energy flows out of the FE, leading to lower energy in the FE at the on-state (blue arrow in Fig. 5.3 (a)). The simulation in this section tries to determine where the FE energy goes. The $V_{DD}$s of NC_20Pr and NC_10Pr are reduced to achieve the same gate charge density ($Q_{\text{gate}}$) at $V_g = V_{DD}$. Under the same $Q_{\text{gate}}$ among different cases, the channel charge ($Q_{\text{channel}}$) will be the same, so the energy stored in IL and Si substrate will be the same among the three cases. Alignment of $Q_{\text{gate}}$ at $V_g = V_{DD}$ can exclude factors other than the energy stored in HK/FE, like the energy stored in the IL and the Si substrate.

Two approaches will be used to check the energy. The first approach involves static material free energy integrals throughout the material of HK or FE using Eq. (5.1) and (5.2) [30]

$$U_{HK} = \int \left[ \frac{\varepsilon E_z^2}{2} + \frac{\varepsilon E_x^2}{2} \right] dxdydz \tag{5.1}$$

$$U_{FE} = \int \left[ \alpha P^2 + \beta P^4 + \gamma P^6 + g |\nabla P|^2 + \frac{\varepsilon E_z^2}{2} + \frac{\varepsilon E_x^2}{2} \right] dxdydz \tag{5.2}$$

where $U_{HK}$ and $U_{FE}$ are free energy of HK and FE respectively; $E_z$ and $E_x$ are the electric fields along the vertical gate stack direction and along the gate length direction respectively; $\alpha$, $\beta$, and $\gamma$ are the FE parameters, and $g$ is the polarization gradient coefficient. 1-D polarization is assumed here, and the integral is performed over the volume of HK or FE. The second approach involves integrating the gate voltage with respect to the gate charge to determine energy inflow to the gate:

$$U_{in} = \int V_g dQ_g \tag{5.3}$$

where $U_{in}$ is the energy inflow, $V_g$ is the gate voltage, and $Q_g$ is the gate charge.

Fig. 5.4 (a) shows the static free energy integration of the HK and FE. Off-state energy is minimal and negligible. The energy-saving in comparing the HK to NC_20Pr is 581 aJ, and the energy-saving in comparing the NC_20Pr to NC_10Pr is 161 aJ. Fig. 5.3 (a) also helps visualize the differences in energy. At the off-state, every case is essentially at zero energy. At the on-state, the
free energy of HK is positive, but the energies of NC_20Pr (red) and NC_10Pr (blue) are negative, leading to a static free energy saving going from HK to NC. Fig. 5.4 (b) shows the energy inflow to the gate. Energy inflow to the gate saves 582 aJ going from HK to NC_20Pr and 160 aJ going from NC_20Pr to NC_10Pr. Comparing Fig. 5.4 (a) and (b), the energy-saving calculated from the two different approaches is consistent. FE acts as a rechargeable energy storage medium, which can recycle energy from the on-state to the off-state and releases the energy back to the system from the off-state to the on-state, making the energy efficiency of the whole system better. Moreover, the consistency between Fig. 5.4 (a) and (b) indicates that the FE’s energy storage

![Free energy integration](image1)

**Fig. 5.4.** (a) Static material free energy integration throughout either HK or FE. (b) Energy inflow to the gate from the off-state to the on-state.

![MOSFET structure](image2)

**Fig. 5.5.** The MOSFET structure used in TCAD simulation, and its key parameters. FE parameters are the same as previous section.
and release process is nearly lossless and can be almost entirely accounted for in the energy inflow calculation results.

5.3 ENERGY ANALYSIS OF NC-MOSFETS

The second portion of this paper covers the simulation of the MOSFET structure. Fig. 5.5 shows the MOSFET structure used in the TCAD simulation. Some important device parameters are listed in the table in Fig. 5.5. Fig. 5.6 shows the inverter circuit, which will be later used for the transient simulation in TCAD. The table in Fig. 5.6 indicates 6 cases: three for $L_g = 20\text{nm}$, and three for $L_g = 2\mu\text{m}$. For each gate length, there are three cases: HK, NC_20Pr, and NC_10Pr, where the definitions are the same as described in section II.

The simulation flow should be carefully designed to exclude the effect from other factors. For each gate length, the n-type MOSFET (nmos) work function with HK (case 1 & 4) is adjusted to match $I_{\text{off}} = 10\text{nA/}\mu\text{m}$. Work function and $V_{\text{DD}}$ of NC_20Pr and NC_10Pr are adjusted to match the gate charges at the off-state ($V_g = 0 \& V_d = V_{\text{DD}}$) and the gate charges at the on-state ($V_g = V_{\text{DD}} \& V_d = 0$) with HK. The solid line in Fig. 5.7 (a) shows that gate charges of HK, NC_20Pr, and NC_10Pr are aligned at the off-state (from 0 to 1ns & from 4ns to 5ns) and on-state (from 2ns to 3ns) at $L_g = 20\text{nm}$. The solid line in Fig. 5.7 (b) shows the gate charges of HK, NC_20Pr, and NC_10Pr are aligned at the off-state and on-state at $L_g = 2\mu\text{m}$. P-type MOSFET (pmos) is required for an inverter simulation. To achieve symmetric $I_d-V_g$ at $V_d=V_{\text{DD}}$ between nmos and pmos, the width of pmos at $L_g = 20\text{nm}$ is designed to be $1.81\mu\text{m}$, and the width of pmos at $L_g = 2\mu\text{m}$ is designed to be $3\mu\text{m}$. The widths of nmos at $L_g=20\text{nm}$ and $L_g = 2\mu\text{m}$ are both designed to be $1\mu\text{m}$.

Fig. 5.8 (a) shows the $I_d-V_g$ plot at $L_g = 20\text{nm}$, and Fig. 5.8 (b) shows the $I_d-V_g$ plot at $L_g = 2\mu\text{m}$. Note that the on-current and off-current of pmos are matched with the on-current and off-current of nmos for every case. The on-currents in Fig. 5.8 (a) at $L_g = 20\text{nm}$ are very similar among the different cases under the same gate charge at the on-state because the drain current in the saturation region for a short channel MOSFET can be approximated as:

$$I_{\text{ds sat short}} \approx Q_{\text{ch}} \times V_{\text{sat}} \quad (5.4)$$

where $I_{\text{ds sat short}}$ is the drain current in saturation for short channel. $Q_{\text{ch}}$ is the channel charge density, and $V_{\text{sat}}$ is saturation velocity, which is not a strong function of $V_{\text{DD}}$ in short channel MOSFETs. Under the same $Q_g$, $Q_{\text{ch}}$ will be
very close, so $I_{ds_{\text{sat,short}}}$ will also be very similar. In contrast, the drain current in saturation at $L_g = 2\mu m$ can be approximated by the long channel equation:

$$I_{ds_{\text{sat,long}}} \approx Q_{ch} \times \mu \times \frac{(V_{gs}-V_t)}{L_g} \quad (5.5)$$

where $V_{gs}$ is the gate to source voltage, $V_t$ is the threshold voltage, and $L_g$ is gate length. $I_{ds_{\text{sat,long}}}$ depends on $V_{gs}$, which will be affected by $V_{DD}$, under the same $Q_{ch}$. Hence, the on-current of the NC case is smaller than the on-current of the HK case at $L_g = 2\mu m$, even under the same $Q_{ch}$ in Fig. 5.8 (b).

The output capacitor ($C_{out}$) in the inverter circuit in Fig. 5.6 is set to be 50
fF at $L_g = 20\text{nm}$ and $5\text{pF}$ at $L_g = 2\mu\text{m}$. The ramp-up time and ramp-down time of gate input voltage are set to be $1\text{ps}$ at $L_g = 20\text{nm}$ and $100\text{ps}$ at $L_g = 2\mu\text{m}$. The gate-to-drain coupling transient behavior, an undesirable factor in this study, can be minimized by increasing $C_{\text{out}}$ and increasing ramping time with increasing $L_g$. Input and output voltage simulation results of the inverter are shown in Fig. 5.9. Note that there is no rise in the output voltage when the input voltage ramps up, meaning that transient gate-to-drain coupling behavior is minimized. Note that there is an additional delay for the NC compared to HK due to smaller $I_{\text{ds}}$ under reduced $V_{\text{DD}}$ at $L_g = 2\mu\text{m}$, as explained earlier. Two approaches for energy calculation are adopted in this
energy analysis. The first is the static free energy integration throughout the entire volume of the HK or FE, as explained in section II. The second is transient input power integration using the equation:

\[ U_{in} = \int V_{gs}I_g dt \] (5.6)

where \( V_{gs} \) is the input voltage, and \( I_g \) is the input current. Note that only gate energy input is considered here, and drain displacement current is ignored so that the gate-to-drain parasitic capacitance may cause a mismatch between static material free energy integrals and transient circuit power integrals at

Fig. 5.10. (a) Static free energy of HK/FE in different cases at \( L_g = 20\)nm. (b) Gate energy consumption of nmos in the inverter transient simulation per switch at \( L_g = 20\)nm.

Fig. 5.11. (a) Static free energy of HK/FE in different cases at \( L_g = 2\)μm. (b) Gate energy consumption of nmos in the inverter transient simulation per switch at \( L_g = 2\)μm.
short $L_g$. Also, note that only the nmos (indicated by the green box in Fig. 5.6) energy is calculated because only nmos devices have aligned on-state and off-state gate charges. Remember that matching on-state and off-state gate charges are critical to maintaining similar energies stored in the IL and Si channel.

In a MOSFET structure, the polarization and the electric field change with positions. The middle along the thickness direction (green dot line in Fig. 5.5) is taken to do the static free energy calculations (Eq. 5.2), and the total energy is integrated by the values of meshed points along the $L_g$. Fig. 5.10 (a) shows the static free energy of HK/FE for the cases of HK, NC_20Pr, and NC_10Pr. The energy difference between off-state and on-state is the energy absorbed or emitted by the HK/FE when the MOSFET is swept from off-state to on-state. The free energy difference in the nmos HK/FE between the on and off state is 50aJ, -15aJ, and -38aJ for HK, NC_20Pr, and NC_10Pr, respectively. There is a 65aJ free energy saving going from HK to NC_20Pr and a 23aJ energy saving going from NC_20Pr to NC_10Pr. Fig. 5.10 (b) shows the input power to the gate of the nmos using Eq. (5.6). The energy saving going from HK to NC_20Pr is 57aJ, and the energy saving going from NC_20Pr to NC_10Pr is 16aJ. Although the value in Fig. 5.10 (a) and (b) are close, there is still around a 30% mismatch. The major factor which causes the mismatch is the gate-to-source and gate-to-drain parasitic capacitance. Longer gate length can reduce the parasitic effect since the percentage of parasitic capacitance in the total gate capacitance ($\frac{C_{GS}+C_{GD}}{C_G}$) reduces with increasing $L_g$.

To illustrate this point, the same calculation is done at $L_g = 2\mu$m. Fig. 5.11 (a) shows the free energy of HK/FE for the cases of HK, NC_20Pr, and NC_10Pr. The difference of free energy stored in the nmos HK/FE between on-state and off-state is 2.99fJ, -0.67fJ, and -1.68fJ for HK, NC_20Pr, and NC_10Pr, respectively. There is a 3.66fJ free energy saving going from HK to NC_20Pr and 1.01fJ energy saving going from NC_20Pr to NC_10Pr. Compared with the input power integration results in Fig. 5.11(b), there is only a ~5% mismatch when comparing the energies from the two approaches: static free energy integration of the materials and transient circuit power integration. The results in Fig. 5.11 clearly show how the energy-charge profile of the FE benefits energy efficiency in the inverter circuit.

Fig. 5.12 shows energy per switch versus delay at $L_g=20$nm. Solid symbols
indicate the energy consumed only by the gates of the nmos and pmos. These calculations show that NC benefits energy consumption through energy storage separately from $V_{DD}$ reduction on $C_{load}$. The unique energy-charge profile of FE reduces the input energy required to achieve the same speed (average current). The hollow symbols in Fig. 5.12 indicate the energy consumed by the gate and $C_{out}$. The energy-saving provided by NC is even larger here because of the impact of $V_{DD}$ reduction on $C_{load}$.

**5.4 Chapter Summary**

FE acts as a rechargeable energy storage medium, which recycles energy when the energy of the whole system decreases, and releases the energy again when the energy of the system increases. This quasi-adiabatic behavior [65]
improves the energy efficiency of the system. Energy analysis has been conducted in both MOSCAP and MOSFET structures. Two energy calculation approaches were investigated: the static materials free energy integral and the transient power integral in the circuit. The numbers calculated by both approaches match in both MOSCAP and MOSFET structures with less than a 1% and 6% error, respectively, showing how the energy saved by a rechargeable energy storage medium can be transferred almost entirely to the system, thereby improving the energy efficiency of the system.
Chapter 6
Negative Capacitance Enables FinFET Scaling Beyond 3nm Node

A comprehensive study of the scaling of negative capacitance FinFET (NC-FinFET) is conducted with TCAD. We show that the NC-FinFET can be scaled to “2.1nm node” and almost “1.5nm node” that comes two nodes after the industry “3nm node,” which has 16nm Lg and is the last FinFET node according to the International Roadmap for Devices and Systems (IRDS). In addition, for the intervening nodes, NC-FinFET can meet IRDS Ion and Ioff target at target-beating VDD. The benefits of negative capacitance (NC) include improved subthreshold slope (SS), drain-induced barrier lowering (DIBL), Vt roll-off, transconductance over Id (Gm/Id), output conductance over Id (Gd/Id), and lower VDD. Further scaling may be achieved by improving capacitance matching between ferroelectric (FE) and dielectric (DE).

6.1 Motivation

The negative capacitance field-effect transistor (NCFET) is a promising technology for near future logic devices [3]. SS, DIBL, Vt roll-off, Gm/Id, and Gd/Id of the FinFET can be improved by doping Zr into the HfO2 high-κ gate dielectric [3,74]. The show stopper to scaling of FinFET, according to IRDS, is the difficulty in reducing fin-thickness (Tfin) and reduction of effective oxide thickness (EOT). Our study shows that NC enables FinFET scaling beyond the “3nm node” without requiring further thinning of Tfin and gate
The scalability of the metal-ferroelectric-metal-insulator-semiconductor (MFMIS) NCFET (with internal metal) has been discussed in [75]. Nevertheless, the electrical characteristics of the metal-ferroelectric-insulator-semiconductor (MFIS) NCFET (without internal metal) is different from the MFMIS NCFET [38], and an internal metal is not desirable in practical logic devices. In this paper, the scalability of MFIS NC-FinFET will be discussed. Moreover, the parameters of FE used in this paper are extracted from the MFIS capacitor, not from the polarization-electric field (PE) loop of the metal-ferroelectric-metal (MFM) structure. The extracted FE parameters are experimentally available and ready for MFIS NCFET.

6.2 TCAD Simulation

Sentaurus Process Simulation [50] is used to build a realistic device for device simulations. The flow of the process simulation is shown in Fig. 6.1. A gate-last process is adopted using a high-κ metal gate. Only the source side of the FinFET is shown for simplicity. Fig. 6.2 (a) and (b) show the cross-section of the fin. After the device structure is built, Sentaurus Device Simulation [53] is utilized to simulate the electrical characteristics. The electronic band structure with stress effects is included with carrier trajectory and scattering calculations and the k.p. deformation potential model. Scattering mechanisms such as phonon scattering, impurity scattering, surface
roughness scattering, remote Coulomb scattering, and impact ionization are also included. SRH and Auger recombination are additionally considered. Finally, drift-diffusion with the quantum confinement effect is solved self-consistently with the Sentaurus Device simulator.

An n-type FinFET with fin-height ($H_{\text{fin}}$) of 46nm, $T_{\text{fin}}$ of 7nm, and gate length ($L_{\text{g}}$) of 18nm is calibrated to the “Intel 10nm node” (equivalent to “5nm node” using the IRDS node definition) experimental data \[54,76\] as shown in Fig. 6.3. Note that the definition of per-foot-print (drain current ($I_d$) normalized to the fin pitch) is used only in Fig. 6.3 to match the Intel presentation \[54\]. In contrast, all other figures and tables on $I_d$ in this paper present $I_{d\text{per-channel-width}}$ ($I_d$ normalized to the sum of 2 times $H_{\text{fin}}$ plus $T_{\text{fin}}$) because this work is not concerned with fin pitch. After this calibration, all TCAD parameters, including contact resistivity, are fixed, except the change of fin width from 7nm at “5nm node” to 6nm at “3nm node” according to the IRDS definition \[76\]. The gate stack is composed of a 0.5nm SiO$_2$ interfacial...
Fig. 6.3. TCAD FinFET calibration to 18nm Lg Intel experimental data. *Per-foot-print* normalization of $I_d$ is done in this figure to match the Intel presentation. (a) $I_d$-$V_g$ fitting plot at high and low drain voltage (b) $I_d$-$V_d$ fitting plot at three different gate voltages, 0.7V, 0.6V, and 0.5V.
Fig. 6.4. C-V fitting of the experiment data of NC-MOSCAP. The extracted $\alpha$ and $\beta$ are equivalent to $P_r = 20\mu$C/cm$^2$ and $E_c = 1$MV/cm.

Fig. 6.5. $I_d$-$V_g$ plot of the FinFET and the NC-FinFET at $L_g=18$nm.
layer (IL) and either 1.5nm HfO$_2$ (FinFET) or 1.5nm HZO (NC-FinFET), the latter meaning that HfO$_2$ is doped with Zr and becomes FE in the NC-FinFET simulation. In NC-FinFET simulation, FE parameters, including $\alpha$ and $\beta$ from Landau’s Equation and background dielectric of FE ($\varepsilon_{FE}$), are extracted from experimental C-V of NC MFIS structure [77] (see Fig. 6.4), and strength of the polarization gradient (domain coupling) is set to be $5 \times 10^{-5}$ cm$^3$/F (on the same order as [16]). In Fig. 6.4, the gate insulators for HK and NC constitute a chemical oxide (8Å) and 2.8nm layer of HfO$_2$ or HZO. The extracted dielectric constant of HfO$_2$ (HK) is 33, which corresponds to 1.1 nm EOT gate stack. On the other hand, a very high dielectric constant (>100) exceeding theoretical predictions for Hf and Zr-based dielectrics [78-82] is required to fit the HZO C-V, and the anomalous I-V behavior in [77] must be explained by the non-linear response of the gate insulator [83]. Therefore, a model with a partially active FE layer in HZO is presented in [83] to explain both the C-V and I-V results in [77]. This work adopts the same methodology to use the Landau-Khalatnikov (L-K) model to extract HZO parameters and fit to Fig. 6.4, with $\alpha = -6.5 \times 10^{10} \text{ cm}^{5}/\text{F}$ and $\beta = 8.1 \times 10^{19} \text{ cm}^{5}/\text{F}^{2}$.

### 6.3 Results and Discussion

Fig. 6.5 demonstrates the improvement from FinFET to NC-FinFET at $L_{g}$=18nm, and the boost of I$_{on}$ is about 22% when the I$_{off}$ is aligned at 10nA/μm. Table 6.1 shows the IRDS scaling targets from “5nm” to “1.5 nm”. The second row shows the year of production [76]. The third row shows the physical gate length. Physical gate length is predicted to reach the scaling limit of 12nm according to IRDS. $T_{fin}$ (the fourth row of Table 6.1) is set to be 6nm from “3nm” to “1.5nm” according to the IRDS definition. The 5$^{th}$ row in Table 6.1 shows IRDS target $V_{DD}$, and the 6$^{th}$ row displays the IRDS I$_{on}$ targets at I$_{off}$ = 10nA/μm. The 7$^{th}$ row shows that simulated FinFETs cannot meet the targets after “3nm node,” hence the red color. The 8$^{th}$ row shows that NC-FinFETs with extracted FE parameters can meet IRDS requirement one more node beyond “3nm node” and almost meet “1.5nm node” with I$_{on}$ only 3% less than the target I$_{on}$.

Fig. 6.6 shows $I_{d}$-$V_{g}$ simulation results at $V_{d}$ = IRDS $V_{DD}$ from ”5nm node”
Fig. 6.6. $I_d-V_g$ of (a) FinFETs and (b) NC-FinFETs with work functions shifted to align the off-current with the IRDS high-performance requirement.
to “1.5nm node” with work function shifted to align the $I_{\text{off}}$ at 10nA/µm. One can see that FinFETs beyond the “3nm node” cannot meet the IRDS targets in Fig. 6.6 (a). The nodes that fail to reach the IRDS targets are labeled red and plotted in a dashed line. NC-FinFET, on the other hand, can meet the IRDS targets at “2.1nm node” and almost complete the IRDS target at “1.5nm node” respectively - two more nodes than FinFET in our simulations. The NC-FinFET simulation results are summarized in the 8th row of Table 6.1. For several nodes, $I_{\text{on}}$ is significantly larger than the targets.

SS versus $L_g$ is shown in Fig. 6.7. SS degrades for both the NC-FinFET and FinFET when $L_g$ decreases. Still, the SS degrades at a lower rate for the NC-FinFET because the inner-fringing field, which becomes stronger at shorter $L_g$, helps capacitance matching and enhances $V_g$-amplification. Note that even if the SS of the NCFET is not below 60mV/dec in the “weak NC” FinFET studied here, the NC effect improves the on/off ratio improvement is large enough to enable two more nodes of scaling than simple FinFETs. Fig. 6.8 shows the DIBL versus different gate lengths of FinFETs and NC-FinFETs. NC helps relieve the degradation of DIBL, as it can be seen that the slower rate of increase in DIBL when gate length scales. Note that negative DIBL does not appear in this extracted parameter set because the NC effect is “weak”

Table 6.1. Simulation plan follows the IRDS 2018 roadmap. Red highlighting of the TCAD results indicate failure to meet the on-current targets at all future nodes.
Fig. 6.7. SS of NC-FinFET is smaller than FinFET at 18nm $L_g$ and rises at lower rate with decreasing $L_g$.

Fig. 6.8. DIBL versus gate lengths. DIBL is smaller in NC-FinFET and rises at lower rate as $L_g$ shrinks.
(only 36% of the HZO is active FE layer). The SS_{NC}/SS_{FinFET} and DIBL_{NC}/DIBL_{FinFET} trends are consistent with Y. Liao et al.’s results [84]. Fig. 6.9 compares the I_d-V_d characteristics of the FinFETs and the NC-FinFETs from L_g=18nm to L_g=12nm. In Fig. 6.9, NC-FinFETs are plotted in solid lines, and FinFETs are plotted in dash lines. The current of FinFETs decreases a lot from L_g=18nm to L_g=12nm because of the short channel effect, whereas the current of NC-FinFETs barely decreases from L_g=18nm to L_g=12nm.

The scaled NC-FinFETs are also suitable for analog applications. The g_m/I_d versus I_d of FinFET and NC-FinFET at L_g=18nm, 16nm, 14nm, and 12nm are presented in Fig. 6.10. The g_m/I_d of the NC-FinFET is better than the conventional FinFET overall, and the g_m/I_d of NC-FinFET at L_g=18nm and 16nm nearly hit the theoretical limits of 40 1/V at room temperature [85]. The g_d to drain current ratio is shown in Fig. 6.11. While g_d/I_d increases with shorter channel length for the FinFET due to the short channel effects, the
Fig. 6.10. $G_m/I_d$ versus drain current. NC-FinFETs have better $G_m/I_d$ performance than FinFETs overall.

Fig. 6.11. $G_d/I_d$ versus drain current. NC-FinFET has higher $G_m/I_d$ and lower $G_d/I_d$ leading to better analog performance.
trend of $g_d/I_d$ is the opposite for the NC-FinFET from $L_g=18\text{nm}$ to $L_g=16\text{nm}$ since the FE polarization induced by the inner-fringing field at short $L_g$ and high $V_d$ negates and overwhelms the short channel effect. For NC-FinFET at $L_g=14\text{nm}$ and $L_g=12\text{nm}$, $g_d/I_d$ increases at a much slower rate compared with FinFET. This benefits the intrinsic voltage gain, speed of both the static and pass-transistor logic, and noise margin of logic gates [86].

Table 6.2 shows another way to utilize NC-FinFETs’ potential “excess horsepower” in the intervening nodes. The $V_{DD}$ of the NC-FinFET is reduced for each $L_g$ by trial and error until $I_{on}$ and $I_{off}$ at $V_d=\text{reduced } V_{DD}$ match the IRDS $I_{on}$ and $I_{off}$ targets, respectively. The reduced (needed) $V_{DD}$ for the scaled NC-FinFET is shown in the last row of Table 6.2. Some IRDS $I_{off}$ and $I_{on}$ targets may be reachable below the target $V_{DD}$ by 70mV at significant power reduction.

Fig. 6.12 (a) shows the conduction band energy along the channel at $V_g=0$ and $V_d=V_{DD}$. The black arrow in Fig. 6.12 (a) demonstrates the reduction of the top-of-barrier (TOB) of FinFETs due to gate length scaling. In comparison, the red arrow in Fig. 6.12 (a), which indicates the reduction of the TOB in NC-FinFETs due to gate length scaling, is much shorter than the black arrow. Fig. 6.12 (a) shows that NC-FinFETs have better immunity toward gate length scaling. Fig. 6.12 (b) illustrates the reduced drain-induced barrier lowering effects at $L_g=12\text{nm}$. When the inner-fringing field, more significant at high

<table>
<thead>
<tr>
<th>“2018 IRDS” Node</th>
<th>“5”</th>
<th>“3”</th>
<th>“2.1”</th>
<th>“1.5”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year of Production</td>
<td>2020</td>
<td>2022</td>
<td>2025</td>
<td>2028</td>
</tr>
<tr>
<td>IRDS Target $V_{DD}$ (V)</td>
<td>0.70</td>
<td>0.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FinFET $V_{DD}$ needed to meet IRDS Target $I_{on}$</td>
<td>0.70</td>
<td>0.69</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>NC—FinFET $V_{DD}$ needed to meet IRDS Target $I_{on}$</td>
<td>0.63</td>
<td>0.63</td>
<td>0.61</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 6.2. $V_{DD}$ needed to reach IRDS target on-current ($I_{off}$ is fixed at 10nA/μm) for different IRDS nodes.
Fig. 6.12. (a) The potential barrier is higher in NC-FinFET (red) than in FinFET (black), and the difference is larger at \( L_g = 12 \text{nm} \) (solid) than at \( L_g = 18 \text{nm} \) (dash). (b) DIBL of NC-FinFET is smaller than FinFET. Note that the work function is not shifted in this figure.
$V_d$, goes through the channel to the FE film, it induces polarization in the FE such that the NC-FinFETs’ channel potential barrier (the red line in Fig. 6.12 (b)) becomes higher compared with FinFETs’ channel potential barrier (the black line in Fig. 6.12 (b)). That is why the reduction of the TOB due to the increase of drain bias in NC-FinFETs (the red arrow in Fig. 6.12 (b)) is smaller than the reduction of the TOB of FinFETs (the black arrow in Fig. 6.12 (b)).

6.4 Chapter Summary

NC may enable FinFET scaling 2 nodes beyond the “3nm node” without requiring thinner $W_{\text{fin}}$ or high-k film. We note that this is a TCAD simulation study that assumes the uniform FE film, which can be scaled from large-area NC-MOSCAP to small NCFET device without changing the properties of the FE film and can be put into production. On the other hand, future HZO optimization with a larger portion of active FE layer, multi-layer FEs [45], or varying FE along the channel [87], may lead to even much better NC performance in the future. NC may delay the need for nano-sheet FET in the near term and extend the nanosheet scalability in the long term.
Chapter 7

Negative Capacitance Enables GAA Scaling Beyond 0.5nm Node

We present a TCAD simulation of the negative capacitance gate-all-around (NCGAA) field-effect transistor with the 3-D Ginzburg-Landau-Khalatnikov Model. The baseline device is based on the 2020 IRDS Table, and the mobility model is calibrated to account for ballistic transport and to match the “1.5nm node” IRDS on-current requirement. The NC parameters are extracted from experimental C-V data. The NC-GAA shows a reduction in the off current by one order of magnitude and a 40% on-current boost. If the gate work function is shifted to align the NC-GAA’s off-current with the IRDS high-performance requirement, it is shown that NC-GAA can achieve every node’s on-current and VDD requirement through the “0.7eq node,” which is the last node predicted in the 2020 IRDS Table. Furthermore, NC-GAA can even achieve a “0.5eq node,” which is three additional nodes beyond the baseline “1.5nm node.” We also show that these benefits are retained over a varying set of ferroelectric parameters.

7.1 Motivation

The gate length ($L_g$) of transistors has witnessed continuous scaling [59]. At the nanometer scale, non-ideal effects such as drain-induced barrier lowering (DIBL), subthreshold slope (SS) degradation, random dopant fluctuation, etc., deteriorate device performance [88]. The high-$\kappa$ (HK) metal gate process [89], a key enabler for the extension of Moore’s Law, has helped reduce effective
oxide thickness (EOT) for DIBL and SS improvement, and has also allowed for flexibility of metal work function tuning to resolve the issue of random dopant fluctuation. The FinFET was later proposed to improve the gate-control and transistor density per-foot-print [90]. However, challenges remain when $L_g$ is more aggressively scaled. HK metal gate technologies have reached the end of their scalability limit as further reduction of SiO$_2$ thickness leads to severe mobility degradation due to remote Coulomb scattering [91]. Negative capacitance (NC) as a solution to extend Moore’s Law was proposed for use in the metal-oxide-semiconductor field-effect transistor (MOSFET) by Salahuddin et al. in 2008 [3]. Subsequent experiments on perovskite ferroelectrics (FE) confirmed the existence of NC [4,92]. However, perovskite FE s have scalability and reliability issues when integrating with complementary metal-oxide-semiconductor (CMOS) technologies. Fortunately, many experiments [51-52,66,68-69] reported ferroelectricity in thin films of hafnium oxide (HfO$_2$) and zirconium oxide (ZrO$_2$), materials that are already used in the production of advanced CMOS technologies. Thus, the application of NC for state-of-the-art CMOS technologies has become more
practical and feasible.

Two studies on NC’s benefits for FinFETs based on the International Roadmap for Devices and Systems (IRDS) have been accomplished via technology computer-aided design (TCAD) [75,93]. Nevertheless, state-of-the-art technology shifts from FinFETs to gate-all-around (GAA) FETs [94]. Sakib et al. studied metal-ferroelectric-metal-insulator-semiconductor (MFMIS) NC-GAAs via TCAD [95]. However, the simulated structure in the paper has an internal metal gate which is not desirable in practical logic devices, and the electrical characteristics of MFMIS are different from the metal-ferroelectric-insulator-semiconductor (MFIS) NCFET [38]. This paper will present the MFIS NC-GAA using Sentaurus TCAD and the 3-D Ginzburg-Landau-Khalatnikov Equation. The FE parameters are extracted

Table 7.1. Key parameters of the simulated GAA device.
Fig. 7.2. (a) NC gate stack that mimics the device structure in [19]. (b) Capacitance versus gate voltage. The black square symbols are experiment data from [19], the blue curve is with only 0.5 nm IL layer, and the red curve is with 0.5 nm IL layer and 1.5 nm FE layer. The equivalent extracted $P_r$ and $E_c$ are shown on the top-right corner.
from the C-V of a MOS capacitor in published experimental data [96].

### 7.2 TCAD Simulation Setup

In this section, the assumption of this study, device parameters, and physics models will be explained in detail. A GAA geometry is created using Sentaurus Structure Editor [97]. In Fig. 7.1 (b), the width of the GAA ($W_{\text{GAA}}$) is 20 nm, the thickness of the GAA ($T_{\text{GAA}}$) is 6 nm, the thickness of the interfacial layer (IL) is 0.5 nm, of the HK/FE is 1.5 nm, and the corners are rounded. In Fig. 7.1 (c), the gate length ($L_g$) is 12 nm, the spacer length ($L_{\text{SP}}$) is 4 nm with $\kappa=3$, the doping concentration in the channel is $5 \times 10^{15}$, the doping concentration in the source/drain is $2 \times 10^{20}$ with decay as gaussian distribution into the channel. $L_g$, $W_{\text{GAA}}$, $T_{\text{GAA}}$, and $L_{\text{SP}}$ follow the specifications of the 2020 IRDS “1.5 nm node” [98]. The gate stack of the baseline in the simulation is calibrated to an EOT of 0.9 nm, which is specified in the IRDS table [98].

The physics models used in the simulation include fermi statistics, phonon scattering model, Coulomb scattering, velocity saturation, thin-layer mobility, Shockley-Read-Hall (SRH) recombination, and quantum potential model [53]. The 3-D Ginzburg-Landau-Khalatnikov Equation is additionally solved for the NC-GAA simulations. The on/off current specified by the IRDS “1.5 nm node” is used to calibrate the mobility parameters. The saturation velocity parameter is increased by around 28% to account for ballistic transport and to reach the IRDS “1.5nm node” on-current requirement while keeping all other mobility parameters the same as the Sentaurus default Si-calibrated ones. FE parameters are extracted from a C-V of an NC-MOSCAP with a 1.5 nm thick FE [96]. The 1.5 nm thickness was confirmed by high-resolution transmission electron microscopy (HE-TEM) in [96]. Direct measurement of the P-E loop of the FE is too leaky, and the characteristics of the FE when sandwiched by metals are not necessarily the same as the characteristics of an FE incorporated in a MOSCAP structure, hence why the FE parameters are extracted from the NC-MOSCAP C-V. The gate stack structure is rebuilt in Sentaurus TCAD according to the HE-TEM image [96] (Fig. 7.2 (a)). In Fig. 7.2 (b), the blue curve is the simulated C-V when there is no 1.5 nm FE layer with only 0.5 nm IL remaining. Still, the capacitance value is smaller than the measurement data
from [96]. After bringing in FE parameters of $P_r = 22 \frac{\mu C}{cm^2}$, $E_c = 1.8 \frac{MV}{cm}$, and background dielectric constant of 19.5, the red curve, which is the simulated C-V of the structure in Fig. 7.2 (a), fits the measurement data well. Equivalently, $\alpha \approx -1.1 \times 10^{11} \frac{cm}{F}$ and $\beta \approx 1.1 \times 10^{20} \frac{cm^5}{FC^2}$, the strength of the polarization gradient (domain coupling) is set to be $5 \times 10^{-5} \frac{cm^3}{F}$ (on the same order as [16]), and the viscosity is set to be 0 since there is no transient simulation in this study.

Fig. 7.3. 2-D FE polarization vector plot. (a) Cross section along the channel at $V_g = 0$ and $V_d = 0.65V$. (b) Cross section at middle of the channel at $V_g = 0$ and $V_d = 0.65V$. (c) Cross section along the channel at $V_g = 0.65V$ and $V_d = 0.65V$. (d) Cross section at middle of the channel at $V_g = 0.65V$ and $V_d = 0.65V$. 
7.3 Results and Discussion

For the following section, a GAA with an HfO$_2$ high-k layer will be called HK-GAA, and a GAA with an HZO ferroelectric layer will be called NC-GAA. Once the HK-GAA baseline is set up and NC parameters extracted, the following analysis and comparison of NC-GAA and HK-GAA can be performed. Fig. 7.3 shows the 2-D FE polarization vector plot at different cross-sections. Fringing field-induced polarization can be seen in Fig. 7.3 (a), and the direction of the polarization vector is from source/drain to gate. In the on-state, where $V_g = 0.65\text{V}$ and $V_d = 0.65\text{V}$, the direction of the FE polarization is from gate to source at the source side, while the direction of the FE polarization is from drain to gate at the drain side, as shown in Fig. 7.3 (c). Fig. 7.3 demonstrates that the 3-D Ginzburg-Landau-Khalatnikov Equation used in this simulation work more accurately reflects the behavior of the actual device in comparison to an FET simulation only coupled with

![Graph](image)

**Fig. 7.4** $I_d$-$V_g$ plot of HK-GAA and NC-GAA before work function shift. NC-GAA has around one order off-current reduction and around 40% on-current boost.
the simplified 1-D Landau Equation. Fig. 7.4 shows the $I_d$-$V_g$ plot of the HK-GAA and NC-GAA. With the help of the fringing-field-induced potential, the NC-GAA shows $\sim$1 order off-current reduction, so the barrier height of conduction band energy is higher. NC-GAA also shows about a 40% on-current boost thanks to voltage amplification in the on-state. To compare the resulting on/off-current more comprehensively, $I_{on}$-$I_{off}$ curves for $V_{DD}$ values of 0.65V, 0.55V, and 0.45V are plotted in Fig. 7.5. $V_{DD}$ can be reduced by more than 0.1V while maintaining the same on-off ratio in the high-performance region. For example, the dashed black curve (HK-GAA at $V_{DD} = 0.65$V) lies above the solid red curve (NC-GAA at $V_{DD}=0.55$V) when $I_{on} > 550 \mu A/\mu m$, meaning that the off-current of the NC-GAA is smaller than HK-GAA for the same on-current and at a reduced $V_{DD}$. For the low-power case
(I_{on} = 521 \mu A/\mu m and I_{off} = 100pA/\mu m), the benefit of V_{DD} reduction is smaller in comparison to the high-performance case, but the benefit is still a 0.1V V_{DD} reduction. The reason why the V_{DD} benefit is larger at higher on-current is due to the fact that NC’s benefits are the most substantial in weak to strong inversion, where the capacitance of the IL and Si channel (C_{mox}) is large enough for good capacitance matching. This result differs from the sub-60 mV/dec benefit, most often cited for NCFET devices.

Table 7.2 lists some key numbers from IRDS and this simulation work. The first row is the year of production; the second row is the IRDS node label; the third row is the target V_{DD} given by IRDS; the fourth row is the on-current requirement specified by IRDS; and the fifth and sixth rows are V_{DD} simulation results of HK-GAA and NC-GAA, respectively. The last column shaded in green is our projection, which may differ from the future IRDS specification. HK-GAA can only reach the target V_{DD} at the “1.5nm node” in the fifth row. In contrast, the NC-GAA can beat the target V_{DDS} at every node until our predicted “0.5nm node.” The target VDD can be reduced to below 0.5 under the on-current requirement of the IRDS “0.7eq node.”

Fig. 7.6 shows the electron density of HK-GAA and NC-GAA, where their on-current is matched with each other by reducing the V_{DD} of the NC-GAA from 0.65V to 0.52V. The channel is plotted from x = -6 nm to x = 6 nm, with x = -5 nm near the source side, x = 0 at middle of the channel, and x = 5 nm

<table>
<thead>
<tr>
<th>Year of Production</th>
<th>2028</th>
<th>2031</th>
<th>2034</th>
<th>2037</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node Labeling (nm)</td>
<td>“1.5”</td>
<td>“1.0 eq”</td>
<td>“0.7eq”</td>
<td>“0.5 eq”</td>
</tr>
<tr>
<td>Target VDD (V)</td>
<td>0.65</td>
<td>0.60</td>
<td>0.55</td>
<td>0.50</td>
</tr>
<tr>
<td>I_{on} (\mu A/\mu m) at I_{off}=10nmA/\mu m</td>
<td>924</td>
<td>849</td>
<td>760</td>
<td>760</td>
</tr>
<tr>
<td>Required VDD (V) for HK-GAA</td>
<td>0.65</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Required VDD (V) for NC-GAA</td>
<td>0.52</td>
<td>0.51</td>
<td>0.49</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 7.2 Simulation results compared with IRDS specifications. The row with yellow background is NC-GAA's required V_{DD}, and the column with green background is the additional predicted node which is not on the IRDS Table.
near the drain side. At the source side \((x = -5 \text{ nm})\), NC-GAA has a higher electron density to compensate for the effect of reduced \(V_d\) in order to achieve the same on-current level. However, the electron density is not higher near the drain side \((x = 5 \text{ nm})\) due to the effect of voltage reduction by the FE, as explained in Fig. 7.3(c). Fig. 7.6 also shows the corner effect, demonstrating that electron density is higher at the corners. SS versus \(I_d\) is shown in Fig. 7.7. The minimum SS of HK-GAA is around 70 mV/dec, the minimum SS of NC-GAA is around 63 mV/dec, and a 7 mV/dec improvement is achieved. NC’s benefits are larger in the weak inversion region when \(C_{\text{mos}}\) is larger to achieve a better capacitance matching condition. Fig. 7.7 shows that a large SS improvement (13 mV/dec) is achieved at the threshold current. Note that although sub-60 mV/dec swing is not achieved in this simulation result, the NC benefits on the GAA structure are still substantial enough to extend the IRDS roadmap by three nodes.

Fig. 7.8 shows the potential at the metal gate, the FE/IL interface, and the Si surface at \(V_g = 0.25V, 0.35V, \text{ and } 0.45V\). Near the source side \((x = -6 \text{ nm})\), FE provides voltage reduction (since the dashed black line sits below the solid
black line) at $V_g = 0.25V$, whereas the FE provides voltage amplification (since the dashed blue line sits above the solid blue line) at $V_g = 0.45V$. This transition happens around the threshold voltage. At $V_g = 0.45V$, there is voltage reduction at the drain side ($x = 6$ nm), indicated by the green arrow. When interpreting Fig. 7.8, there are two important values to look at: the voltage provided by the FE and the electric field in the IL. The difference between the solid line and the dashed line is the voltage provided by FE. When the solid line is higher than the dashed line, FE provides voltage reduction and vice versa. The difference between the dashed line and the dotted line is the voltage consumed by IL. When the dashed line is higher than the dotted line, the direction of the electric field is pointing from the gate to the channel and vice versa. Two aspects of the short channel effect are demonstrated in Fig. 7.9. Fig. 7.9 (a) shows a comparison of DIBL between the HK-GAA and NC-GAA. The NC-GAA has a significantly reduced barrier drop (indicated by the
red arrow) when $V_d$ increases from 0.05V to 0.65V compared to the HK-GAA (indicated by the black arrow). Fig. 7.9 (b) compares barrier lowering due to $L_g$ reduction between the HK-GAA and the NC-GAA. The NC-GAA also has a much smaller barrier lowering compared with the HK-GAA. Fig. 7.9 demonstrates that NC has better gate control and weaker DIBL. FE polarization points more from the drain to the gate when the drain bias increases. The potential drops more from the gate to the channel (since the polarization and electric field are in the opposite directions in the NC region) such that the barrier height increases. When this effect is stronger than the capacitance coupling from the drain to the top-of-the-barrier, negative DIBL occurs.

Fig. 7.10 shows additional scenarios in which either $P_r$ is increased from 22 to 30 $\mu$C/cm$^2$ or $E_c$ is reduced from 1.8 to 1.0 MV/cm. The on-current boost and the off-current reduction benefits are still substantial, showing the robustness of NC-related benefits against variation in FE parameters.
Fig. 7.9. Conduction band energy at $V_g=0$ along the channel. Comparison of (a) drain-induced barrier lowering and (b) barrier lowering due to $L_g$ reduction between HK-GAA and NC-GAA.
Chapter Summary

The GAA structure is built based on the 2020 IRDS Table. The NC parameters are extracted from published 1.5 nm HZO experimental MOSCAP C-V data. The direct comparison of NC-GAA and HK-GAA shows one order of magnitude off-current reduction and 40% on-current boost. If the work function is shifted to align the off-current at 10 nA/μm (IRDS HP standard), the NC-GAA can beat the on-current and VDD requirement of the “0.7eq node” is the last node predicted by the 2020 IRDS Table. Our predicted node, the “0.5eq node,” is also achieved by the NC-GAA. Detailed analyses, including electron density, potentials, and short channel effects, are also presented. It is shown that NC has more benefits at weak inversion when $C_{mos}$ is closer to the absolute value.

Fig. 7.10. $I_d$-$V_g$ plot at $V_d=0.65V$ under different NC parameters. The black is HK-GAA baseline, the red is NC of $P_r = 30 \, \mu C/cm^2$ and $E_c = 1.8MV/cm$, the green is NC of $P_r = 22 \, \mu C/cm^2$ and $E_c = 1.0MV/cm$, and the blue is NC of $P_r = 22 \, \mu C/cm^2$ and $E_c = 1.8MV/cm$. 
of $C_{FE}$, which differs from the conventional understanding that a sub-60 mV/dec swing is the signature of the NC effect. Last but not least, the variation sensitivity test is performed, which shows that NC’s benefits are not sensitive to variations of NC parameters.
Chapter 8
Compact Model and Benefits of Antiferroelectric in NCFETs

8.1 Motivation

Ferroelectric (FE) and anti-ferroelectric (AFE) have various applications in electron devices, including negative capacitance field-effect transistor (NCFET) [3], ferroelectric random-access memory (FeRAM) [99], ferroelectric FET (FeFET) [100], and ferroelectric tunnel junctions (FTJ) [101-102]. NCFETs can achieve better gate control by stacking an FE layer on top of a dielectric (DE) gate oxide layer. An NCFET is called stabilized when the DE capacitance is larger than the absolute value of the FE capacitance, leading to larger gate capacitance (compared with the gate capacitance without an FE layer) [3]. NCFETs show steeper subthreshold slope (SS), improved drain-induced barrier lowering, larger on-off ratio under the same supply voltage. There are a lot of NCFET re-search going on [20,29,103,104], and many researchers dedicate themself to making this technology realized in the real world.

Many NCFET papers focus on FE-based NCFETs, but few of them discuss the role of AFE in NCFETs [105]. In this paper, a compact model of multilayers of FE and AFE will be proposed first. The model will be later used for proof of concept of benefits of AFE in NCFET gate stack. Finally, the model will be tested under 17-stage ring oscillator to demonstrate its robustness.
Fig. 8.1. Schematic of the proposed model. The NC model is implemented in BSIM-CMG. BSIM-CMG has a few geometry options, including but not limited to (a) cylindrical gate and (b) FinFET.

Fig. 8.2. Baseline model fitting with Intel 10nm high performance and low-power measurement data.
8.2 Methods

The NC model is built on Berkeley short-channel IGFET model-common multi-gate (BSIM-CMG), and it has a few options for geometry, including double gate, triple gate, nanosheet, cylindrical gate, and FinFET (schematics of cylindrical gate and FinFET are shown in Fig. 8.1). BSIM-CMG predicts charges and current-voltage characteristics accurately [106]. The model can be divided into two major steps. Firstly, a single unified charge model (UCM), which is a closed form equation between mobile charges and four terminal voltages (VG, VS, VB) as follows [38]:

\[ v_G - v_o - v_{ch} = -q_m + \ln(-q_m) + \ln \left( \frac{q_t^2}{e^{q_t - q_t - 1}} \right) \] (8.1)

where \( v_G \) is VG normalized by thermal voltage (kT/q), \( v_o \) and \( q_t \) are defined in Table 8.1, and \( v_{ch} \) is channel potential normalized by thermal voltage. In Table 8.1, there are four model parameters, insulator capacitance (Cins), channel area (Ach), channel doping (Nch), and effective channel width (Weff), respectively. This baseline model is tested for 10nm node high performance and low-power FinFET [54], and it models the experimental data accurately as shown in Fig. 8.2.

Relationship between electric-field (E) and polarization (P) in FE and AFE are described by Landau-Khalatnikov (L-K) Equation (Eq. 8.2) [107] and Kittel Model (Eq. 8.3) [108-110], respectively:

\[ E_{FE} = 2\alpha P + 4\beta P^3 + 6\gamma P^5 \] (8.2)

\[ E_{AFE} = (2\alpha_p + \alpha_n + 12\beta_{AFE} P_{a}^2)P - P_a (\alpha_n + 18\beta_{AFE} P^2) - \beta_{AFE} (2P_a - P)^3 + 7\beta_{AFE} P^3 \] (8.3)

where \( \alpha, \beta, \) and \( \gamma \) in Eq. 8.2 are material parameters of the FE and AFE, \( \alpha_p, \alpha_n, \beta_{AFE}, \) and \( P_a \) are AFE parameters. To solve these equations seamlessly, Eq. (8.2) and (8.3) are further normalized to be Eq. (8.3) and (8.4).

\[ v_{FE} = -(a_0 q_{ch} + b_0 q_{ch}^3 + c_0 q_{ch}^5) \] (8.4)

\[ v_{AFE} = -(2a_{1p} + \alpha_{1n} + 12b_1 P_{a1}^2)q_{ch} - P_{a1} (a_{1n} + 18b_1 q_{ch}^2) - b_1 (2P_{a1} - q_{ch})^3 + 7b_1 q_{ch}^3 \] (8.5)

where \( a_0, b_0, c_0, a_{1p}, a_{1n}, b_1, \) and \( P_{a1} \) are listed in Table 8.1. With additional
FE and AFE layers Eq. 8.1 should be modified as follow:

\[ v_G - v_{FE} - v_{AFE} - v_o - v_{ch} = -q_m + \ln(-q_m) +\ln\left(\frac{q_t^2}{e^{qt-qt-1}}\right) \quad (8.6) \]

By solving Eq. 8.4-8.6 iteratively, source side charges and drain side charges can be calculated by plugging in channel voltage = 0 or \( V_D \). Noted that the model can be only applied when the capacitance matching condition (the total differential capacitance is positive) is satisfied [3].

Once the source and drain charges are computed, the current is calculated by integrated inversion charge in the channel in BSIM-CMG [106]:

\[ i_{DS} = \int_{0}^{v_{DS}} q_m d v_ch \quad (8.7) \]

where \( i_{DS} \) is normalized drain current, \( q_m \) is inversion charge, and \( v_ch \) is
Fig. 8.3. Architecture of the proposed model. Source and drain side channel inversion charges are calculated first. Drain current are calculated by Gauss-Legendre Quadrature.

Fig. 8.4. Charge versus voltage relation in AFE. Different $\alpha$ values are simulated, and beta value is fixed.

potential in the channel. Eq. 8.7 can be implemented using Gauss-Legendre quadrature:
\[ i_{DS} \approx \sum_{i=1}^{n} q_m (v_{ch,i}) w_i \quad (8.8) \]

where \( v_{ch,i} \) is given by \( v_{ch,i} = \frac{(v_D - v_S)(x_i + 1)}{2 + v_s} \), \( n \) is the number of Gauss sample points in the integration, and \( x_i \) and \( w_i \) are the abscissas and weights of the Gauss-Legendre quadrature [38]. The architecture of the model is illustrated in Fig. 8.3.

---
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**Fig. 8.5.** (a) Absolute value of capacitance versus charge. The black curve is gate capacitance with only a 1nm SiO2 layer. The red curve is the capacitance absolute value of a 2nm FE layer with \( \alpha_{FE} = -4.33 \times 10^9 \left( \frac{m}{F} \right) \) and \( \beta_{FE} = 2.4 \times 10^{12} \left( \frac{\text{Coul}^2 m^5}{F} \right) \). The blue curve is the capacitance absolute value of a 2nm FE layer and a 0.5nm AFE layer with \( \alpha_{FE} = -5.63 \times 10^9 \left( \frac{m}{F} \right), \beta_{FE} = 2.4 \times 10^{12} \left( \frac{\text{Coul}^2 m^5}{F} \right) \), and \( P_a = 3 \times 10^{-2} \left( \frac{\text{Coul}}{m^2} \right) \). (b) Voltage of AFE or FE versus gate charge. The blue curve is the sum of the black and the red curves.
8.3 Results

In this section, a few output plots from the proposed model will be demonstrated. In Fig. 8.4, effect of changing $\alpha_{AFE}$ value is demonstrated. When $\alpha_{AFE} = -9 \times 10^6$ m/F (the red curve), there is no negative capacitance region. When $\alpha_{AFE} = -2.9 \times 10^7$ m/F (the black curve), negative capacitance region starts to appear. With $\alpha_{AFE} = -4.9 \times 10^7$ m/F (the blue curve), negative capacitance region further enlarges. In general, negative capacitance region is larger, and the absolute value of the negative capacitance becomes smaller with more negative the $\alpha_{AFE}$.

To better demonstrate the proposed model, an optimized NCFET with an FE layer and an AFE layer is compared with an optimized NCFET with only an FE layer. Capacitance matching condition is shown in Fig. 8.5 (a). Combination of FE and AFE (the blue curve) has better overall capacitance
matching. Fig. 8.5 (b) shows the AFE layer has non-linear capacitance at different charge, so the total capacitance, the blue curve in Fig. 8.5 (a) can be modulated and maintain the same negative capacitance value at higher gate charges. Fig 8.6. shows that the FE+AFE case (the blue) has sharper transition than the FE only case (the red), leading to the improved on/off ratio or lower required $V_{DD}$.

### 8.4 Chapter summary

This session demonstrates how AFE Kittel’s equation could be implemented as an additional layer in NCFET compact model, including the charge calculation and current integral approximated by Gauss-Legendre Quadrature. In addition, the benefits of additional AFE layers are demonstrated. Additional AFE layer can improve capacitance matching from subthreshold region to strong inversion region.
Chapter 9
Deep Learning-Based BSIM-CMG Parameter Extraction for 10nm FinFET

A new deep learning-based parameter extraction method is presented in this section. 50K training cases are generated by Monte Carlo simulations of these pre-selected parameters in BSIM-CMG. Deep learning models are trained using backward propagation with $C_{gg-V_g}$ and $I_{d-V_g}$ as the input and selected BSIM-CMG parameters as the output. A TCAD simulated FinFET device, calibrated to Intel 10nm node, is used to test the deep learning models. The deep learning-based parameters extraction results show an excellent fit to capacitance and drain current data, with 0.16% RMS error in $C_{gg-V_g}$ and 6.1% RMS error in $I_{d-V_g}$ (0.69% RMS error in above-threshold-voltage $I_{d-V_g}$), respectively. In addition, devices with a 10% variation in gate length and oxide-thickness are successfully modeled with the trained deep learning model. The results show tremendous promise in using the deep learning-based models for parameters extraction.

9.1 Motivation

Compact models are the fundamental block for integrated circuit simulations. Circuit simulation results would not be accurate and efficient without accurate and fast compact models. A device compact model models the charges and current behavior of a transistor/device given the voltages at terminals. An excellent compact model models the measurement data well and has a short computation time. A compact model cannot be used without the
A crucial step of parameter extraction. During parameter extraction, the parameters in the compact model will be determined by fitting the compact model simulations to the measurement data of specific device technology.

With the scaling of complementary metal-oxide-semiconductor (CMOS) technology, more and more non-ideal effects such as the short channel effect start to appear [111]-[112]. Nowadays, equations and parameters in compact models have become more complicated to capture the non-ideal effects in state-of-the-art devices. For example, there are more than a thousand parameters in the latest version (111.1.0) of Berkeley Short-channel IGFET (BSIM) Common Multi-Gate (CMG) [113]. Traditionally, device model
engineers extract compact model parameters by tuning parameters manually and checking the output capacitance and current fitting by humans and/or semi-automated extraction programs. The extraction process takes a lot of effort and requires experience.

There are a few machine learning applications in compact models. A few papers use the artificial neural network as an alternative to conventional compact models [114-117]. Alia et al. propose using machine learning to accelerate the genetic algorithm-based parameter extraction [118]. Nevertheless, the total replacement of conventional compact models by machine learning has a long way to go (methods proposed in [114-117]), and using genetic algorithm bases parameter extraction is computationally too expensive (the technique proposed in [118]).

This session will present a deep-learning (DL)-based parameter extraction method that can generate a set of BSIM-CMG parameters within a second. Parameters extraction for $C_{gg}-V_g$ and $I_d-V_g$ will be demonstrated in this paper. The rest of the article follows the flow in Fig. 9.1. It is organized as follows: In section II, the Proposed Method, parameters extraction flow, DL architecture, and how the training data are generated will be explained. In section III, the DL-based parameters extraction results from TCAD data will be shown. Finally, the conclusion will be drawn in section IV.

### 9.2 Proposed Methods

BSIM-CMG is the industry-standard compact model for FinFET and beyond technologies. Key BSIM-CMG parameters are selected as DL model outputs, listed in Fig. 9.2. In the C-V fit (Fig. 9.2 (a)), PHIG represents work function, CFS represents outer fringing capacitance, TOXP represents physical oxide thickness in the capacitance model, and CGSL represents the overlap capacitance of the gate and source/drain extension area. In the Id-Vg fit (Fig. 9.2 (b)), CIT represents subthreshold slope (SS) degradation, U0 means mobility, UA represents mobility degradation in the strong inversion region, EU can change the transconductance (gm) shape in the strong inversion region, ETA0 models the drain-induced barrier lowering (DIBL) effect, CDSCD models drain bias-dependent sub-threshold slope degradation, VSAT1 models the saturation velocity, and KSATIV is related to drain bias-dependency in current.
Fig. 9.2 also shows the architecture of the DL model. Scikit-learn Multi-layer Perceptron package [119] is used. In Fig. 9.2 (a), the DL model for $C_{gg-Vg}$ related parameters extraction consists of six hidden layers with each size of 100 neurons (total parameters number for the C-V DL model is ~57,500). The input is $C_{gg-Vg}$ data range from 0V to 0.7V with a step size of 0.01V. In Fig. 9.2 (b), the DL model for Id-Vg related parameters extraction comprises six hidden layers with each size of 300 neurons (total parameters number for the I-V DL model is ~537,600). The input is Id-Vg at Vd=0.05V and 0.7V, gm at Vd=0.05V and 0.7V with Vg step size of 0.01V, and the PHIG value from Fig. 9.2 (a) output. ReLU [120] is used as the activation function for the hidden layers in the DL models, and there is no activation function at the output layer. “Adam” solver is used for optimization; batch size, learning rate, and regularization parameters are set to be default values.

The baseline TCAD data is calibrated to Intel 10nm node [54]. A baseline BSIM-CMG model is extracted from the TCAD data manually. From this BSIM-CMG model, 50k of Monte-Carlo simulations are performed to generate training data sets. The Monte Carlo sampling method is chosen because it has better coverage for the nonlinear dataset than pre-assigned-
value sampling. A total 45k number of data points are used to train the DL model. The rest 5k number of data points are used for validation. According to the specification, geometry-related parameters defined by technology are pre-assigned values, such as gate length (L), effective oxide thickness (EOT), fin height (HFIN), fin thickness (TFIN), and the number of fingers (NFIN). Selected BSIM-CMG parameters listed in Fig. 9.2, such as PHIG, TOXP, CIT, U0, and KSATIV, are varied randomly as uniform distribution during Monte Carlo simulations. The variation ranges for these parameters have been selected based on our experience of modeling various FinFET technologies (±0.1 for PHIG and ±50% for the others). All the other BSIM-CMG parameters are set to their default values. 10% of Monte Carlo simulation data is assigned as testing data, and 10% of the training data is assigned as
validation data in the model training stage. The training stops after no improvement in loss function over the validation data for ten consecutive epochs to avoid overfitting. The score difference between the training and testing sets is within 1% to ensure no overfitting. All the input and output are scaled between 0 and 1. Note that the scalars for different bias points will be different. For example, Vg=0.5V & Vd=0.5V and Vg=0.2V & Vd=0.5V used different scalar because there are at the different elements in the input array.

9.3 Results and Discussion

After training, in the inference stage, the baseline TCAD data is used as the input to test if the trained DL model can extract BSIM-CMG parameters for this data. DL-based engine outputs BSIM-CMG parameters, then put in the HSPICE simulations. The results are plotted in Fig. 9.3. The RMS error of the Cgg-Vg fit in (a) is 0.16%, and the RMS error of the Id-Vg fit in (b) is 6.1% (the subthreshold region dominates the overall RMS error). The RMS error of the above-threshold-voltage Id-Vg fit in (b) is 0.69%. The first and second derivatives of the drain current with respect to the gate voltage are shown in (c) and (d), respectively. Id-Vd results are shown in (e). These results show an excellent model accuracy in all the characteristics.

There is no guarantee that the actual devices always comply with technology specifications because of the process variations [121] and other uncertainties, such as slight deviation from the roadmap designs. To further test the DL-based extraction process, we generated additional TCAD data for four devices with a ±10% variation in Lg and EOT compared to the baseline TCAD device. Before feeding these various TCAD cases into the DL model, we checked their C-V and I-V and ensured they were bounded by the training data set. DL-based model extraction showed good accuracy for these devices as well as shown in Fig. 9.4. Note that Lg is not changed in BSIM-CMG for TCAD gate length variation, and the deep learning model can still fit the TCAD data. In Fig. 9.4, the RMS error of the Cgg-Vg fit is 0.24%, and the RMS error of the Id-Vg fit is 13.47% (the RMS error of the above-threshold-voltage Id-Vg fit is 1.6%). For example, the DL model captures the increase of capacitance due to the rise of Lg (magenta in Fig. 9.4 (a)). Furthermore, the SS degradation due to a decrease in Lg (blue in Fig. 9.4 (b)) is also captured.
Table 9.1 shows the output of the DL parameters extraction models for five testing cases. In the column of TOXP, a physical oxides thickness parameter,
the value in +10% EOT is 1.97n, which is 11.3% higher than the value of 1.77n in the baseline. The value of TOXP in -10% EOT is 1.51n, which is 14.7% lower than the value in the baseline. In the column of CIT (an SS degradation parameter), values in +10% EOT and -10% Lg are more significant than the value of the baseline, which means SS degrades. On the other hand, the CIT values in +10% Lg and -10% EOT are smaller than the baseline, which means better SS. In the column of U0 and UA, U0 values are both larger in -10% EOT and -10% Lg compared with the baseline, representing higher on-current. The UA (a surface roughness scattering related 

<table>
<thead>
<tr>
<th>case \ parameter</th>
<th>PHIG (V)</th>
<th>CFS (F/m)</th>
<th>TOXP (m)</th>
<th>CGSL (F/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>4.519</td>
<td>154p</td>
<td>1.77n</td>
<td>137p</td>
</tr>
<tr>
<td>+10% EOT</td>
<td>4.516</td>
<td>157p</td>
<td>1.97n</td>
<td>131p</td>
</tr>
<tr>
<td>+10% Lg</td>
<td>4.516</td>
<td>189p</td>
<td>1.45n</td>
<td>110p</td>
</tr>
<tr>
<td>-10% EOT</td>
<td>4.523</td>
<td>146p</td>
<td>1.51n</td>
<td>152p</td>
</tr>
<tr>
<td>-10% Lg</td>
<td>4.517</td>
<td>164p</td>
<td>2.15n</td>
<td>116p</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>case \ parameter</th>
<th>CIT (F/m^2)</th>
<th>U0 (m^2/(V*s))</th>
<th>UA</th>
<th>EU</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>3.97</td>
<td>54.8m</td>
<td>4.38</td>
<td>0.935</td>
</tr>
<tr>
<td>+10% EOT</td>
<td>4.33</td>
<td>48.8m</td>
<td>3.97</td>
<td>0.944</td>
</tr>
<tr>
<td>+10% Lg</td>
<td>3.22</td>
<td>48.6m</td>
<td>3.97</td>
<td>0.912</td>
</tr>
<tr>
<td>-10% EOT</td>
<td>3.43</td>
<td>64.4m</td>
<td>5.21</td>
<td>0.954</td>
</tr>
<tr>
<td>-10% Lg</td>
<td>5.39</td>
<td>64.4m</td>
<td>4.88</td>
<td>1.017</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>case \ parameter</th>
<th>ETA0</th>
<th>CDSCD (F/m^2)</th>
<th>VSAT1 (m/s)</th>
<th>KSATIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>4.49</td>
<td>0.731m</td>
<td>116k</td>
<td>1.88</td>
</tr>
<tr>
<td>+10% EOT</td>
<td>5.30</td>
<td>0.814m</td>
<td>109k</td>
<td>1.79</td>
</tr>
<tr>
<td>+10% Lg</td>
<td>3.70</td>
<td>1.035m</td>
<td>110k</td>
<td>1.85</td>
</tr>
<tr>
<td>-10% EOT</td>
<td>3.63</td>
<td>0.491m</td>
<td>128k</td>
<td>2.00</td>
</tr>
<tr>
<td>-10% Lg</td>
<td>6.32</td>
<td>6.158m</td>
<td>121k</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Table 9.1. DL model output values under different testing cases. The colored values will be discussed.
parameter) value in -10% EOT is larger than the UA value in -10% Lg, consistent with the physics that reducing EOT will have a more significant effect on the surface roughness scattering than reducing Lg. In the column of ETA0 and CDSCD, the values in -10% Lg are larger, representing larger DIBL and drain-bias dependent SS degradation.

The baseline model card can be determined by the IRDS specification for future technology. The variation of the selected BSIM-CMG parameters in the Montel Carlo training data generation should be designed well according to the potential deviation of silicon data from the IRDS table.

### 9.4 Chapter Summary

We demonstrate a new approach for parameters extraction for BSIM-CMG, a deep learning-based model. The paper covers the flow and the architecture of the DL models, how training data are generated, and the results from TCAD data. The DL shows an excellent fit with the baseline TCAD data with 0.16% RMS error in $C_{gg} - V_g$ and 0.69% RMS error in above-threshold-voltage $I_d - V_g$. This DL approach can extract parameters within a second (compared to the conventional manual fitting of hours to days) with pre-trained models and be applied to general compact models.
Chapter 10
Deep-Learning-Assisted Physics-Driven GAAFET I-V Modeling

In this work, we propose using deep learning to improve the accuracy of the partially-physics-based conventional MOSFET current-voltage model. The benefits of having some physics-driven features in the model are discussed. Using a portion of the Berkeley Short-channel IGFET Common-Multi-Gate (BSIM-CMG), the industry-standard FinFET and GAAFET compact model, as the physics model and a 3-layer neural network with 6 neurons per layer, the resultant model can well predict $I-V$, output conductance, and transconductance of a TCAD-simulated gate-all-around transistor (GAAFET) with outstanding 3-sigma errors of 1.3%, 4.1%, and 2.9%, respectively. Implications for circuit simulation are also discussed.

10.1 Motivation

Accurate and fast current-voltage ($I-V$) models are critical for integrated circuit simulation. Compact models are traditionally derived from physics [106,122,123]; they involve solving nonlinear differential equations approximately where closed-form solutions may not exist. Furthermore, as transistors are scaled, equations that account for nanoscale effects and non-idealities become more mathematically complicated. By sacrificing accuracy, semi-empirical models with fitting parameters are commonly used. To improve model accuracy, pure look-up-table [124] or deep-learning-based
transistor models [114-117,125-127] have recently been proposed in which the measured IV data were tabulated or used for model training. However, some of these approaches result in non-physical behavior such as non-zero current at VDS = 0V and/or asymmetric IV model. Furthermore, the modeling of variation is complex in the pure deep-learning-based model.

To alleviate these, a deep-learning assisted, partially-physics-based, IV model that combines the advantages of both strategies is presented in this paper. The rest of this article is organized as follows. Section II sets up the model framework and discusses the physics-driven requirements. Then, sections III and IV present the neural network design and dataset, respectively. Using Berkeley Short-channel IGFET Common-Multi-Gate (BSIM-CMG) and the simulated IV characteristics of 12nm gate-length gate-all-around (GAAFET) technology as the physics model and the dataset, respectively, section V presents the modeling results. Implication on circuit simulations is also discussed. Finally, we conclude this paper in Section VI.

10.2 Deep-Learning-Assisted IV Model

We select the core BSIM-CMG [106] (IDS,BSIM) as the starting physics-based model. The charge density model, the transport model, and the terminal charge model are included in the core model. Then, a bias-dependent correction function $\varepsilon(V_{GS},V_{GD})$ is introduced to account for the aforementioned non-idealities not included in the core model:

$$I_{DS}(V_{GD},V_{GD}) = I_{DS,BSIM}(V_{GS},V_{GD}) \times \varepsilon(V_{GS},V_{GD})$$

(10.1)

in which $\varepsilon$ is to be trained by deep learning. Before doing so, we first discuss the physics-driven requirements on IDS and $\varepsilon$.

Physics requires IDS to be zero when VDS=0. Physics-based $I_{DS,BSIM}$ and therefore (1) always satisfy this requirement.

Furthermore, since transistors are symmetric devices, the direction of the current flow change if we swap the source and drain voltage, i.e. $IDS(V_{GS},V_{GD}) = -IDS(V_{GD},V_{GS})$, substituting this condition into (1), we get:

$$I_{DS,BSIM}(V_{GS},V_{GD}) \times \varepsilon(V_{GS},V_{GD}) = -I_{DS,BSIM}(V_{GD},V_{GS}) \times \varepsilon(V_{GD},V_{GS})$$

Since BSIM-CMG is symmetric, i.e. $IDS,BSIM(V_{GS},V_{GD}) = -IDS,BSIM(V_{GD},V_{GS})$, the correction function must be symmetric:

$\varepsilon(V_{GS},V_{DS}) = \varepsilon(V_{GD},V_{GS})$
This condition can be satisfied if we transform input \((V_{GS}, V_{GD})\) by \(T\) before feeding into the neural network:
\[
(u_1, u_2) = T(V_{GS}, V_{GD})
\]
where \(u_1 = V_{GS} + V_{GD}\) and \(u_2 = (V_{GS} - V_{GD})^2\)

(10.2)

To prove that \(T\) is symmetric, we simply swap \(V_D\) and \(V_S\):
\[
(u_1^*, u_2^*) = T(V_{GD}, V_{GS})
\]
where \(u_1^* = V_{GD} + V_{GS}\) and \(u_2^* = (V_{GD} - V_{GS})^2\)

Therefore \(u_1^* = u_1\), \(u_2^* = u_2\) and \(T(V_{GD}, V_{GS}) = T(V_{GS}, V_{GD})\).

Finally, IDS must be infinitely differentiable with respect to \(V_{GS}\) and \(V_{DS}\). The core model is physics-based and already meets this requirement. As a result, only the correction function, i.e., the activation function, must be infinitely differentiable. In addition, analog circuit applications also require accurate prediction for the output conductance \(g_{DS}\) and transconductance \(g_m\).

Another advantage of having a physics-based core model is that it is capable of predicting the effects of changing gate-length, channel-width, channel (fin or nano-sheet) thickness and doping concentration, gate work-function, and the gate effective-oxide-thickness—at least over a particular range such as +/-.

Fig 10.1. Deep-learning-assisted \(IV\) model architecture.
20% for the training target. Since the machine-learning-based correction function is independent of these physical variables and is the only function of VGS and VGD, the final model I-V should have a similar predictive capability as the physical core model. This ability is valuable for model manufacturing process variations. For a wide range of L and W, the core model’s parameters can be binned [128] or made functions of L and W. We will discuss the neural network design in the next section.

10.3 Neural Network Design

Fig. 10.1 shows the neural network design used in this work. Input (VGS,VGD) is first transformed with T before feeding into the neural network. After comparing several neural network designs, a 3-hidden-layer network with 6 neurons per layer is found to provide good model accuracy and fast training and is selected. Hyperbolic tangent function tanh is used as the activation function for the input and hidden layers due to its infinite differentiability. Since ε is always positive, the network is designed to train log(ε) for improved convergence. The resulting ε is multiplied by the physics model IDS,BSIM to obtain the final IDS,net, where the subscript net denotes the network output.

The cost function J is defined as the average root mean square relative errors in IDS, gds, and gm:

\[
J = \frac{1}{3} \left[ \frac{1}{m} \sum_{i=1}^{m} RE^2 \left( I_{IDS,net}^{(i)}, I_{IDS,data}^{(i)} \right) + \frac{1}{m} \sum_{i=1}^{m} RE^2 \left( gds_{net}^{(i)}, gds_{data}^{(i)} \right) + \frac{1}{m} \sum_{i=1}^{m} RE^2 \left( gm_{net}^{(i)}, gm_{data}^{(i)} \right) \right]
\]

(10.3)

where \( m \) is the training set sample size, \( i \) is the i-th sample, and subscript data denotes measured data. \( RE \) is the relative error:

\[
RE(x_{net}, x_{data}) = \frac{(x_{net} - x_{data})}{(x_{data} + \delta)}
\]

where \( \delta \) is a user-defined infinitesimal parameter that prevents numerical overflow. \( \delta = 1E-10 \) is used in this study.

The central difference method is used to estimate the derivatives. We first
define a perturbation voltage dv. During training, we feed (VGS,VGD) together with (VGS+dv,VGD+dv), (VGS-dv,VGD-dv), (VGS,VGD-dv), (VGS,VGD+dv) into the neural network to compute IDS,net(VGS,VGD), IDS,net(VGS+), IDS,net (VGS-), IDS,net(VDS+), IDS,net(VDS-) respectively. We then approximate the partial derivatives by:

\[ g_{m_{nn}} \approx \frac{[I_{DS,net}(V_{GS}+)-I_{DS,net}(V_{GS}-)]}{(2dv)} \]

\[ g_{d_{s_{nn}}} \approx \frac{[I_{DS,net}(V_{DS}+)-I_{DS,net}(V_{DS}-)]}{(2dv)} \]

With the network design established, we will discuss data preparation in the

---

**Table:**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate Length L</td>
<td>12nm</td>
</tr>
<tr>
<td>Channel Width W</td>
<td>6nm</td>
</tr>
<tr>
<td>Channel Thickness h</td>
<td>6nm</td>
</tr>
<tr>
<td>Spacer thickness sp</td>
<td>6nm</td>
</tr>
<tr>
<td>Gate Oxide</td>
<td>HfO2/SiO2 = 1.5nm /0.5nm</td>
</tr>
</tbody>
</table>

---

**Fig 10.2:** (a) Cross-sectional schematic of the simulated GAAFET structure and (b) simulated transfer and output IV characteristics.
next section.

10.4 Dataset

Ideally, we would use the measured device data from the silicon foundry as the dataset. In this work, it suffices to use the finite element TCAD tool, SENTARUSTM, to generate the training I-V dataset (IDS,data). Fig. 10.2 shows the GAAFET structure and the simulated IV characteristics calibrated to the IRDS “1.5nm node” technology [98]. Physics models such as the Philips unified mobility model [129], thin layer mobility, Fermi Dirac Distribution, and correction due to Fermi statistics and quantization effect are included in the simulation. The same device geometry, including the channel length, width, and thickness, together with the equivalent oxide thickness and gate work function, all of which would be known to the silicon foundry, are also used in the core BSIM-CMG model. Since default parameters are used for all other model parameters without calibration, it results in a large mean and standard deviation of IDS,data/IDS,BSIM 6.2 and 5.1, respectively. The neural network is trained with a dataset of (VGS,data, VDS,data, IDS,data) with VGS,data and VDS,data range from 0V to 0.65V with 50mV increment. Then, we test the trained model using a dataset with the same voltage ranges but a smaller voltage increment of 5mV. Training and testing dataset size are therefore 14×14=196 and 131×131=17161, respectively, resulting in a training-to-test-set ratio of ~1/100. Partial derivatives gdsdata, gmdata are computed using the central difference formula with dv = 10mV. TensorFlow with adaptive moment estimation (“Adam”) optimization with a learning rate of 1E-4 is used for training. Adam optimization is a gradient-descent-based optimization algorithm in which the adaptive learning rate is estimated based upon the first and second moments of the gradients [130]. Given the small training size of < 200, a single batch is fed into the neural network.

10.5 Results and Discussion

Fig. 10.3 shows the cost vs. epoch and the testing results for the 3-layer
neural network. The trained model well predicts the test IV, gds, and gm to 3\(\sigma\) error of 1.3%, 4.1%, and 2.9%, respectively. Furthermore, as shown in Fig. 10.4, the trained model satisfies the Gummel symmetry [131]. This is unsurprising because \(\varepsilon\) is symmetric by design, as earlier discussed.
Fig. 10.5 shows the model implementation for circuit simulation. By rewriting (1) as $I_{DS} = I_{DS,BSIM} + I_{DS,BSIM} \times (\varepsilon - 1)$, one can model the neural network as an add-on current source.

Since the core BSIM-CMG (~100 lines of codes) is 10× shorter than the full version counterparts (~2000 lines), the deep-learning approach discussed herein reduces the BSIM model calculation time. The sum of that and the added neural network operations, which include matrix multiplications and hyperbolic tangent functions, is expected to be substantially faster than calculating the full BSIM-CMG I-V model if the neural network operations can be parallelized using specialized hardware such as the graphical processing units (GPU). The proposed model also accelerates the parameter extraction and process design kit (PDK) development. All these make our approach very attractive for I-V modelling.

10.6 Chapter Summary

In this work, hybrid analytical and deep-learning-assisted MOSFET IV modeling is proposed. The reasons for using a physics-based core are discussed. Using a 12nm gate length GAAFET technology as an example, our model utilizing a 3-layer neural network with 18 neurons can predict the simulated IV to 1.3% in 3-sigma error. Our model is Gummel symmetric and can readily be extended to model a wide range of $L$ and $W$ for circuit simulation.
Challenges to the advancement of nanoelectronics have been brought out at first. The concept of NCFET and the BSIM model have also been explained in Chapter 1. Chapter 2 demonstrates how an NCFET's capacitance matching could be further optimized by introducing a non-uniform interfacial layer. A non-uniform interfacial layer makes the MOSFET capacitance more uniform along the channel, and the overall capacitance matching can be enhanced. A new scheme of variation TCAD simulation of dielectric and ferroelectric grains has been proposed in Chapter 3. The method proposed in Chapter 3 can be applied to NCFETs with impurity DE-phase grains in the FE film.

In Chapter 4, the effect of polarization gradient effect has been illustrated. The polarization gradient effect is the interaction between neighbors of the FE dipole that force the neighbors to be continuous. The effect can lead to negative DIBL and negative drain resistor phenomena. Compact modeling of the polarization gradient effect has also been explained in Chapter 4. Energy flow in the system of NCFETs has been shown in Chapter 5. The energy calculation shows consistency by two
different approaches: energy integration across the materials in TCAD and energy flow calculation from a circuit point of view.

NC’s benefits on FinFET and GAAFET according to the IRDS roadmap have been illustrated in Chapters 6 and 7. FinFET structure can be extended by two more nodes with the help of NC, and the GAA structure can be developed by three more nodes with the support of NC. Compact modeling of anti-FE has been demonstrated in Chapter 8. With proper capacitance matching, an additional layer of anti-FE could potentially enhance the performance of NCFET.

Potential applications of machine learning in the compact model have been shown in Chapters 9 and 10. Chapter 9 offers a near-term ML application – a deep learning application on compact models’ parameter extraction. With the help of ML, the process design kit developer could save tons of time on the manual parameter extraction process. Chapter 10 shows a longer-term goal of ML application as an alternative to an equation-based compact model. This could potentially speed up spice simulation by ten times.

11.1 Future Work

There are many exciting future research topics in nanoelectronics, including neuromorphic in-memory computing, production of NCFETs, machine learning applications in compact modeling, etc. The evolution of electronics can and will be speeded up with the help of software-hardware co-optimization.
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