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Abstract

The DataCapsule Replication System (DCR) is a continuous replication system using DataCapsule, a cryptographically hardened data container. The system uses DataCapsules as its underlying storage objects to provide a secure and efficient storage system on untrusted infrastructure. In particular, it uses an in-enclave proxy with HMAC channels to minimize write latency, lower compute and network requirements on clients, enable network efficiency, while maintaining data integrity, confidentiality, and provenance. In addition, it introduces optimizations such as periodic signatures to further reduce computation workload on clients, while maintaining provenance on every piece of stored data. In our benchmarks, the DCR has shown great performance optimizations from proxies, where throughput is at most 62% higher than the baseline. Also, a novel anti-entropy failure recovery mechanism is designed using the DataCapsule data structure to enable a compute- and network-efficient algorithm that handles server and network failures. At 30000 records, the DAG-based design’s pairing latency is at most 76% lower than the baseline.
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1 Introduction

In the world where more and more computing devices are closer to the end users, cloud-centric computing is losing its dominance [29]. Preferred by Internet of Things (IoT), Edge computing [20] is a computing paradigm that allows data collection and processing to happen on the same location, instead of sending data to a remote compute resource such as the cloud [5]. Edge computing provides properties that cloud computing is not able to match: lower latency and higher bandwidth than ever. However, edge computing brings security concerns. Different from computing power provided by credible cloud providers, edge computing resources on the edge can be provided by anyone, thus less trustworthy [27]. On the other hand, end users need to send code and input data for computations, which could be sensitive information. Thus, it is a challenging problem to protect users from untrusted infrastructure where the code is run and the data is stored. One of existing solutions is Global Data Plane (GDP) [15], a network infrastructure that solves these challenges by providing a robust networking and storage infrastructure.

GDP is a data-centric network that uses DataCapsules [15] as storage objects. In essence, a DataCapsule is a cryptographically hardened container that stores encrypted application data in the structure of a merkle tree [14]. It utilizes read-only metadata and append-only data to ensure data integrity, confidentiality, and provenance. With signatures and append-only semantics, DataCapsule prevents any unauthorized party to access decrypted data, or alter data without being detected. Also, it allows any third-party to audit the producer of any piece of data in an efficient manner. DataCapsule can be used in any kind of network, but is especially compatible to GDP. GDP provides a robust networking infrastructure where name-based routing is used, based on flat 256-bit GDP names, instead of network addresses in IP-network. This provides a convenient layer for users to directly address objects, such as DataCapsules, in the GDP system. GDP provides a robust networking infrastructure to efficiently interact, migrate, and address DataCapsules. However, while GDP aims to provide a robust infrastructure to DataCapsule routing, the current GDP design does not provide a clear storage solution.

GDP network is a robust networking layer, however, it is relatively complex to use without simple user-facing APIs. Paranoid Stateful Lambda (PSL) [6] is a solution that uses the GDP infrastructure, and provides an easy-to-use key-value store (KVS) interface to users. PSL is a Function-as-a-Service (FaaS) framework, similar to AWS Lambda [2], while extending its functionality to provide privacy-preserving stateful executions. It utilizes trusted execution environments (TEE), such as Intel Software Guard Extensions (SGX) [10], to provide provable privacy-preserving execution. In addition, it uses an in-enclave cache called memtable to enable stateful executions. PSL efficiently uses DataCapsule as its storage object and exploits its Conflict-free Replicated Data Type (CRDT) [19] property to provide eventually consistent ordering among PSL workers. Also, it exploits DataCapsule security properties to provide secure and private communications. With TEE and DataCapsule, PSL is able to provide an efficient, secure, and scalable computation
layer between DataCapsules and end users to provide a robust infrastructure and simple KVS APIs at the same time. However, existing PSL does not have a robust continuous replication mechanism to efficiently persist and replicate PSL execution results.

Both GDP and PSL projects surface the need for a storage solution that can solve the following challenges: 1) continuous replication with minimal-latency acknowledgements; 2) network efficiency and low burden on clients for both writes and acks; 3) an efficient failure recovery mechanism to synchronize replicas; 4) efficiently support data durability, confidentiality, integrity, and provenance.

We introduce a novel storage solution to solve these challenges: DataCapsule Replication System (DCR). DCR provides a continuous replication mechanism for DataCapsules. It efficiently supports storing multiple replicas of the PSL key-value store embedded in DataCapsules, and serve as the storage component in GDP. The system uses DataCapsules as its underlying storage objects to provide a secure and efficient storage system on untrusted infrastructure. In particular, it uses a in-enclave proxy with HMAC [3] channels to minimize ack latency, lower computation and network burden on clients, enable network efficiency, while maintaining the same level of security. In addition, it introduces optimizations such as periodic signatures to alleviate the burden on client to sign every write message, while maintaining provenance on every piece of stored data. In our benchmarks, DCR has shown great performance optimizations from proxies, where throughput is at most 62% higher than the baseline. Also, an Anti-entropy failure recovery mechanism is specifically designed around the DataCapsule data structure to enable a compute- and network-efficient algorithm that handles server and network failures. At 30000 records, the DAG-based design’s pairing latency is at most 76% lower than the baseline.

In this report, I present the design and implementation of DataCapsule Replication system, a storage solution for both GDP and PSL. The rest of the report is organized as follows. Section 2 will give a more comprehensive background on DataCapsule, Global Data Plane, and Paranoid Stateful Lambda. Section 3 will discuss the threat model that the system is aiming to address. Section 4 and 5 give the full picture on the architecture design and optimizations. Section 6 talks about the implementation details. Section 7 evaluates the system and gives performance comparisons. Section 8 discusses future work and Section 9 gives a conclusion.

2 Background

2.1 Components Overview

Figure 1 gives a high-level overview on all components involved in a full picture. From top to bottom, PSL is the user-facing interface, which provides a key-value store interface. PSL is responsible for providing secure and fast computation, using an eventually consistent in-memory cache, while CapsuleDB acts as a secure next-level cache for PSL workers. CapsuleDB provides consistency and fast data retrieval for PSL workers, and handles
failure recovery by incorporating DCR servers. In the middle, Global Data Plane (GDP) network acts as the router among three components: Paranoid Stateful Lambda (PSL) workers, CapsuleDB, and DCR servers. The GDP network provides efficient and secure data-centric routing to 256-bit destinations, and provides server multicast when multiple destinations have the same name. Individual components need to register with the GDP network for permission checks. At the bottom, the DataCapsule Replication system (DCR) serves to provide durability and replication. In particular, DCR servers are responsible for collecting writes from upper components like PSL workers and CapsuleDB, and then persist and replicate them. DCR servers are responsible for ensuring data durability under failures.
2.2 DataCapsule

A DataCapsule [15] is the underlying storage object for the DataCapsule Replication system. As shown in Figure 2, a DataCapsule consists of multiple records of data, connected by cryptographic hash pointers, with the first records pointing to its read-only metadata. Every DataCapsule has a public/private key pair that identifies the owner of the DataCapsule. The public key is included in the metadata, and the private key is stored and protected by the DataCapsule owner. With the private key, the DataCapsule owner has the ability to append new records to the DataCapsule, but is not able to modify existing records. Each write appends a new signed record to an existing record in the DataCapsule using cryptographical hash pointers. Each write must be signed by the private key to be considered a valid write. After construction, this chain of records has a structure of a merkle tree, which has two properties: 1) it is Conflict-Free Replicated Data Type (CRDT), meaning two partial DataCapsules can easily synchronize by taking a union of records; 2) it prevents malicious parties from forging or altering existing records without being detected. In summary, a DataCapsule has a cryptographically hardened structure of a merkle tree, which consists of records connected by hash pointers, wrapped around by metadata.

In addition, DataCapsules are storage units designed for global distributions, so it is critical to design a storage system that can efficiently store, organize, and migrate them globally. This system also needs to secure the data inside each DataCapsule maintains its integrity and provenance, as well as preventing unauthorized entities from altering or accessing sensitive information.

Figure 2: Overview of a DataCapsule.
2.3 Global Data Plane (GDP)

The Global Data Plane (GDP) [15] is a data-centric framework for routing to where Data-Capsules are stored and transmitted. The GDP is a robust networking infrastructure using name-based routing instead of network addresses as in IP networks. In particular, every identity in the GDP network has a unique cryptographically derived flat 256-bit name, which is called GDP name and is used for routing. The GDP network focuses on routing security, ensuring that in-transit DataCapsule records cannot be tampered by adversaries without being detected. As a feature, the GDP network supports unicast and multicast, which is a great feature DataCapsule Replication system may use to optimize replication performance.

2.4 Intel Software Guard Extensions (SGX)

Intel Software Guard Extensions (SGX) [10] provides a Trusted Execution Environment (TEE). It exploits hardware-based memory encryption to create a private region of memory, named enclaves, that is isolated from other processes. Intel SGX protects the code and data running inside the enclave from other processes, even from more privileged processes like the operating system. Security features of Intel SGX include data confidentiality, data integrity, and code integrity. In particular, data inside an SGX enclave is confidential such that no unauthorized entities have access to decrypted data. Intel SGX guarantees data and code integrity such that no unauthorized entities can alter or modify them. In addition, Intel SGX also supports remote attestation, which allows another entity to authenticate the code running inside the enclave. This allows other entities to trust the code running inside an enclave after attestation.

We are aware of the fact that Intel SGX could be undermined by security attacks such as side channel attacks [7, 9, 21]. However, there are active research efforts to mitigate or prevent such attacks [7, 18, 21, 22]. Thus, we consider it orthogonal to our report and will not discuss it further.

2.5 Paranoid Stateful Lambda (PSL)

Paranoid Stateful Lambda (PSL) [6] is a secure Function-as-a-Servie (FaaS) framework, which provides privacy-preserving execution using Intel SGX. Each PSL worker (i.e., a lambda) runs in an enclave, specifically Intel Software Guard Extensions (SGX), to ensure privacy-preserving execution. Each PSL worker maintains a local memtable, which is an in-enclave cache of the most recently updated key-value pairs, stored in plain text. Individual PSL workers collaborate with one another to perform large parallel computations. The secure Concurrency Layer (SCL) [6] facilitates communication among PSL workers. It is a communication protocol between PSL workers that achieves eventual consistency among PSL workers computation results. In particular, every write is multicasted to all other PSL workers, and ordered by SCL, resulting in an eventually consistent ordering of writes. All
communications among PSL workers are encrypted, private, and unforgeable. PSL utilizes DataCapsule Replication system for persistent storage. In particular, PSL multicasts an ordered and connected chain of DataCapsule records to DCR, which will then store and replicate the records for persistence.

2.6 CapsuleDB
CapsuleDB [16] is an eventually consistent in-enclave key-value store. It is an LSM tree-based storage [17] that provides consistency and secure access to records to PSL workers. Specifically, PSL workers can save and coordinate state information through CapsuleDB, to achieve consistency and fast retrieval of records. CapsuleDB acts as a next-level cache and provides failure recovery in case of crash failures. CapsuleDB employs a novel compaction mechanism to enable fast recovery, less signature overhead, and adjustable write amplification. CapsuleDB utilizes the DCR system to persist and replicate data blocks. Similar to PSL, CapsuleDB multicasts ordered and connected chains of DataCapsule records to DCR, which will then store and replicate the records for persistence.

3 Threat Model

In this section, we discuss the threat model that the DataCapsule Replication system aims to address. Overall, we assume a federated storage model, where autonomous storage resources, either on the edges or in data centers, are collectively organized to form a widely distributed system for data storage. This means that anyone can contribute storage resources and become a part of the system.

We use the typical assumptions for cryptographical tools in the report, including signatures, symmetric and asymmetric encryptions, and hash functions. And we assume that adversaries have reasonably limited computation power so they cannot launch brute-force attacks. We also assume a malicious network, where packets may be discarded, and network can partition or fail completely. Another assumption is each entity can protect its secret keys.

3.1 Trusted DataCapsule Writer
For each DataCapsule, its writer is the only trusted entity. In particular, every modification to the DataCapsule from the writer, either intentional or accidental, is considered to be the source of truth and will be trusted. At the same time, a writer does not need to store a DataCapsule locally, instead, it delegates that responsibility to DCR, and employs the hash chain of merkle tree to ensure data integrity. Readers of a DataCapsule should trust the changes from the verified writer.
3.2 Untrusted Infrastructure

Confidentiality and Integrity: Our system is based on a federated storage model where anyone can participate in the network and provide storage services. With a large and diverse collection of storage providers, we should provide minimal trust to the infrastructure and their administrative entities. Therefore, despite the fact that DataCapsules being physically stored in the DCR servers, these servers should not have access to the decrypted data and should not have the capability to tamper with data without being detected.

Availability and Persistence: Although we do not trust service providers with data confidentiality and integrity, DataCapsule owners pay service providers for hosting their DataCapsules. Therefore, service providers have the financial incentives to provide service availability and data persistence. Thus, we trust service providers to provide availability and provide persistence as promised. However, in scenarios where individual nodes cannot guarantee such two properties, either intentionally or unintentionally, the system should provide alternate solutions to mitigate the situation. In the worst case where no alternates are possible, the clients should still be able to ensure there is no violation of confidentiality or integrity.

3.3 Untrusted Third Parties

The federated storage model allows any third party to join the network and contribute. The system should do an effective job of defending against any reasonable adversaries.

4 Design

4.1 Architecture Overview

The key task of the DataCapsule Replication system is to provide continuous, persistent, replicated, and secure storage for DataCapsules. The essence of DCR is that every DCR server securely persists a complete replica of assigned DataCapsules using untrusted infrastructure. By providing a failure recovery synchronization scheme among the servers, DCR is guaranteed to provide durability under network partition, network failure, or $f$ server failures. Also, it handles disk corruption and partial loss of data by replicating a DataCapsule on multiple DCR servers.

Figure 3 provides an overview of the DCR system architecture. The DCR system utilizes a federated storage model, where there are multiple DCR servers, each represents a physical server administrated by an autonomous storage provider. Within each physical server, a DataCapsule is used as the underlying storage object. Each physical server hosts one or more DataCapsules, each DataCapsule is hosted with a delegation certificate, which is issued by the DataCapsule owner to certify that the server is authorized to host the DataCapsule. For networking, each server has a 256-bit GDP name. The underlying GDP network infrastructure uses the GDP names to achieve name-addressable networking.
For each record write from the DataCapsule writer, we exploit the GDP’s multicast functionality to propagate write updates to all servers hosting the addressed DataCapsule. When a DCR server receives a record to append, it verifies the cryptographic hashes and signatures using the DataCapsule writer’s public key, then locally appends the record to its parent. After that, it will send an acknowledgement message to the sender. On the other hand, the sender will receive one ack from each server hosting its DataCapsule. When a quorum is reached, the sender is able to mark the record persistent and is safe to discard it locally. For a DCR client to retrieve a record, it can simply send a read query, containing the record’s hash, to any server hosting the DataCapsule. It is safe to do so because all DataCapsule records are read-only, so a verified persistent record cannot be modified by anyone, and it can be verified by the reader using the DataCapsule writer’s public key upon receiving the record.

By exploiting the CRDT property of DataCapsules, there is no synchronization required among DCR servers if there is no failure. If failures occur, either server or network failures, and causes missing records in a DataCapsule replica, anti-entropy will resolve it. Anti-entropy is a specially designed failure recovery mechanism for synchronizing DataCapsule replicas among DCR servers. By considering a DataCapsule as a DAG, anti-entropy optimizes network and compute efficiency while providing eventual consistency semantics to DataCapsule replicas.
4.2 DCR Server

A critical component in the DataCapsule Replication system is the DCR server. A DCR server is a physical server that a storage provider provisions and manages. DCR servers have the responsibility of hosting DataCapsules and serve client requests. To host a DataCapsule, a DCR server will receive a delegation request from the DataCapsule’s writer, it will then advertise its DataCapsule replica in the GDP network. After that, the DCR server will receive write or read requests from the GDP network, and serve them accordingly. A single DCR server is capable of hosting multiple DataCapsules, depending on its local resource capacity. Note that each DataCapsule will be advertised separately to the GDP network for routing purpose.

Besides serving requests from clients, DCR server also serves synchronization requests from each other. In particular, when a server detects missing records, or after a timeout, it will send a sync request to its peers as a step in the failure recovery process, which will be discussed in Section 4.6. After synchronization, the DCR server will then become complete, which provides eventual consistency.

DCR servers have the responsibility of providing persistent storage, and do not have any authority over what is in the DataCapsule. As long as an incoming record is properly signed, the DCR server should accept it, store it, and reply with an ack. The only possible reason it can reject an update is service unavailable, which is a transient failure.

Integrity: Integrity means no unauthorized party is able to alter or discard data without being detected. Since DCR is based on a federated storage model, DCR servers are considered untrusted infrastructure as well. We prevent DCR servers from altering data, including both the encrypted payload and hash chain structure, by utilizing a signature on each record’s encrypted payload and cryptographic pointer. Thus, if there is any unauthorized modification, any entity with the DataCapsule verification key can detect it.

Confidentiality: Similarly, DCR servers should not have access to decrypted payload data, despite the fact that they physically store the data. This is achieved by separating storage and permission to access. DataCapsule writers encrypt data before sending it to DCR servers for persistence. Thus, DCR servers store encrypted data and do not possess decryption keys because they do not need it to provide persistent and verifiable storage. On the other hand, authorized readers have access to decrypted data by retrieving encrypted data from a DCR server and then decrypting it locally.

Provenance: The DCR is designed to provide provenance for every bit of data, which means any third-party auditor can verify the producer of every stored record. This is done using the same signature mentioned above, where each record is signed by the DataCapsule writer. Thus, any third-party auditor can retrieve the record and its signature from a DCR server, then verify it using the DataCapsule writer’s public key.

Fault Tolerance: Each DataCapsule can be replicated multiple times. In particular, we use ”full replication” where each replica is a full copy of a DataCapsule. Thus, the DataCapsule Replication system can tolerate $f$ server failures when there are $f + 1$ servers.
It can tolerate more server failures than the $2f + 1$ server model because each server is hosting a complete DataCapsule and DataCapsules have the properties of append-only and provenance. Since the DataCapsule is append-only, no existing record can be removed or altered; since every record has a signature, all records’ integrity and provenance can be verified; since each DataCapsule replica is a complete one, one non-faulty replica is sufficient to reconstruct the entire DataCapsule. Note that a replica needs to complete only if $f$ servers fail completely, otherwise, all we need is a record to be present in one DataCapsule. Thus, any new DCR server or client can reconstruct a complete DataCapsule in a verifiable manner using only one non-faulty replica.

![Figure 4: The detail of a DataCapsule.](image)

### 4.2.1 DataCapsule in Detail

DCR servers use the DataCapsule structure for organizing data. Figure 4 gives a detailed visual representation of a DataCapsule. As shown in the figure, each record contains an encrypted payload, a hash of the record, a signature, and one or more parent hashes. The encrypted payload contains actual application-level data. It is Advanced Encryption
Standard-encrypted (AES) by the DataCapsule writer. The signature is generated over the entire record using the DataCapsule writer’s private key, which is an Elliptic Curve Digital Signature Algorithm (ECDSA) signing key. Parent hashes point to the record’s parents, which are previous records in the DataCapsule. There can be one or more branches in a DataCapsule, for instance, $Rec_1$ and $Rec_2$ are in two branches. The actual data structure used to store each DataCapsule is dependent on implementations and should be indifferent from the perspective of design. We will discuss the DataCapsule implementation in Section 6.

4.2.2 DCR Client

A DCR client interacts with the DCR servers for the purpose of producing or consuming DataCapsules. There are three types of DCR clients: DataCapsule owner, DataCapsule writers, and DataCapsule readers. The DataCapsule owner creates the DataCapsule and delegates it to DCR servers to host the DataCapsule. The DataCapsule writer produces records and writes to the DataCapsule. The DataCapsule writer possesses an AES encryption key for encrypting application-level data in each record. It also has an ECDSA signing key to generate signature on every record. It is the only entity that has the permission to write to DataCapsule. The DataCapsule reader is the consumer of DataCapsules. In addition to verifying DataCapsule records, it also has the permission to read decrypted payloads. It has an ECDSA verifying key and an AES decryption key, for verifying records and decrypting record payloads, respectively.

4.3 Append-Only Write

One responsibility of a DCR server hosting a DataCapsule is to handle write requests from clients. After registering the DataCapsule with the GDP network, DCR server will then start receiving write requests.

DataCapsule writer is responsible for generating records and determining the hash chain ordering. Each write to the DataCapsule is essentially an append operation, which adds a new record. Specifically, the DataCapsule writer encrypts application-level data with its AES encryption key, signs it with its ECDSA signing key, sets its parent record, and then sends it to the GDP routing network. The GDP routing network will then propagate the write to DCR servers that host the DataCapsule.

4.3.1 Write Verification

For each write received, the DCR server verifies the signature with its ECDSA verifying key, finds its parent in the DataCapsule, and then append it to the parent by storing it locally to disk. After that, the DCR server sends a signed acknowledgement message to the writer. The writer must verify the signature on the ack to make sure that it is from one of the organizations that the owner has delegated to physically host a replica of the
DataCapsule. The writer can mark a record as persisted when it receives a quorum of verified acks.

4.3.2 GDP Network Multicast

DCR utilizes the multicast functionality in the GDP network infrastructure. In particular, the DataCapsule writer sends every write to the GDP network, which will then multicast the write to all delegated DCR servers. Multicast enables the GDP network to efficiently propagate every write. This optimizes scalability, especially when a DataCapsule writer wants additional durability by delegating its DataCapsule to tens or hundreds of DCR servers. To utilize this multicast tree, every DCR server needs to register with the GDP network with a delegate certificate from the DataCapsule writer, which we will discuss further in Section 4.7. However, the DCR system does not rely on reliable multicast for correctness. As long as a quorum of DCR servers receive the writes, the DataCapsule writer will receive a quorum of acks and mark the records as persisted.

4.4 Hash-based Read

Similar to serving write requests, DCR servers also have the responsibility of serving read requests from clients. Again, a DCR server will start receiving read requests after registering the DataCapsule with the GDP network. In addition to supporting multicast, the GDP network supports anycast; thus a read request will be routed to the closest registered DataCapsule.

Every record has a hash value, which is generated using an SHA256 hash function on the record. A client can retrieve a specific record using its hash by sending a hash-based request to the GDP network. Since DataCapsule is an append-only data structure and every record can be independently verified, a client can retrieve the record from any delegated DCR server. Thus, when a read request is sent to the GDP network, it is forwarded to only one delegated DCR server. When the DCR server receives the hash-based read request, it will lookup the hash in its DataCapsule, and then reply it directly to the client. When the client receives the record, it will verify its signature for integrity and provenance, and then consume it.

Since this mechanism only needs to read from one server, it minimizes read latency by utilizing GDP network to optimize for locality. However, this mechanism does not rely on GDP network for correctness. Even if the GDP network routes the request to a distant server, the client should still receive a record, even though the latency could be higher. In the rare case where a desired record is not on the requested DCR server, the DCR server is responsible for fetching the record from another DCR server, and then serve the request. In the worst case where the requested server is malicious, the client can still verify if the retrieved record is tampered with by using the DataCapsule verifying key.
4.5 Freshness Service

In situations where a client wants to know the most recent records in a DataCapsule, hash-based reads may not be sufficient. For instance, if a writer crashes and wants to reconstruct the DataCapsule locally, it needs to know which existing records to append new records to. Thus, in addition to retrieving a record via hash, DCR provides a freshness service, where a client can also fetch the most recent record for every branch in a DataCapsule. In particular, a client will send a freshness read request of a DataCapsule to the GDP network, which will multicast the request to all DCR servers hosting that DataCapsule. When a DCR server receives a freshness read request, it will send a response with the latest records’ hashes on each branch, which is the set $H$ in Figure 5. As long as a client receives $f + 1$ responses, where $f$ is the number of faulty servers, it is able to construct the latest records’ hashes. In detail, since every record is unforgeably defined because of signatures and hashes, a client can verify a record’s integrity and use its timestamp to find the latest record on a branch.

4.5.1 Freshness Service Security

In a federated storage model, we should consider the possibility of faulty DCR servers. We assume there are potentially $f$ faulty servers, either malicious or crash faulted. In this case, as long as a client receives $f + 1$ responses, the client will verify every response’s
integrity to filter out potentially forged responses. After that, the client can use each record’s timestamp to find the latest record of each branch.

Since the freshness service is based on all DCR servers hosting the DataCapsule, there is less potential vulnerability of DDoS attacks compared to a centralized design. In addition, each freshness read requires a light workload on the servers, which is only returning a set of hashes. Therefore, this design can mitigate DDoS attacks pretty well.

4.6 Anti-Entropy Failure Recovery

In a federated storage model, it is beyond any service provider’s ability to act as a central service to coordinate and handle failures in all DataCapsule replicas. A DCR system exploits anti-entropy, a failure recovery mechanism that, for each pair of replicas, compares the data of them, and then update each other to be the union of the two. It is a pairwise, epidemic synchronization mechanism that allows all replicas to become eventually synchronized without the need to reach out to a centralized service.

A naive anti-entropy design is that for each pair-wise update, two DataCapsule replicas exchange all of their current records’ hashes, and fill out each other’s missing records. This naive design requires sending one or both DataCapsule replicas’ complete hash chains over the network. Most of the time, when two DataCapsule replicas exchange states, they are in complete agreement or have minimal differences. This property arises because DCR utilizes GDP multicast to allow all replicas to receive every new record, so DataCapsule replicas should be identical under no failures. In such cases, the naive design sends over at least one complete replica’s hash chain and compares the entire chain of records. Given the size of a complete DataCapsule can be in the size of GBs, TBs, or even PBs, the naive design could be prohibitively expensive. Thus, we introduce a novel design that exploits the DAG structure of DataCapsules.

4.6.1 DataCapsule as a DAG

A DataCapsule is a directed acyclic graph (DAG) [25]. It is a DAG because it has an append-only structure and every new record must reference one or more existing records as its parent(s). Thus, each hash pointer can be seen as a relationship based on time, where it points from a later record to an earlier record. In this setup, any cycle would have to include a pointer in which an earlier record points to a later record, which is impossible given DataCapsule’s append-only design.

Before introducing the novel anti-entropy algorithm on DAGs, we need to define three terms: sink, source, and DAG digest. We define a sink to be a record without local outgoing edges. Similarly, we define a source as a record without local incoming edges. Lastly, we define a DAG digest of a DataCapsule to be the set of all sinks and sources. As shown in Figure 6, each DataCapsule replica can have one or more sinks and one or more sources. Also, by definition, the DAG digest of Figure 6 contains the two sinks and the three sources.
4.6.2 Anti-Entropy on DataCapsules

We introduce a novel Anti-Entropy mechanism that exploits DataCapsule’s DAG structure to optimize network and compute efficiency. Periodically, each DataCapsule replica randomly selects another replica, and starts pairing. The pairing requester, $A$, sends a pairing request with its replica’s DAG digest (i.e., sinks and sources) to the requestee, $B$. After receiving the pairing request from $A$, replica $B$ compares $A$’s DAG digest with its own, and then identifies the records that $A$ is missing. The DAG digest comparison algorithm is shown in Algorithm 1. With this algorithm, $B$ can generate a set of records that $A$ is missing, and then send it back to $A$. Along with these records, $B$ also sends its DAG digest to $A$. $A$ will receive, verify, and then store these records locally. At this point, $A$’s replica is a union of $A$’s and $B$’s. $A$ will then compare its updated DAG digest with $B$’s DAG digest, using the same algorithm above. If there are any missing records, $A$ will send them back to $B$, who will similarly verify and store the received records. By the end of this pairing session, replica $A$ and $B$ will have the same copy, which is the union

Figure 6: A DataCapsule as a directed acyclic graph (DAG) with two sinks and three sources.
Algorithm 1 DAG Digest Comparison

1: \( \text{sinkA} = \text{all sinks of replica A} \)
2: \( \text{sinkB} = \text{all sinks of replica B} \)
3: \( \text{sourceA} = \text{all sources of replica A} \)
4: \( \text{sourceB} = \text{all sources of replica B} \)
5: \( \text{nodeB} = \text{all records of replica B} \)
6: \( L = \text{records to return} \)
7: // To handle holes in a chain and stale branches
8: for \( v \in \text{sourceA} \) do
9:   if \( v \in \text{nodeB} \) and \( v \notin \text{sourceB} \) then
10:      add all connected nodes ahead of \( v \) in \( \text{nodeB} \) to \( L \), until we reach a node in \( \text{sinkA} \) or in \( L \)
11:   end if
12: end for
13: for \( v \in \text{sinkA} \) do
14:   if \( v \in \text{nodeB} \) and \( v \notin \text{sinkB} \) then
15:      add all connected nodes after \( v \) in \( \text{nodeB} \) to \( L \), until we reach a node in \( \text{sourceA} \) or in \( L \)
16:   end if
17: end for
18: // To handle missing branches
19: for \( v \in \text{sourceB} \) do
20:   if \( v \notin \text{sourceA} \) and \( v \notin L \) then
21:      add connected component of \( v \) to \( L \)
22: end if
23: end for
24: for \( v \in \text{sinkB} \) do
25:   if \( v \notin \text{sinkA} \) and \( v \notin L \) then
26:      add connected component of \( v \) to \( L \)
27: end if
28: end for
of them. By periodically pairing and randomly selecting pairing targets, this pair-wise,
epidemic synchronization mechanism allows all DataCapsule replicas to become eventually
synchronized.

In DCR, DataCapsule replicas are usually up-to-date because of the efficient GDP mul-
ticasting. This algorithm is network and compute efficient because most pairing sessions only
require the requester to send its DAG digest to a requestee, which verifies both replicas are
up-to-date and simply sends back an acknowledgement. Also, since the number of sources
and sinks is only related to the number of branches, but not related to DataCapsule size,
this method is scalable. For instance, a DataCapsule with one record and a DataCapsule
with one branch of many records have the same DAG digest size: one sink and one source.

In cases where several records are missing, this algorithm only requires exchanging
missing records, optimizing network efficiency. In rare cases where two replicas have sig-
ificant differences, such as a replica has just joined the network, the requestee can send a
partial DataCapsule, and ask the requester to pair with another replica to receive the rest.
This limits performance impacts on any individual requestee, while allowing the requester
to catch up as soon as possible. In the worst case where a requestee is hacked and becomes
malicious, the worst it can do is to send empty or modified records. This will not affect
correctness because the modified records will fail verification, and the requester can receive
correct updates from another replica in the next pairing session.

4.7 Security Model

4.7.1 Security Goals

DataCapsule Replication system has three key security goals: data integrity, confidentiality,
and provenance. For data integrity, our system assures that no unauthorized party has the
capability of altering or discarding stored data without being detected, this includes the
infrastructure that hosts the data. In terms of data confidentiality, we ensures that only
authorized clients have access to decrypted data. Lastly, we provides data provenance,
which means any third party will have the capability of tracing and verifying the producer of
every piece of data. For a replication system built on top of autonomous storage resources,
these security goals are critical to protect clients from malicious parties.

4.7.2 Key Management

There are four parties considered in the DataCapsule Replication system: service providers,
physical servers, DataCapsule owners, and DataCapsule readers. In particular, a service
provider is an organization that provides storage services, such as IBM. A physical server is
the server that stores and persists DataCapsules, an example would be a server provisioned
by IBM. A DataCapsule owner is the owner of a DataCapsule, who possesses and protects
the DataCapsule's private key as well as data encryption key. A DataCapsule reader is a
reader of a DataCapsule, who is authorized to possess data decryption key.
A private/public key pair will be generated for each party mentioned above, except for DataCapsule readers. Public keys are accessible by anyone for the purpose of verification, and private keys are stored and protected by each entity. Data encryption key is possessed by DataCapsule writer, while data decryption key is possessed by authorized DataCapsule readers. The type of asymmetric keys generated depends on implementation and is indifferent for the purpose of this report. Also, the processes of key generation and key distribution are assumed to be done out of band, and will not be addressed in this report.

![Delegation Certificates in the DCR system.](image)

**Figure 7: Delegation Certificates in the DCR system.**

### 4.7.3 Delegation Certificates

Delegations are used to establish trusted relationships among these parties. A DataCapsule owner needs service providers to provision DataCapsule replicas, and a service provider needs physical servers to physically store and host DataCapsule replicas. For a service provider to provision DataCapsule replicas for the DataCapsule’s owner, the DataCapsule owner needs to grant the service provider a Provision Certificate. For a service provider’s physical server to host a DataCapsule replica, the service provider needs to grant the physical server a Hosting Certificate. As shown in Figure 7, for a physical server to register its hosted DataCapsule in the GDP network, it needs to prove both its identity and its authorization to host, which requires showing both the Provision Certificate and the Hosting Certificate.
4.7.4 Provision Certificate

In the DCR system, a DataCapsule owner pays service providers to provision DataCapsule replicas on behalf of the owner. A Provision Certificate is a cryptographic delegation certificate from a DataCapsule owner to a service provider (e.g., IBM) to authorize it to provision DataCapsule replicas. In particular, a Provision Certificate will contain the DataCapsule’s GDP name, the service provider’s GDP name, and then signed by the DataCapsule’s ECDSA signing key. After receiving the certificate, the service provider will store the certificate locally as well as forward it to its physical servers that are responsible for hosting a replica. When a physical server registers a DataCapsule replica with the GDP network, it will present the Provision Certificate, along with Hosting Certificate, to prove its identity. For further security, a Provision Certificate has an expiration time, and can be renewed periodically.

4.7.5 Hosting Certificate

For a service provider to provision DataCapsule replicas, it requires its physical servers to physically store and host each replica. A Hosting Certificate is a cryptographic delegation certificate from a service provider to its physical server to authorize it to host a specific DataCapsule replica. A Hosting Certificate proves the ownership relationship between a service provider and a physical server that it owns. In particular, a Hosting Certificate will contain both the service provider’s GDP name and the physical server’s GDP name, signed by the service provider’s ECDSA signing key. After receiving the Hosting Certificate, a physical server will store it and present it to the GDP network whenever verification is needed.

When the GDP network receives a registration request from a physical server, it will receive a Provision Certificate and a Hosting Certificate. The GDP network will verify both certificates through the DataCapsule’s public key and the service provider’s public key, respectively. If successful, the GDP network will register the physical server to be hosting a DataCapsule replica, and then forward corresponding client requests to it in the future.

5 Optimization

In this section, I discuss system optimizations that improve operation latency and throughput, while maintaining the same level of security.

5.1 Proxy Server

In the baseline design, a client receives acknowledgement messages from all delegated DCR servers. In cases where the number of replicas is large, this can be a burden on clients’ networking and computing resources. To alleviate that, we introduce a proxy that collects
acks from DCR servers and then sends an aggregated ack to the client. Since we assume DCR servers and the proxy to be untrusted infrastructures, we need a signature scheme that does not rely on trust among DCR servers, the proxy, and the client. We exploit Threshold Signature, a signature scheme that allows an aggregated ack to verifiably prove a quorum of DCR servers have persisted the record.

### 5.1.1 Threshold Signature Scheme (TSS)

A Threshold Signature Scheme [4] is a cryptographic signature scheme that allows multiple parties to establish a group, and allows a quorum of parties to sign on behalf of the group. Each party is considered an individual signer, which generates its own private key, and has the capability to sign a share of a message. To sign a message on behalf of the group, TSS requires at least \( m \) of \( n \) shares of signatures to be available. When \( m \) shares all sign a message, a single threshold signature is generated, and it means the group has signed the message. For any verifier, it can simply verify the threshold signature using a public key to know a quorum of parties have signed the message.

In the context of the DCR system, a DCR server is an individual signer. Each DCR server has their own private key and can sign a share of the ack after persisting a record. The proxy has the responsibility of collecting a quorum, \( m \), of signatures from DCR servers, then generating a threshold signature on the ack. After that, the proxy will send the threshold signature with ack to the client, which will then verify the threshold signature received. By using the threshold signature, the client can verify only one ack to know that the record has been persisted by a quorum of DCR servers. TSS reduces clients’ verification cost from linear to constant, saving them from receiving and verifying potentially tens or hundreds of acks.

### 5.2 Trusted In-Enclave Proxy Server

In the federated storage model, the network and infrastructure are untrusted. Therefore, DCR servers need to verify every write received. If we can ensure that sender is the DataCapsule writer in another way, then DCR servers do not need to verify signatures on every write. Similarly, if the client can ensure that the proxy is collecting acks properly, then the client does not need to verify ack signatures. We introduce in-enclave proxy server, a trusted proxy server that runs inside an enclave. An enclave is a secure area of a main processor which is isolated from other processes running in the system. It protects code and data running inside the enclave, and allows third parties to attest and verify that the code is indeed running inside an enclave. Therefore, any third entity can trust the in-enclave proxy with secrets.
5.2.1 Hash-Based Message Authentication Code (HMAC)

With a trusted in-enclave proxy, third parties can establish a HMAC [3] channel for efficient, secure, and verifiable communication. HMAC is a cryptographic authentication scheme that enables authentication and data integrity in a conversation, without the need for signatures and asymmetric cryptography on every write.

Our threat model in Section 3 mentions that infrastructures, including proxies, are untrusted. Thus, HMAC channels with non-enclave proxy does not alleviate the burden on signatures because the server would have to verify signatures on every write. On the other hand, Hash-based Message Authentication Code (HMAC) becomes a more efficient option for an in-enclave proxy and thus can be trusted.

For the write workflow from a client to DCR servers, we establish an HMAC channel for each of the client-server pair, with the same symmetric key. As a result, a client can simply send the write to the GDP network, which will multicast the write to all delegated DCR servers. Since they have the same symmetric key, all DCR servers can properly handle the write.

For the write ack workflow from DCR servers to the client, we establish an HMAC channel for each of the server-proxy pair, with different symmetric keys so the proxy can verify the ack’s identity; and an HMAC channel for the proxy-client pair to reduce signature traffic and load on the proxy. After receiving acks from a quorum of DCR servers, the proxy sends an aggregated ack to the client.

As a result, DCR servers do not need to verify the signature on every write for provenance authentication check. Instead, each DCR server can simply store the trusted record locally, and generate an ack. Since there is an HMAC channel with the in-enclave proxy, the DCR server does not need to sign the ack. However, the DCR server still needs to verify the signatures on data, since HMAC cannot be given to anyone else. Thus, any third party in the future needs the signature to verify data integrity and provenance in the future.

By employing HMAC channels, a client can save the cost of signing and verifying for each write request. DCR servers also do not have to verify every write, or signing ack messages. This design improves write latency and saves compute resources.

5.2.2 Periodic Signatures and Read Proofs

If there is no signature on records at all, even though a DCR server can safely assume every write request comes from the DataCapsule writer, it is not able to prove it to others, which undermines provenance. We introduce periodic signature verification, where a DCR server checks signature every several writes as shown in Figure 8. Let’s say the last verified record is $R_{100}$ and the second last one is $R_{103}$. For records between $R_{100}$ and $R_{103}$ (i.e., $R_{101}$ and $R_{102}$), they will be marked verified whenever $R_{103}$ is marked verified.

To serve read requests, only verified records can be returned, and the DCR server needs to generate a proof using a signature of a later record and a hash chain of records including...
the returned record. For a record with a signature, such as $R_{103}$ in Figure 8, it can be simply returned because the reader can verify its signature. For a verified record without a signature, such as $R_{101}$ in Figure 8, a cryptographic proof is generated. In particular, the proof consists of the signatures before and after the requested record, which are $\sigma_1$ and $\sigma_2$, along with the hash chain between $R_{103}$ and $R_{100}$. With these two signatures and the hash chain, a reader can first verify that $R_{100}$ and $R_{103}$ are valid, and then verify the hash chain is properly constructed, thus all records in the hash chain are valid. Further, during the period after $R_{101}$ and $R_{102}$ have been written but before $R_{103}$ arrives, the server cannot serve $R_{101}$ or $R_{102}$ to readers, since there is no way to prove that they are valid. In fact, if the writer were to crash before writing $R_{103}$, the unverified data in $R_{101}$ and $R_{102}$ would ultimately have to be discarded. Thus, the HMAC scheme would ultimately involve a negotiation between writers and servers as to the amount of data writers are allowed to write without signing.

6 Implementation

The DataCapsule Replication System has a codebase of 3,500 lines of code in C++ excluding third-party networking and storage components as well as experiment scripts. All hash functions are SHA-256; symmetric encryption/decryption schemes are AES [23]; asymmetric signature schemes are ECDSA [13]. All cryptographic components mentioned above are based on OpenSSL [24] implementation, an open-source general-purpose cryptography library. In-enclave components are implemented on top of Open Enclave [12], which provides agnostic enclave platform support. In-enclave components of our experiments are run on Intel Software Guard Extensions (SGX1).
6.1 Storage
A DataCapsule record is the base unit of data transfer between DCR servers and clients. Each DataCapsule record is structured and transmitted using Protocol Buffers [26], a cross-platform data format used to serialize data. Each DataCapsule record has several fields, including an encrypted payload that stores application-level data, a parent hash, a signature, and the sender address. Every DCR server hosts one or more DataCapsules on local disk. Each DataCapsule is stored in a Key-Value Store, with each record’s hash being the key, and the complete record being the value. Specifically, we use RocksDB [11], a log-structured merge-tree embedded KVS. We use RocksDB because it is an easy-to-use embedded KVS that integrates easily to the DCR system.

6.2 Networking
ZeroMQ (ZMQ) [28], an embedded networking library, is used to implement networking components. All unicast communications are done using TCP in ZMQ. For multicast, since GDP routing is under development, we simulate it using multiple unicasts.

6.3 Writes
We have implemented DataCapsule writers to send write requests to DCR servers. For each write, a DC client creates a record with an encrypted payload, its address, the hash on the record, and a parent hash. The client will then sign the record using its ECDSA signing key, serialize it to a string, and send it to all DCR servers via ZMQ simulated multicast. Specifically, the write API has the format of \texttt{put(hash, record)}. When a DCR server receives a write request, it will deserialize the string, verify its signature, store it locally in the corresponding DataCapsule KVS, which is a KVS that stores the DataCapsule for storing and retrieving records. The DCR server will then update its local DAG digest, including sinks and sources. After that, the DCR server will generate an ack, sign it, and send it back to the client via ZMQ unicast. When the client receives a quorum of verified acks, the record is considered durable.

6.4 Reads
For each read, a DC client creates a read request on a hash, a DataCapsule name, and its address. It then serializes it to a string, and sends it to a DCR server. Specifically, the hash-based read API has the format of \texttt{get(hash)}. When a DCR server receives a read request, it simply fetches the corresponding record from its local DataCapsule KVS using the given DataCapsule name and record hash. If the DCR server does not have the record, it will fetch from another delegated DCR server, verify it, and then return it to the client. After receiving the record, the client will verify its signature, decrypt payload with its AES
key, and then use it. Similarly, a client can send a freshness request to \( f + 1 \) DCR servers, in the format of \( get_{fresh}() \), and receive \( f + 1 \) sets of latest record hashes for every branch.

### 6.5 Failure Recovery

After a DCR server joins the network, it periodically initiates pairing with other DataCapsule replicas. When a DCR server initiates a DataCapsule pairing, it first locks the DataCapsule KVS to ensure no race condition happens between new records and pairing response. It then randomly selects another DataCapsule replica among registered replicas. It will sign and send over its DAG digest, which includes all sources and sinks. When the requestee receives the pairing request, it verifies the request and then generate a set of records to return. After that, the requester restores missing records by storing them into the DataCapsule KVS, and unlock the KVS.

### 6.6 In-Enclave Server

An in-enclave proxy is implemented using Open Enclave on top of Intel SGX. Each DCR server initiates an HMAC channel with the in-enclave proxy using the shared secret key. Periodic signature verification is done by the writer periodically signing records, and the server verifies signatures whenever there is a signature. It is up to the writer to decide how frequently they send signatures.

### 7 Evaluation

#### 7.1 Experiment Setup

We evaluate DCR servers on Azure Standard D4s.v3 instances, which run on the Intel(R) Xeon(R) CPU E5-2673 v3 @ 2.40GHz with 4 virtual CPUs and 16GB memory. It has maximum cache and temporary storage throughput of 8000/64 IOPS/MBps and expected network bandwidth of 2000 Mbps. The machine uses Ubuntu 20.04.5 LTS 64bit with Linux 5.15.0-1021-azure. We evaluate the DCR in-enclave proxy on Azure Standard DC2s.v3 instances, which run on the Intel(R) Xeon(R) Platinum 8370C CPU @ 2.80GHz with 2 virtual CPUs and 16GB memory. It supports Intel SGX2 and has encrypted memory (EPC) of 8GB. The machine uses Ubuntu 20.04.5 LTS 64bit with Linux 5.15.0-1021-azure. We run DCR client on Azure Standard DS1_v2 instances, which run on Intel(R) Xeon(R) CPU E5-2673 v3 @ 2.40GHz with 1 virtual CPU, 3.5GB memory, and network bandwidth of 20Mbps. We run OpenEnclave version v0.18.0. We report the average of experiments that are conducted 5 times.
7.2 Proxy Server Evaluation

7.2.1 Benchmark Design

We evaluate DataCapsule Replication system’s performance using Yahoo! Cloud Serving Benchmark (YCSB) [8] workloads. YCSB is an open-source specification used to evaluate performance of computer programs. YCSB generates traces of writes and reads to key-value pairs, it is the standard performance benchmark. For YCSB workloads to work with the DCR system, the client uses a hash table to store the mapping from a key to its most recent record hash. When the client writes to a key, it generates a record and stores the mapping from the key to the record’s hash in the hash table. When the client reads from a key, it finds its corresponding hash, and sends a hash-based read to the DCR system.

We use four workloads generated by YCSB traces: write-only, write-heavy, read-heavy, and read-only. In particular, workload A is write-only, where 100% of operations are writes; workload B is write-heavy with 50:50 reads to writes; workload C is read-heavy with 95:5 reads to writes; and, workload D is read-only.

We have three levels of optimizations: base case, collector proxy, and in-enclave proxy. For the base case write, a writer signs every write record and sends it to all DCR servers via GDP network anycasts. A DCR server receives it, verifies signature, stores it, and sends an ack directly back to the writer. After that, the writer receives and verifies acks from all DCR servers, and can mark the record replicated. A base case read is to send a hash-based read to a DCR server, which will send back the record.

For the collector proxy, a writer still signs every write record and then multicasts it to all DCR servers via GDP multicast. When a DCR server receives a record, it verifies signature, stores it, and sends an ack to a collector proxy. This collector proxy will receive acks from a quorum of DCR servers, then signs a threshold signature on the ack, and send back to the client. The client will verify the threshold signature and mark the record replicated. Reads are the same as in the base case.

For in-enclave proxy, an HMAC channel is established between the proxy and each of writers and DCR servers. Then, a writer sends, via HMAC channel, write records to the in-enclave proxy, which will forward the record to DCR servers via HMAC. DCR servers store the record and sends an ack via HMAC back to the in-enclave proxy. The in-enclave proxy collects a quorum of acks and then send one aggregated ack back to the client. Then, the client will mark the record replicated. Again, reads are the same as in the base case.

We measure three sets of metrics, write latency, read latency, and throughput. We measure for three levels of optimizations and two payload sizes, 16 bytes and 64KB. For throughput, we measure the number of operations per second with 5 replicas and a quorum of 3 for each of the YCSB workloads above. For operation latency, we measure the time between a read or write request is sent, and a record or ack is received, respectively.
7.2.2 Overall Performance - Operation Latency

Write Latency

For write latency, we evaluate the time between when a client sends a write request to five replicas and receives a quorum of 3 ack messages. We evaluate write latency with a small payload of 16B and a large payload of 64KB. In the situation of a 16B payload, cryptographic operations and system overheads are the main factors for latency. From Figure 9, we see that the base case has a higher write latency because the client has limited computation power and network bandwidth. Both collector proxy and in-enclave proxy have a lower latency, which is because the proxy has a better network bandwidth and reduces the latency to multicast. In-enclave proxy has a slighter higher latency than collector proxy because of enclave’s system overheads, including ocalls and ecalls.

In the situation of a 64KB payload, network bandwidth’s impact becomes the significant factor. As a result, we see that the base case has even higher latency as shown in Figure 10. In the base line case, a client uses multiple anycasts to send writes to the DCR servers, which becomes the bottleneck on the client with limited networking resources. As a result, the latency is significantly higher than the proxy cases. On the other hand, both the collector proxy case and in-enclave proxy case use multicast, which significantly reduces the networking bottleneck on the client, resulting in lower write latencies.

Read Latency

For read latency, we evaluate the time between a client sends a hash-
Figure 10: Latency for one write and one read under three levels of optimizations with 64KB payloads.

Based read request and receives the DataCapsule record. From Figure 9 and 10, we see that all three optimizations have similar levels of read latency under both payloads. This is because read workflows are identical in three optimizations.

7.2.3 Overall Performance - Throughput

Throughput For throughput, we evaluate four workloads: write-only, write-heavy, read-heavy, and read-only. Similar to operation latency, we evaluate with two payload sizes: 16B and 64KB. With 16B payloads, cryptographic operations and system overheads are bottlenecks. From Figure 11, we see that for 16B payload write-only workloads, the base line has a lower throughput because of its limited computation power and network bandwidth. In-enclave proxy has a higher throughput than collector proxy because it utilizes HMAC channels to reduce cryptographic operation costs compared to collector proxy. For write-heavy and read-heavy workloads, in-enclave proxy optimization has the highest throughputs. It is because HMAC channels significantly reduces computation workloads on DCR servers, allowing them to provide more resource to serve read requests. On the other hand, the base line throughput is limited by its computation power and network bandwidth. For read-only workload, throughputs are the same for three operations because they have the same workflows.
Figure 11: Throughput for three levels of optimizations with 16B payloads.

Figure 12: Throughput for three levels of optimizations with 64KB payloads.
For large payloads of 64KB, networking overheads are more significant. From Figure 12, we see that the collector proxy and in-enclave proxy have similar throughputs for both write-only, write-heavy, and read-heavy workloads, it is because both of them experience the same amount of networking overheads, while the additional system overheads from collector proxy slightly reduces throughput. The base line has lower throughputs because the client has limited network bandwidth. Again, read-only workloads have the same throughputs.

7.3 Anti-Entropy Evaluation

7.3.1 Benchmark Design

We evaluate DataCapsule Replication system’s failure recovery performance. In particular, we compare between a naive anti-entropy design and the DAG-based anti-entropy design. We measure the time between a pairing request is sent and the two replicas are fully synced up under three situations: one complete replica and one empty replica; one complete replica and one almost complete replica; and two complete replicas. Again, we evaluate under two payload sizes of 16B and 64KB.

For one complete and one almost complete replica case, the almost complete replica is randomly generated by creating a DataCapsule of 1000, 10000, 20000, and 30000 records, with a random number of branches between 1 and 5. After that, 1% of the records are randomly removed.

7.3.2 Overall Performance

From both Figure 13 and Figure 14, we see that DAG-based anti-entropy is more efficient and scalable in both two complete replicas and one almost complete replica cases. In particular, for two complete replicas case, the naive design requires exchanging the hashes of all records in the DataCapsule, while DAG-based design only requires exchanging sinks and sources, which are independent from the size of the DataCapsule. As shown in the figures, as the number of records increases, the latency for DAG-based design remains the same or increases slightly, while the base line latency increases significantly. The compute latency is consistent at around 10ms for all cases because the DAG digest, including sinks and sources, is cached. And the rest of the latency is networking latency. At 30000 records, the DAG-based design’s latency is 76% and 63% lower than the base line in two complete and one almost complete cases, respectively. Lastly, when a replica is completely empty, two designs spent the same amount of time to sync up as shown in 15. This is because the main bottleneck is record transfer overhead from the complete replica to the empty replica. Overall, the DAG-based design is significantly more efficient in the most common cases, where two replicas are complete or almost complete.
Figure 13: Time spent for two complete replicas.

Figure 14: Time spent for one almost complete replica and one complete replica.
Figure 15: Time spent for one empty replica and one complete replica.
8 Future Work

8.1 Multi-Writer with Bitcoin Wallet

In the report, the DCR system is under the assumption of one writer identity, that means a unique private writer key. In the future, we aim to expand the DCR system to multiple writer identities, which means multiple private writer keys with mechanisms to assign new writer keys and revoke existing writer keys. A challenge of having multiple writer identities is to timely access the most updated information, which is likely to be stored in a DataCapsule. Given a DCR server currently does not have access to decrypted data in a DataCapsule, a new mechanism needs to be designed and built. One preliminary design uses Bitcoin Wallet [1], where a root private/public writer key pair can be used to derive and verify subsequent writer keys. In particular, the root public writer key can be included in the metadata of a DataCapsule, and then DCR servers can subsequently derive the next generation’s public keys using it. On the other hand, writers can derive their next generation’s private writer key, sign the record using it, and then send the signed record to DCR servers. DCR servers will have the information on which generation to derive the public key with, and then validate the signature. Subsequently, the DCR servers can store the signed records as usual.

8.2 DataCapsule In Transit

In this report, we discuss DataCapsules that are fully loaded in a DCR server, which uses indexing and caching to enable efficient operations. Currently, the effort required to fully load a DataCapsule requires parsing through the DataCapsule, generates a hash table from hashes to records, and creates a table of sinks and sources. This loading mechanism requires a non-trivial computation power to accomplish, which can be optimized. In the future, if we want to transfer a DataCapsule from one DCR server to another, the DataCapsule needs to be transformed to another form. In particular, compaction may be required to transfer a DataCapsule faster. In addition, how to efficiently compact and then load from a compacted form are also important. Thus, a future work is to design and build a mechanism that can efficiently compact and serialize a fully loaded DataCapsule, transfer it to another DCR server, and also enable efficient loading and indexing from the compact form.

8.3 In-Enclave Proxy Optimization

As shown in Section 7, in-enclave proxy optimization can efficiently alleviate computation bottlenecks on DCR servers. A limit of this design is the system overheads of enclave ecalls and ocalls, which are relatively expensive, and could offset benefits to a certain extent. In the future, we aim to reduce this system overhead. In particular, we can use mechanisms to
improve communications between an in-enclave process and an out-enclave process. One example is that switchless calls can be employed to reduce system overheads.

8.4 Freshness Service Server

As shown in Section 4.5, the current design requires the client to receive at least \( f + 1 \) sets of record hashes from \( f + 1 \) DCR servers. This requires the client to determine the latest set of record hashes by comparing the timestamps. This design relies on timestamps, which may not be available for applications other than PSL. Therefore, a future work is to design a freshness service server that determines the latest record on behalf of the client, and then send one set of latest records to the client.

9 Conclusion

We introduced DataCapsule Replication System, a storage system that provides continuous, persistent, replicated, and secure storage for DataCapsules. We focus on the security, replication, and efficiency aspects of the DCR system. It utilizes multicast from GDP network to optimize network efficiency, employs in-enclave proxy to alleviate networking pressure on DCR clients, uses HMAC channels to reduce cryptographic operation overheads on clients and servers, while maintaining the same level of security guarantees of data integrity, confidentiality, and provenance. It also uses a novel DAG-based anti-entropy mechanism to enable epidemic, pair-wise synchronization to handle failures. In our benchmarks, DCR has shown great performance optimizations from proxies, where throughput is at most 62% higher than the baseline. Also, the efficient failure recovery mechanism optimizes pairing latency to be at most 76% lower than the baseline. In addition, the DCR system is in use by the CapsuleDB project and serves as its persistence solution. In conclusion, the DCR system provides a great replication solution to applications such as GDP and PSL.
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