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Abstract

Network Optimization Algorithms and Applications to Molecular Biology

by

Alex V Khodaverdian

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Nir Yosef, Chair

In this thesis, I pursue several problems in molecular biology through abstraction into network optimization algorithms.

In the first chapter of this thesis I consider our first flavor of network problems - sub-network optimization within a known dynamic network. In these instances, I introduce the notion of Condition and Time Conditioned networks, in which a network may dynamically change over time (i.e. vertices or edges). In our first set of problems, the goal becomes to find a global sub-network of minimum cost, which satisfies all local connectivity demands across conditions. In the second set of problems, I consider optimizing a singular walk demand beginning at source node \(a\) in timepoint \(t_1\) and ending at a destination node \(b\) at a later timepoint \(t_2\), while maintaining a notion of consistency over time. Lastly, I utilize these frameworks to investigate signal transduction in Th17 cells with the purpose of finding novel downstream proteins of interest involved in IL23 receptor signalling.

In the second chapter of this thesis, I consider the problem of lineage tracing in CRISPR/Cas9 models - given a set of terminal nodes or cells generated via CRISPR/Cas9 lineage tracing, what is the most likely tree that best represents the ground truth generative process. In particular, I begin by introducing two methods towards this analysis - a greedy approach, and an exact integer linear programming approach. I then test these methods via simulation and via ground truth trees generated in vitro. Lastly, I take a step back and consider the theoretical guarantees of our framework. That is, I explore the relationship between the number of characters/cut sites in our model against variables such as minimum cell division times, number of cells, and cutting rates. In particular I derive upper bounds for the number of characters required for exact reconstruction given perfect knowledge about the experimental setup.

In the third and final chapter of this thesis, I consider a network flow abstraction for estimating metabolic activity within cells. Given the relationship between metabolism and
immunological function, our goal becomes to discover tissue specific metabolic programs within Th17 cells. To achieve this goal, I leverage a Flux Balance Analysis approach to estimate network wide metabolic flux within Th17 cells collected from mice across various tissues, whereby I discover a novel gut specific metabolic target of interest responsible for regulating effector-like function and homeostasis.
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### 3.1 A generalized approach to lineage tracing & lineage reconstruction.

(a) The workflow of a lineage tracing experiment. First, cells are engineered with lineage tracing machinery, namely Cas9 that cuts a genomic target site; the target site accrues heritable, Cas9-induced indels (“character states”). Next, the indels are read off from single cells (e.g. by scRNA-seq) and summarized in a “character matrix”, where rows represent cells, columns represent individual target sites (or “characters”) and values represent the observed indel (or “character state”). Finally, the character matrix is used to infer phylogenies by one of various methods.

(b) The Cassiopeia processing pipeline. The Cassiopeia software includes modules for the processing of target-site sequencing data: first, identical reads are collapsed together and similar reads are error-corrected; second, these reads are locally aligned to a reference sequence and indels are called from this alignment; third, unique molecules are aggregated per cell and intra-doublets are called from this information; finally, the cell population is segmented into clones (or lineage groups) and inter-doublets are called. This clones are then passed to Cassiopeia’s reconstruction module for phylogenetic inference.

(c) The Cassiopeia reconstruction framework. Cassiopeia takes as input a “character matrix,” summarizing the mutations seen at heritable target sites across cells. Cassiopeia-Hybrid merges two novel algorithms: the “greedy” (Cassiopeia-Greedy) and “Steiner-Tree / Integer Linear Programming” (Cassiopeia-ILP) approaches. First, the greedy phase identifies mutations that likely occurred early in the lineage and splits cells recursively into groups based on the presence or absence of these mutations. Next, when these groups reach a predefined threshold, we infer Steiner-Trees, finding the tree of minimum weight connecting all observed cell states across all possible evolutionary histories in a “potential graph”, using Integer Linear Programming (ILP). Finally, these trees (corresponding to the maximum parsimony solutions for each group) are returned and merged into a complete phylogeny.

### 3.2 Cassiopeia algorithms outperform other phylogenetic reconstruction methods on simulated lineages.

Accuracy is compared between five algorithms (Cassiopeia-Greedy, -ILP, and -Hybrid algorithms as well as Neighbor-Joining and Camin-Sokal) on 400 cells. Phylogeny reconstruction accuracy is assessed with the Triplets correct statistic across several experimental regimes:

- (a) the number of characters;
- (b) mutation rate (i.e. Cas9 cutting rate);
- (c) depth of the tree (or length of the experiment);
- (d) the number of states per character (i.e. number of possible indel outcomes);
- and (e) the dropout rate. Dashed lines represent the default value for each stress test. Between 10 and 50 replicate trees were reconstructed, depending on the stability of triplets correct statistic and overall runtime. Standard error over replicates is represented by shaded area.
### 3.3 An in vitro Reference Experiment

(a) A reference lineage tracing dataset was generated using the technology proposed in Chan et al. [28] to human cells cultured in vitro for ~ 15 generations. A total of 34,557 cells were analyzed after filtering and error correction. Only the initial split (into two plates) is shown. Analysis of the subsequent split (into four plates) is provided in Additional file 1: Fig S22. (b-f) Summary of relevant lineage tracing parameters for each clonal population in the experiment: (b) the number of characters per clone; (c) number of states per target site; (d) the estimated mutation rate per target site; (e) median dropout per target site; and (f) the proportion of uniquely marked cells. Gray shading denotes parameter regimes tested in simulations and red-dashed lines denote the default values for each synthetic benchmarks.

### 3.4 Cassiopeia can reconstruct high-resolution phylogenetic trees from empirical lineage tracing data

The full phylogenetic tree for Clone 3 (a), consisting of 7,289 cells, was reconstructed using Cassiopeia-Hybrid (with priors), and is displayed. The phylogram represents cell-cell relationships, and each cell is colored by sample ID at the first split (plate 0 or 1). The character matrix is displayed with each unique character state (or ”indel”) represented by distinct colors. (Light gray represents uncut sites; white represents missing values.) Of these 7,289 cells, 96% were uniquely tagged by their character states. (b-c) Nested, expanded views of the phylogram and character matrices. As expected, Cassiopeia correctly relates cells with similar character states, and closely related cells are found within the same culture plate. (d) A histogram of the tree-depth of each leaf from the root (mean = 8.22, max = 15). (e) Concordance between normalized allelic distance and normalized phylogenetic distance (see Methods; Pearson’s correlation = 0.53).

### 3.5 Cassiopeia builds highly accurate trees from large empirical datasets

The consistency between tree reconstructions are evaluated with respect to the first split. The Mean Majority Vote (a) and the Meta Purity test (b) were used for Cassiopeia-Hybrid and -Greedy (both with or without priors) and Neighbor-Joining. The statistics are plotted as a function of the number of clades at the depth of the test (i.e. the number of clades created by a horizontal cut at a given depth). All Cassiopeia approaches consistently outperform Neighbor-Joining by both metrics.
3.6 Generalizing Cassiopeia & future design principles of CRISPR-enabled lineage tracers. (a) Cassiopeia generalizes to alternative lineage tracing methods, as illustrated with the analysis of data from GESTALT technology [129, 147]. In a comparison of parsimony across Camin-Sokal, Neighbor-Joining, and Cassiopeia’s methods, the Steiner-Tree approach consistently finds more parsimonious (i.e., more optimal) solutions. Z-scores for each dataset are annotated over each tile. (b) Biological integrity of trees for each Zebrafish from Raj et al. [147], inferred with Cassiopeia-ILP, was assessed using the mean membership statistic (Methods) with respect to tissue type annotations from the original study. (c) Exploring information capacity of recorders with base-editors. A theoretical base-editor was simulated for 400 cells and reconstructions with Cassiopeia-Hybrid, with and without priors. We compared the accuracy of the reconstructions to the simulated tree using the triplets correct statistic. We describe the performance of Cassiopeia-Hybrid as the number of characters was increased (and consequently the number of states was decreased).

3.7 Time complexity of lineage reconstruction approaches. Time complexity, as measured in seconds, of each algorithm tested in this manuscript is compared using simulated datasets ranging from 100 cells to 10,000 cells. Default settings for the simulations were used (0.025 mutation rate, 40 characters, 10 states, and 0.18 median dropout rate). Cassiopeia was tested using default parameters of a maximum neighborhood size of 3000, time to converge of one hour, and a greedy cutoff of 200 cells. Cassiopeia was tested using 5 threads and 20 threads, illustrating the advantage of parallelizing the reconstruction algorithm. ILP, which was only run until 500 cells due to the infeasibility of running on larger datasets, was allowed 100,000s to converge on a maximum neighborhood size of 20,000 (the default settings). Neighbor-Joining could not reconstruct a tree for 10,000 cells within 4 days when the reconstruction was terminated.

3.8 Evaluation of the stability of the maximum neighborhood size parameter. The maximum neighborhood size is a central parameter provided by the user when inferring the potential graph necessary as input to the Steiner-Tree solver (see methods). Here, we benchmark the stability of solutions with respect to several maximum neighborhood sizes using 10 trees with default parameters (40 characters, 40 states, 2.5% per-character mutation rate, depth of 11, and an average dropout rate of 17% per character). We quantify both the reconstruction accuracy with respect to the reconstructions found with the largest maximum neighborhood size (14,000 nodes) which displays a saturation at around 9,000 nodes. To provide intuition for the accuracy of the potential graph (represented as the maximum distance to the ‘latest common ancestor’ (LCA) which is dynamically solved for, given a maximum neighborhood size) we display the LCA allowed for each maximum neighborhood size parameter. In both figures, we display lines connecting the mean values; shaded regions are the standard deviation of the measurements across the 10 replicates.
3.9 **Observed Frequency of Mutations is Measure of True Mutation Count.**

The true number of occurrences of a mutation is estimated well by the observed frequency at leaves. We use a Linear Least Squares Estimate to quantify the relationship between the expected number of times a mutation occurred given the observed frequency at the leaves (Eq. 1). Using various rates for character and indel mutation rates \( p \) and \( q \), respectively we show that this relationship is negative (i.e. greater observed frequencies tend to correspond to mutations that occurred few times near the top of the phylogeny) for a range of biologically-relevant values.

3.10 **Precision of Cassiopeia-Greedy First Split.** (a) The precision of greedy splits of 400 cells was measured with varying mutation rates and states per character, without dropout. For each pair of parameters (number of states and mutation rate), we measure precision as a function of the conditional probability of the selected (character, state) pair and the frequency of that mutation observed in the 400 cells. (The conditional probability for state \( j \), \( q(j) \) is defined as \( \Pr(\chi \rightarrow j|\chi_{\text{mutates}}) \)). Precision was defined as the proportion of true positives in the greedy split (see Methods). Each point indicates a replicate (100 per plot) and the heat represents the precision. (b) The density histogram (smoothed using a kernel density estimation procedure) of all first-split precision statistics from Cassiopeia-Greedy on default simulations (i.e. 40 characters, 40 states, 2.5% mutation rate, 11 generations, 400 cells, and 18% dropout rate). We measured a median precision of 0.99 across all default simulations.

3.11 **Benchmarking of parallel evolution on the greedy heuristic.** The greedy heuristic, inspired by algorithms to solve the case of perfect phylogeny (see methods), is impacted by two factors: (1) the number of parallel evolution events (i.e. the same mutation occurs more than once in the experiment) and (2) the depth from the root these mutations occur at. Here, each line represents a series of experiments increasing the number of ‘double mutations’ (i.e. the simplest case of parallel evolution where a mutation occurs exactly twice) where the ‘latest common ancestor’ (LCA) is a set depth from the root.

3.12 **Determination of mutation rates used in simulation.** We use an interpolation of the empirical indel distribution as input for the conditional probability of a state arising given a mutation. (a) A comparison of the empirical and ‘splined’ indel distributions; a zoomed in version is provided for comparison at low probabilities. (b-c) A comparison of three metrics between an observed clone (clone 3) and a simulated clone using inferred parameters. We used the number of character, states, per-character mutation rate, and dropout probabilities inferred from the empirical data; the indel formation rates were calculated using a polynomial spline function. (b) measures the ‘minimum compatibility distance’ for all pair-wise character combinations (see methods). (c) compares the number of observable states per cell. (d) compares the number of observable states per character.
3.13 **Triplets Correct Statistic.** (a) Schematic for the Triplets Correct statistic, the combinatorial metric used to compare between trees. In this metric, we compare the relative orderings of three leaves between two trees (e.g. the "Ground Truth" and a reconstruction). There are four possible ways that a triplet could be ordered here, based on the relationship between each leaf and the Latest Common Ancestor (LCA) of the triplet. The statistic tallies the number of correct triplets and reports this value weighted by the depth of the LCA from the root. Importantly, this statistic is designed to avoid concerns of inappropriately weighting early splits as these might dominate the statistic. Specifically, the triplets are stratified in accordance to the depth of the LCA and the triplets correct is reported as an average across all LCA depths. This way, LCAs near the root will not dominate the score. (b) A comparison between the triplets correct statistic and the phylogenetic distance correlation (defined as the correlation of node-node distances between a simulated and reconstructed tree; see Methods) where we observe a Pearson correlation of 0.96.

3.14 **Unthresholded Triplets Correct.** The Triplets Correct statistic reported for synthetic benchmarks presented in Figure 2 without removing triplets whose LCA-depth was sampled deeply enough (by default, a given triplet at depth $D$ is only considered if a sufficient number of triplets at depth $D$ is observed). Here, the effective threshold is 0.

3.15 **Parsimony of reconstructed trees of 400 cell simulated datasets.** Parsimony scores (or number of evolutionary events) for each reconstructed network presented in Figure 2 were calculated and compared across phylogeny reconstruction methods. Results are presented for the number of characters, the mutation rate, tree depth, number of states and dropout rate for all five algorithms used in this study. Standard error is represented by shaded area.

3.16 **Benchmarking of lineage tracing algorithms on 1000 cell synthetic datasets.** Phylogeny reconstruction algorithms were benchmarked on simulated trees consisting of 1,000 cells. The number of characters, character-wise mutation rate, length of experiment or tree depth, number of states, and dropout rate were tested. Due to scalability issues, only greedy, hybrid, and neighbor-joining were tested. Standard error is represented by shaded area.

3.17 **Benchmarking of greedy and hybrid algorithms on large experiments.** Triplets correct is used to measure the accuracy of reconstructions using both hybrid and greedy algorithms on large trees (up to 50,000 cells). Of note, hybrid and greedy have comparable results on larger trees, which remain accurate even in these massive regimes. In addition, the knowledge of prior probabilities of particular states confers a large increase in accuracy.
3.18 Bootstrapping analysis of Cassiopeia and Neighbor-Joining with the Transfer Bootstrap Expectation statistic. Bootstrap analysis of robustness for Cassiopeia-Greedy (a), -ILP (b), and Neighbor-Joining (c). 100 bootstrap samples (B = 100) were taken for 10 simulated trees (N = 10) by sampling characters with replacement and each matrix was used for reconstruction by each of the tree algorithms. The Booster software [61] was used to assess robustness of each clade in the original reconstruction, as measured with the Transfer Bootstrap Expectation (TBE) statistic. The distribution of TBE’s is shown for each algorithm as a function of the size of the clade (i.e. a clade with two leaves underneath it will be of size 2).

3.19 Reconstruction accuracy under over-dispersed state distributions. The effect of the indel distribution (i.e. the relative propensity for a given indel outcome) was explored in various regimes using a mixture model. Here, the mixture model consisted of mixing the inferred indel distribution with a uniform distribution between 0 and 1.0 with some probability \( \theta \) (i.e. when \( \theta = 1.0 \), the indel distribution was uniform). In all simulations, we used default parameters for the simulated trees unless stated otherwise (40 characters, 40 states, depth of 11, median dropout rate of 17%, and a character mutation rate of 2.5%).

(a) displays the results of all five algorithms over 400 samples. (b) displays results for simulations over 1000 samples for hybrid, greedy, and neighbor-joining methods. (c) Simulations for 400 samples using 10 states rather than 40 states per character. Dashed lines represent reconstructions performed with priors. (d) Simulations over 400 samples and 40 states, comparing results with and without priors. Dashed lines represent reconstructions performed with priors.

3.20 Observed Proportion of Parallel Evolution in Simulations. Inferred proportion of parallel evolution, as defined by the proportion of mutations that are observed more than once in a given tree, for the simulations presented in Figure 2 and Fig S10.

3.21 Determination of the indel prior transformation function. The effect of incorporating the prior probabilities of mutation events into the greedy algorithm is explored using synthetic datasets. The exact mutation probabilities used for simulations are used during reconstruction (i.e. the mutations drawn during simulation). Five possible transformations \( f(n_{i,j}) \), representing an approximation of the future penalty of not choosing this mutation (see methods) were tested for incorporation with the priors. The transformations were: (i) Identity \( f(n_{i,j}) = n_{i,j} \), (ii) Log2 \( f(n_{i,j}) = \log_2(n_{i,j}) \), (iii) None \( f(n_{i,j}) = 1 \), (iv) Lower Bound \( f(n_{i,j}) = \min(n_{i,j}, \frac{N}{200}) \), and (v) \( \frac{3}{4} \) root \( f(n_{i,j}) = (n_{i,j})^{\frac{3}{4}} \). \( n_{i,j} \) denotes the number of cells which report the mutation \( j \) in character \( i \) and \( N \) is the total number of samples. To test these transformations, we evaluated the resulting tree accuracy via Triplets Correct. Standard error is represented by shaded area.
3.22 Incorporation of priors into Cassiopeia. A comparison of tree accuracy when using priors for both the greedy-only method and Cassiopeia. We compared performance as we varied the number of characters per cell, the mutation rate per character, the length of the experiment, the number of states per character, and the amount of missing data. Standard error is represented by shaded area.

3.23 Quality control metrics for the target site sequencing library processing pipeline. (a-d) present quality control metrics after the processing pipeline. (a) Cells are ranked by the number of UMIs they contain, showing a median of 76; (b) The number of reads per UMI after UMI error correction and collapsing, showing a median of 137; (c) The number of UMIs per integration barcode (intBC), showing a median of 7; (d) is the concordance between reads per cellBC and UMIs per cellBC, showing a pearson correlation of 0.96.

3.24 Processing Pipeline for the in vitro dataset. (a) shows a more in-depth flowchart of the Cassiopeia processing pipeline taking as input the raw FASTQs from a sequencing run and converting the observed reads into final trees. Cellranger “count” is used to map reads to dummy transcriptome (junk sequence that nothing will align to), filter cells, and read off the 10x cell barcodes and UMIs. The resulting BAM file is then passed through a series of cell filtering, UMI error correction, and allele mapping before becoming the final allele table that can be converted to character matrices for clone reconstruction. See methods for more detailed information for each step. (b-d) present additional summary statistics for the final allele table. (b) displays the number of cells per clone; (c) shows the median number of intBCs observed in each clone; (d) shows the distribution of the number of intBCs observed in each cell (red points are references to indicate the number of intBCs used to reconstruct the particular clone).

3.25 Identification of doublets using intBCs. IntBCs are used to identify doublets. (a-b) report the ability to identify doublets arising from the same clone, referred to as “intra”-doublets; (c-d) report the ability to identify doublets arising from different clones, referred to as “inter”-doublets. Doublets were simulated using the final allele table and 200 “intra”- and “inter”-doublets were created in each of 20 replicates. Precision-recall curves for intra- and inter-doublet detection methods are presented in (a) and (b), respectively. (c) and (d) present the F-measure (defined as the weighted harmonic mean between precision and recall) of detection methods for intra- and inter-doublets, respectively. Red-dashed lines denote the optimal decision rule for doublet detection. Standard error is represented by shaded area.
3.26 Estimation of Prior Probabilities for Tree Reconstruction. Prior probabilities to be used during tree reconstruction can be determined from both a bulk assay and independent clonal populations. Prior probabilities of mutations were determined by calculating the proportion of unique intBCs that report a particular indel (see methods). The bulk assay consisted of several independent clones with non-overlapping intBCs grown over the course of 28 days. (a-c) report the correlation of indel formation probabilities between various time points in the bulk experiment. A strong correlation is observed between all time points: 7 and 14 (a), 14 and 28 (b) and 7 and 28 (c). Indel formation probabilities can also be calculated using the intBCs from each clone as independent measurements. Using this method, (d) reports the correlation between this lineage-group specific probability calculation and the last time point of the bulk assay.

3.27 Evaluation of algorithms on in vitro lineage tracing clones, First Split.

Trees were reconstructed for the remaining clones in the in vitro dataset that consisted of more than 500 unique cell states. LG2, LG4, LG6, and LG8 passed this threshold and were reconstructed with Cassiopeia (with and without priors), greedy-only (with and without priors) and Neighbor-Joining. The statistics provided were taken with respect to the first split ID (see methods). For both Cassiopeia with and without priors, we used a cutoff of 200 cells and each instance of the ILP was allowed 5000s to converge on a maximum neighborhood size of 6000. For example, for Clone 5 it is difficult to pinpoint a single reason for the observed variability other than the fact it has a very small proportion of unique cells, namely that every leaf represents multiple cells (which can come from different plates), thus potentially making the performance criteria less robust.

3.28 Evaluation of algorithms on in vitro lineage tracing clones, Second Split. Trees were reconstructed for the remaining clones in the in vitro dataset that consisted of more than 500 unique cell states. LG2, LG4, LG6, and LG8 passed this threshold and were reconstructed with Cassiopeia (with and without priors), greedy-only (with and without priors) and Neighbor-Joining. The statistics provided were taken with respect to the second split ID (see methods). For both Cassiopeia with and without priors, we used a cutoff of 200 cells and each instance of the ILP was allowed 5000s to converge on a maximum neighborhood size of 6000.

3.29 Exhaustion of Target Sites across Clones. Target site exhaustion for each clone, as measured by the proportion of sites observed as edited after the experiment. (a) presents the percentage of mutated cells across all cut sites per clone. (b) details the distribution of mutated cells per cut site in each clone.
3.30 Vignette of Inferential Mistakes for Clone 3. An example from the reconstruction of Clone 3 with Cassiopeia-Hybrid where a cell has been misplaced in the tree due to several factors. In this case, it is clear that the cell was placed where it is due to an instance of parallel evolution of the state in character 43 (as annotated in the figure). Because the cell contained this state, it was grouped with cells of a different plate also containing this mutation. Furthermore, the cell contains few distinguishing mutations thus making it difficult to infer the true value of the missing values located in characters 37-39.

3.31 Parsimony scores from reconstructions of the GESTALT datasets. (a) Raw and (b) normalized parsimony scores for the parsimony scores from the GESTALT datasets. Camin-Sokal, Neighbor-Joining, Cassipeia-Greedy, -Hybrid, and -ILP were run on datasets from Raj et al [6] and McKenna et al [3]. Raw parsimony scores are calculated as the number mutations present in a phylogeny (summing over the mutations along every edge of the tree). The normalized scores correspond to z-scores for each dataset.

3.32 “Phased Recorder” leverages variability across target sites. (a) Design concept of the “Phased Recorder.” (a) We simulated a “phased” editor, where each character is mutated at variable rates. (b-c) We varied the amount each character could vary across 5 different experiments and simulated using two different indel formation rate models. Each cell had 50 characters with 10 states per character and a mean dropout of 10%. The amount of mutation variability is described with the ratio between the maximum and minimum mutation rates \( \frac{\mu_{\text{max}}}{\mu_{\text{min}}} \). Standard error is represented by shaded area. (b) Model 1 consists of drawing indels from a negative binomial distribution \( \text{NB}(5,0.5) \) where there are few “rare” indels. (c) Model 2 consists of drawing indels from the splined distribution of the empirical dataset’s indel formation rates, as used in other synthetic benchmarks.

3.33 General Problem Setup. In particular, we note that \( a \) and \( b \) are the ingroup, whereas \( c \) is the outgroup. In addition, we point out some of the key variables used throughout this manuscript: \( d^*, k, n, q, \lambda, \ell \).
3.34 **Comparing the Threshold Algorithm in Theory and Simulation**. Simulated trees with 256 leaves, \( n = 256 \). (A, C) Theoretical sufficient lower bound on \( k \) required for 0.9 probability of perfect tree reconstruction up to depth \( d \) for varying values of \( d, q \) and \( \lambda \) for (A) \( \ell = 1/9 \) and (C) \( \ell = 0.05 \). (B, D) Minimum \( k \) required for 0.9 probability of perfect tree reconstruction in simulation with a cell division topology with (B) uniform edge lengths (\( \ell = 1/9 \)) and with (D) an asynchronous cell division topology (\( \ell = 0.05 \)). (A-D) Entries are \( \log_{10} \) scaled. (E, F) Plots comparing the dependence of the minimum \( k \) in simulation with the theoretical bound on varying parameters (0.9 probability of perfect reconstruction, \( \ell = 0.05 \), \( d^* = 1 \)). We report the dependence of \( k \) on (E) \( \lambda \) for fixed values of \( q \) and (F) \( q \) for fixed values of \( \lambda \). (H) Comparison of the dependence of the bound on \( k \) for 0.9 probability of perfect reconstruction on \( \lambda \) for various values of \( d \). (I) Comparison of the dependence of minimum \( k \) for 0.9 probability of perfect reconstruction in the asynchronous simulation on \( \lambda \) for various values of \( d \). (E, F, I) For ease of comparison, the values of \( k \) are rescaled by the median value of \( k \) in each line. (E, F, I) Point-wise 95% confidence intervals for the minimum \( k \) in simulation are generated from the regression coefficients using the delta method, see supplemental.

3.35 **Comparing the Bottom-Up Algorithm in Theory and Simulation**. Simulated trees with 256 leaves, \( n = 256 \). (A-B) Entries are \( \log_{10} \) scaled. (A) Theoretical sufficient lower bound on \( k \) required for 0.9 probability of perfect tree reconstruction on varying values of \( q \) and \( \lambda \), taking \( \beta = \lambda q \max(1, c) \). As the state distributions are uniform, \( q_j = q \) for each value of \( q \). Left: \( \ell = 1/9 \) and \( c = 1/9 \) for comparison with the simulated case where the branch lengths are uniform. Right: \( \ell = 0.05 \) and \( c \approx 3.85 \) such that >99.99% of simulated branch lengths in the realistic simulation regime fall within the upper bound. (B) Minimum \( k \) required for 0.9 probability of perfect tree reconstruction in simulations, with Left: a cell division topology with uniform branch lengths, \( \ell = 1/9 \) and Right: an asynchronous cell division topology (description in supplemental), \( \ell = 0.05 \). (C-F) Plots comparing the dependence of the minimum \( k \) in simulation with the theoretical lower bound on varying parameters (0.9 probability of perfect reconstruction). We report the dependence on (C, E) \( \lambda \) for fixed values of \( q \) and on (D, F) \( q \) for fixed values of \( \lambda \), in simulations with uniform edge lengths (C-D) and with asynchronous topologies (E-F). (C-F) For ease of comparison, the values of \( k \) are rescaled by the median value of \( k \) in each line. Point-wise 95% confidence intervals for the minimum \( k \) in simulation are generated from the regression coefficients using the delta method, see supplemental.
3.36 **Visualizing the \((\ell^*, d^*)-Oracle Decision Rule in Simulation.** We sample 100 triplets uniformly for each of 100 trees simulated under the Asynchronous simulation framework described in supplemental with \(k = 10\), \(\lambda = 0.5\), \(q = 0.05\) and \(n \approx 256\). For each triplet, we plot \(s(a, b) - \max(s(a, c), s(b, c))\) for two cases: when \((a, b)\) notates the true ingroup of the triplet (blue) and 2) when \((a, b)\) notates one member of the ingroup and the outgroup (orange). The histograms show the density of each case for each triplet along the axes.

3.37 **Comparing the Dependence of \(k\) on \(n\) in Theory and Simulation.** The minimum necessary \(k\) given \(n\) of the Threshold Algorithm (left) and the Bottom-Up Algorithm (right) with the theoretical bounds for each case (90% of full reconstruction). Simulations performed with the uniform edge length regime for trees of size \(2^2, 2^3, ..., 2^{11}\) leaves. For each value of \(n\), edge lengths were re-scaled to be \(\frac{1}{\log_2(n)+1}\) to maintain uniform edge lengths. The bounds are rescaled by a constant factor, 100 for the Threshold Algorithm and 25 for the Bottom-Up Algorithm. Point-wise 95% confidence intervals are generated from the regression coefficients using the delta method, see supplemental.

3.38 **Comparing the Threshold Algorithm in the Case of Stochastic Missing Data in Theory and Simulation.** The results of the Threshold Algorithm using the missing data strategy outlined in lemma 18 are shown. Simulated trees with 256 leaves, \(n = 256\). Entries are \(\log_{10}\) scaled. (A) Theoretical lower bound on \(k\) required for 0.9 probability of perfect tree reconstruction for varying values of \(q\) and \(\lambda\) in the case of missing data, with \(\ell = 1/9\), \(d^* = 1\), and \(p_s = 0.1\). (B) Minimum \(k\) required for 0.9 probability of perfect reconstruction in simulation with a cell division topology with uniform branch lengths, \(\ell = 1/9\), \(d^* = 1\), and \(p_s = 0.1\). (C) Scalar difference in the values of \(k\) in the case with and without missing data. Top: Difference in theoretical bounds for \(k\) for 0.9 probability of perfect reconstruction, \(\ell = 1/9\), \(d^* = 1\), and \(p_s = 0.1\). Bottom: Difference in minimum \(k\) required for 0.9 probability of perfect reconstruction in simulation with a cell division topology with uniform branch lengths, \(\ell = 1/9\), \(d^* = 1\), and \(p_s = 0.1\).

3.39 **Triplets Corrects Analysis for Both Algorithms.** Simulated trees with 256 leaves, \(n = 256\). Entries are \(\log_{10}\) scaled. Minimum \(k\) required for 0.9 probability of \(\leq 0.95\) proportion of 500 uniformly sampled triplets correctly reconstructed in simulation. Top row: Results for the Threshold Algorithm in the case of (From left to right) uniform edge length topology without missing data \((\ell = 1/9, p_s = 0.1)\), uniform edge length topology with missing data \((\ell = 1/9, p_s = 0.1)\), asynchronous topology \((\ell = 0.05)\). Bottom row: Results for the Bottom-Up Algorithm in the case of (From left to right) uniform edge length topology \((\ell = 1/9)\) and asynchronous topology \((\ell = 0.05)\).
4.1 **Tissue Th17 cells are metabolically distinct** (a) Mouse model (b) Normalized expression of differentially expressed metabolic genes (rows) in a random sample of 1000 cells (columns) from all tissues. (DESeq2 was applied on pseudo-bulk data to compare each tissue to the average of all tissues; lowly expressed genes (expressed in < 10% of cells in every tissue) were excluded from the DE analysis; FDR < 0.05, fold change > 1.5) (c) Distance of tissues to SPL (measured as the inverse of the proportion of cells in each tissue being k-nearest neighbors of any SPL cells; k = 20) (d) UMAP based on metabolic gene expression only; colored by tissue. (e) Heatmap of top 25 metareactions per tissue in Compass. Each cell entry corresponds to the relative rank of that reaction relative to all other reactions of interest in a one versus all comparison. (f) Summary of all differentially expressed metareactions in a COL vs all comparison, summarized by subsystem (rows). Blue dots represent reactions lower in the colon, red dots represent reactions higher in the colon. Triangles represent mean cohen's d, with cyan triangles representing overrepresentation of a subsystem calculated via a hypergeometric test (g) Top 10 metareactions in the COL vs all comparison and SI vs all comparison. Reactions are ranked by $-\log(FDR) \times \text{sign(cohen's d)}$.

4.2 **Common metabolic features of intra-tissue variation in Th17 cells across tissues** (a) Annotation of superclusters (b) Correlation of intratissue clusters in metabolic space (c) Genes used for supercluster annotation. (d) - (e) Average COMPASS scores of $CK_{pos}$ reaction. Scores were rank-normalized within each tissue (higher score means more “active”). (f) COMPASS scores of $CK_{pos}$ reaction. Scores were rank-normalized within each tissue (higher score means more “active”).

4.3 (a) Number of metabolic genes that are upregulated in each tissue (same DE method and criteria as Fig 1B) (b) UMAP based on metabolic gene expression only; colored by batch.
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Chapter 1

Introduction and Background

A common approach for investigating biological systems is to first abstract the system as a network. Nodes within this network can represent a broad category of entities such as species at a higher resolution, or cell, proteins, or metabolites at a molecular resolution. Edges within this network represent varying relationships between these entities. For example, within the context of lineage tracing in embryogenesis, edges represent the developmental relationship between descendent and ancestor cells, from the embryo, to the final organism of interest. Within other applications, such as protein-protein interaction networks, nodes represent proteins, while edges represent known physical binding or joint chemical reactions between proteins.

In all these instances, the underlying network represents biological information, and we leverage network optimization algorithms to further our biological understanding. These network optimization algorithms can span a plethora of problem types. In one case, the goal may be to optimize for a subnetwork of minimal cost, which best explains the relationship between a set of proteins. In another case, the goal may be to take a set of terminal nodes, and infer a possible phylogeny or tree that best explains the relationship between these entities. In yet another case, the goal may be to take a well-studied biological network, such a metabolic network, and infer activity amongst this network’s edges given transcriptomic data. From the viewpoint of graph theory, network optimization algorithms have been well studied. However, not all of these algorithms are directly translatable to biological abstractions. Our goal, and thus the focus of this dissertation, has been to extend known network algorithms towards biological applications, with analysis of theoretical guarantees and applications to single cell and bulk transcriptomics.
1.1 Extracting Networks - Protein-protein Signalling Cascades

In molecular biology, there exist many known and well studied networks. One example in particular is in the form of protein-protein interaction networks (PPIN), where nodes represent proteins, and edges represent physical binding or joint chemical reactions. Within such abstraction, a researcher may investigate more specific questions. For example, within the PPIN, a known subset of proteins may be postulated to be active, and the goal becomes to find the most parsimonious sub-network connecting together all such proteins [89, 174, 186].

Alternatively, consider the case of cell receptor signalling. Cells commonly express a subset of protein receptors, variable by cell type and cell state. Once a receptor is stimulated via an extracellular ligand, a signalling cascade begins and through a series of protein-protein interactions and post-transnational modifications, modifies transcription factors in the nucleus. Although the start and end terminals of such signal are well known, the question becomes to find the most likely path in which the signal transduction occurred through the PPIN.

As described, these problems can be easily tackled via network optimization algorithms such as Djikstra’s Algorithm in the case of a singular protein signal, or through a series of Steiner Network problems such as Steiner Tree, Steiner Forest, Directed Steiner Network, and Prize-Collecting Steiner Tree.

A natural biological extension to these problems comes in the form of the observation that biological systems are not static, but rather dynamic. In PPINs for example, proteins may simply not be present within a cell, or may not be active signalling candidates due to deactivation via post-transnational modification. As a result, a natural extension becomes to extend these optimization frameworks over dynamic networks, be it whether they are dynamic over time, or over drug treatment, or over cell type.

Several frameworks have been studied within this context of dynamic networks. One such notion comes in the form of temporal networks, whereby edges are traversed from timepoint $t_1$ to $t_2$, where $t_2 > t_1$. Several problems can be addressed over such network such as shortest path, minimum spanning tree, and discovering strongly connected components. However, these frameworks leave room for improvement. In particular, they fail to account for a totally dynamic network in both nodes and edges, and are limited in the scope of optimization queries that can be considered. In Chapter 2 of this dissertation I further explore this problem and propose a framework that I believe best addresses these limitations.
1.2 Building Networks - Single Cell Phylogenetics

The ability to construct phylogenetic trees has been of prime interest for investigators in understanding developmental relationships between related extant taxa. These phylogenetic trees can be defined over varying scales, for example representing broad processes such as speciation over organisms, or over more microscopic processes such as embryogenesis, cell differentiation, or cancer development. One such seminal example of embryogenesis comes in the work done by Sulston and colleagues, in which the entire embryogenic process of *C. elegans* were mapped via meticulous visual observation [44, 170]. More recent work by Yang and colleagues considers the phylodynamics, plasticity and paths of tumor evolution [193].

Recent advancements in both high-throughput single-cell sequencing and Crispr/Cas9 based lineage tracing technologies have allowed for tracking of relationships amongst more complex organisms and processes at a single cell resolution where visual observation is not feasible. In general, this process begins by engineering a single or small batch of cells with a handful of artificially inserted recording sites. Over the course of the biological process, such as embryogenesis or tumor development, these artificial recording sites accumulate irreversible heritable mutations in the form of Cas9-induced insertions or deletions. At the end of this process, the larger group of cells are collected, indels are read out via sequencing, and a phylogenetic reconstruction algorithm is used to infer clonal relationships between observed cells. These technologies have thus far enabled the study of zebrafish and mouse development, and cancer progression [129, 146, 147, 4, 165, 27, 98, 145].

When developing phylogenetic reconstruction algorithms under the Crispr/Cas9 regime, several considerations come into play. Firstly, the algorithm must be able to handle data on the scale tens of thousands or even hundreds of thousands of cells. Secondly, these algorithms must be able to deal with missing data in a subset of recording sites. Lastly, they should ideally leverage the design principles of Crispr/Cas9 lineage tracing systems, namely irreversible mutations. Traditional algorithms typically used for reconstructing phylogenies such as Camin Sokal or Neighbor Joining fall short in several of these criteria. In Chapter 3 of this dissertation, I address these concerns by proposing a new heauristic methodology for accurate reconstruction of Crispr/Cas9 lineages.

Zooming out, we can also consider the phylogenetic model used from an experimentalists perspective. That is, does the model contain theoretical guarantees that bound the amount of artificial recording sites needed for accurate reconstruction relative to the experiment’s size? In other models, such as the Cavender-Farris-Neyman (CFN) 2-state model (a.k.a. binary Jukes-Cantor), such relationship has been well explored, and the number of recording sites $k$ required is in the order of $O\left(\frac{\log(n)}{\ell^2}\right)$, where $n$ is the number of cells, and $\ell$ is the minimum cell division time [71, 137, 41]. However, the CFN model does not readily translate to the Crispr/Cas9 setting, as it only deals with two states, and allows for reversible mutations.
This motivates the development of theoretical bounds under the Crispr/Cas9 model, which we address in Chapter 3 of this dissertation.

## 1.3 Inferring Network Activity - Cellular Metabolism

Cellular function and by extension abnormal cellular disease states are known to be regulated by cellular metabolism. Cellular metabolic networks are well studied, and are often abstracted as a hypergraph, where nodes represent metabolites, and hyperedges represent possible chemical reactions. The question of interest often thus becomes to understand the level of activity amongst various hyperedges, as well as within known subsystems in this network, to better characterize cellular function. For example, within effector T cells, loss of L-glutamine results in the inability for such cells to proliferate \[23, 197\].

To aid in the study of metabolic networks, computational frameworks, such as flux balance analysis (FBA), are often used to translate transcriptomics, coupled with network topology and stoichiometry into in silico predictions of metabolic activity within the cell. In particular, within such FBA frameworks reaction activity can be abstracted as flows over such hyperedges. In Chapter 4 of this work, we utilize Compass, the first FBA based algorithm to measure metabolic activity within single cells, to characterize cellular metabolic states based on scRNA-Sequencing within Th17 cells \[178\].

## 1.4 Dissertation Overview

In this dissertation, I present methods and tools for addressing several optimization frameworks in molecular biology.

In Chapter two, I extend the notion of the Steiner Network problems to a dynamic network. In particular I introduce the Condition Steiner Network (CSN) problem (alongside several variants). In this setting, I are given a weighted undirected graph \(G\), a set of \(C\) conditions and a set of \(k \geq C\) demands, at least one per condition. The conditions are specified over a sequence of graphs \(G_c\) defined over each condition, where vertices remain the same, but edges are allowed to change across conditions (I demonstrate that the results hold when both edges and vertices are variable). The demands are of the form \(X = \{(u_i, v_i, c_i) \ldots\}\), where the goal becomes to connect \(u_i\) to \(v_i\) through a path of nodes all present in \(c_i\). The goal is to find a minimum-weight subgraph of \(G\) that satisfies all the demands.

In addition, I extend this framework from unordered conditions to ordered time conditions to solve for a time-sensetive shortest walk problem that spans across a series of time-ordered subnetworks. In particular, I introduce the Time Conditioned Shortest Walk (TCSW), in which we are given a series of ordered networks \(G_t\) and ordered conditions \(\{1, \ldots, T\}\) repre-
senting a discrete measurement of time, and as well as a pair of nodes \((a \in G_1, b \in G_T)\). The goal is to find a walk from a source node \(a\) to target node \(b\) which begins in \(G_1\), ends in \(G_T\), and satisfies a notion of monotonic time consistency.

In both cases, we provide hardness of approximation results, and propose Integer Linear Program (ILP) solutions to solve instances of these problems for biological instances in feasible time.

Lastly, motivated by subnetwork optimization, we focus our attention to a case study. In particular, we investigate the biological process of signal transduction in Th17 cells via IL23 receptor signalling. Our goal within such investigation is to identify downstream genes of interest necessary for IL23 signal transduction, with the goal of tackling diseases of inflammation.

In Chapter three of this work we introduce Cassiopeia: a suite of three algorithms specifically aimed at reconstructing large phylogenies from lineage tracing experiments with special consideration for the Cas9-mutagenesis process and missing data. These algorithms range from a fast greedy algorithm, to a slow, but exact, Steiner Tree inspired algorithm, to a hybrid approach that blends the scalability of the greedy algorithm and the exactness of the Steiner tree approach to support massive single-cell lineage tracing phylogeny reconstruction.

In addition to Cassiopeia, we take a step back and consider the theoretical bounds within a single-cell CRISPR-Cas9 model. In particular, we develop two algorithms with theoretical guarantees for exact reconstruction of the underlying phylogenetic tree of a group of cells, showing that exact reconstruction can be achieved with high probability given sufficient information capacity in the experimental parameters. Using these asymptotic bounds we characterize the dependence between the necessary number of characters and other experimental parameters, such as the mutation rate (controlled by guide affinity), thus offering insight into how experimental design may be improved as the field develops.

In Chapter four of this work, we consider an application of network optimization within the metabolic model of Th17 cells within mice. For this, we use Compass, an in silico based approach, which uses cell transcriptomic data and models network wide metabolic flux using a Flux Balance Analysis (FBA). Our goal thus becomes to categorize and explore the heterogeneity of Th17 cells within various tissues at a metabolic level, with the goal of identifying metabolic programs or metabolites of interest. Our work identifies a gut-specific metabolic target creatine kinase, which we are validating experimentally in-vitro, responsible for regulating effector-like function and gut homeostasis.
Chapter 2

Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling

2.1 Introduction

In this chapter, we consider the problem of subnetwork optimization, with applications to molecular biology. That is given a set of terminal nodes, our goal becomes to find the most probable or likely network which best connects these nodes, given biological constraints.

In the first section, we consider the classic Steiner tree problems extended to a multi-Condition setting. That is, given a set of conditions $c \in [C]$ (such as time, cells, etc), satisfy a set of connectivity demands in every condition, with minimal total network cost.

In the second section, we consider the classic Shortest Walk problems extended to a time-condition setting. That is, given a set of time ordered conditions, satisfy a singular connectivity demand from a source node $a$ at timepoints $t_1$ to target node $b$ at timepoint $t_2$, while maintaining a notion of consistency over time.

In the final section, we apply this concept to IL23 receptor signalling in Th17 cells. In particular, we contrast IL23 receptor signalling to IL12 receptor signalling in order to investigate and discover distinct and novel downstream targets of IL23 receptor.
2.2 Connectivity Problems on Heterogeneous Graphs

2.2.1 Authors and Contributions


All authors conceived and designed the study. JW and BW derived the main hardness results. AK derived the monotonic hardness results and approximation algorithm. NY was the PI and oversaw the project.

2.2.2 Abstract

Background: Network connectivity problems are abundant in computational biology research, where graphs are used to represent a range of phenomena: from physical interactions between molecules to more abstract relationships such as gene co-expression. One common challenge in studying biological networks is the need to extract meaningful, small subgraphs out of large databases of potential interactions. A useful abstraction for this task turned out to be the Steiner network problems: given a reference “database” graph, find a parsimonious subgraph that satisfies a given set of connectivity demands. While this formulation proved useful in a number of instances, the next challenge is to account for the fact that the reference graph may not be static. This can happen for instance, when studying protein measurements in single cells or at different time points, whereby different subsets of conditions can have different protein milieu.

Results and Discussion: We introduce the condition Steiner network problem in which we concomitantly consider a set of distinct biological conditions. Each condition is associated with a set of connectivity demands, as well as a set of edges that are assumed to be present in that condition. The goal of this problem is to find a minimal subgraph that satisfies all the demands through paths that are present in the respective condition. We show that introducing multiple conditions as an additional factor makes this problem much harder to approximate. Specifically, we prove that for \( C \) conditions, this new problem is NP-hard to approximate to a factor of \( C - \epsilon \), for every \( C \geq 2 \) and \( \epsilon > 0 \), and that this bound is tight. Moving beyond the worst case, we explore a special set of instances where the reference graph grows monotonically between conditions, and show that this problem admits substantially improved approximation algorithms. We also developed an integer linear programming solver for the general problem and demonstrate its ability to reach optimality with instances from the human protein interaction network.

Conclusion: Our results demonstrate that in contrast to most connectivity problems studied in computational biology, accounting for multiplicity of biological conditions adds considerable complexity, which we propose to address with a new solver. Importantly, our
results extend to several network connectivity problems that are commonly used in computational biology, such as Prize-Collecting Steiner Tree, and provide insight into the theoretical guarantees for their applications in a multiple condition setting.

**Availability** Our solver for the general Condition Steiner Network problem is available at [https://github.com/YosefLab/condition_connectivity_problems](https://github.com/YosefLab/condition_connectivity_problems)

### 2.2.3 Background

In molecular biology applications, networks are routinely defined over a wide range of basic entities such as proteins, genes, metabolites, or drugs, which serve as nodes. The edges in these networks can have different meanings, depending on the particular context. For instance, in protein-protein interaction (PPI) networks, edges represent physical contact between proteins, either within stable multi-subunit complexes or through transient causal interactions (i.e., an edge \((x, y)\) means that protein \(x\) can cause a change to the molecular structure of protein \(y\) and thereby alter its activity). The body of knowledge encapsulated within the human PPI network (tens of thousands of nodes and hundreds of thousands of edges in current databases, curated from thousands of studies [31]) is routinely used by computational biologists to generate hypotheses of how various signals are transduced in eukaryotic cells [15, 89, 160, 186, 198]. The basic premise is that a process that starts with a change to the activity of protein \(u\) and ends with the activity of protein \(v\) must be propagated through a chain of interactions between \(u\) and \(v\). The natural extension regards a process with a certain collection of protein pairs \(\{(u_1, v_1), \ldots, (u_k, v_k)\}\), where we are looking for a chain of interactions between each \(u_i\) and \(v_i\) [61]. In another set of applications, the notion of directionality is not directly assumed and instead, one is looking for a parsimonious subgraph that connects together a set \(S\) of proteins that are postulated to be active [89, 174].

In most applications, the identity of the so called terminal nodes (i.e., \((u_i, v_i)\) pairs or the set \(S\)) is assumed to be known (or inferred from experimental data such as ChIP-seq [89, 174, 186]), while the identity of the intermediate nodes and interactions is unknown. The goal therefore becomes to complete the gap and find a probable subgraph of the PPI network that simultaneously satisfies all the connectivity demands, thereby explaining the overall biological activity. Since the edges in the PPI network can be assigned a probability value (reflecting the credibility of their experimental evidence), by taking the negative log of these values as edge weights, the task becomes minimizing the total edge weight, leading to an instance of the Steiner Network problem. We have previously used this approach to study the propagation of a stabilizing signal in pro-inflammatory T cells, leading to the identification of a new molecular pathway (represented by a sub-graph of the PPI network) that is critical for mounting an auto-immune response, as validated experimentally by perturbation assays and disease models in mice [186]. Tuncbag et al. [174] have utilized the undirected approach using the Prize-Collecting Steiner Tree model, where the input is a network \(G\) along with a penalty function, \(p(v)\) for each protein (node) in the network (based on their importance; e.g., fold-change across conditions). The goal in this case is to find a probable subtree which
contains the majority of the high-cost proteins in $G$, while accounting for penalties paid by both edge usage and missing proteins, in order to capture the biological activity represented in such a network [89, 174].

While these studies contributed to our understanding of signal transduction pathways in living cells, they do not account for a critical aspect of the underlying biological complexity. In reality, proteins (nodes) can become activated or inactivated at different conditions, thereby giving rise to a different set of potential PPIs that might take place [144]. Here, the term condition can refer to different points in time [131], different treatments [105], or, more recently, different cells [16]. Indeed, advances in experimental proteomics provide a way to estimate these changes at high throughput, e.g., measuring phosphorylation levels or overall protein abundance, proteome-wide for a limited number of samples [105]. A complementary line work provides a way to evaluate the abundance of smaller numbers of proteins (typically dozens of them) in hundreds of thousands of single cells [16].

The next challenge is therefore to study connectivity problems that take into account not only the endpoints of each demand, but also the condition in which these demands should be satisfied. This added complication was tackled by Mazza et al. [125], who introduced the “Minimum k-Labeling (MKL)” problem. In this setting, each connectivity demand comes with a label, which represents a certain experimental condition or time point. The task is to label edges in the PPI network so as to satisfy each demand using its respective label, while minimizing the number of edges in the resulting sub-graph and the number of labels used to annotate these edges. While MKL was an important first step, namely introducing the notion of different demands for each condition, the more difficult challenge still remains that of considering variability in the reference graph, namely different sets of proteins that may be active and available for use in each condition. To this effect, we note the existence of multi-layer networks in the data-mining space. In this context, studies have focused on networks which have edges that span across specified dimensions, or conditions [17, 113]. However, we could not find studies that tackle the problem of parsimonious connectivity in this domain.

### 2.2.4 Summary of main contributions

To address this open challenge, here we introduce the Condition Steiner Network (CSN) problem. In this setting, we are given a weighted undirected graph $G$, a set of $C$ conditions and a set of $k \geq C$ demands, at least one per condition (note that we also cover the case of directed graphs, with similar results). The conditions are specified over a sequence of graphs $G_c$ defined over each condition, where vertices remain the same, but edges are allowed to change across conditions (notably, our results also hold when $G_c$ is defined with changing vertices rather than edges). Furthermore, demands are in the form of “connect node $u$ to node $v$ through a path of nodes that are present in condition $c$”. The goal is to find a
CHAPTER 2. EXTRACTING NETWORKS - SUBNETWORK OPTIMIZATION AND APPLICATIONS TO IL23 SIGNALLING

Figure 2.1: Examples of well studied network problems (a), and their corresponding extension with multiple conditions (b). The problems shown are: Undirected Steiner Tree, Directed Steiner Network, and Shortest Path, respectively. Yellow nodes and red edges correspond to nodes and edges used in the optimal solutions for the corresponding instances.

minimum-weight subgraph of $G$ that satisfies all the demands.

We first show that it is NP-hard to find a solution that achieves a nontrivial approximation factor (by the “trivial” approximation, we mean the one obtained by solving the problem independently for each condition). This result extends to several types of connectivity problems and provides a theoretical lower bounds to the best-possible approximation guarantee that can be achieved in a multiple condition setting (Table 2.1). For instance, we can conclude that concomitantly solving the shortest path problem for a set of conditions is hard to approximate, and that the trivial solution (i.e., solving the problem to optimality in each condition) is, theoretically, the best that one can do. Another example, commonly used in PPI analysis, is the Prize-Collecting Steiner tree problem [89, 174]. Here, our results indicate that given a fixed input for this problem (i.e., a penalty function $p(v)$ for each vertex), it is NP-hard to solve it concomitantly in $C$ conditions, such that the weight of the obtained solution is less than $C$ times that of the optimal solution. Interestingly, a theoretical guarantee of $C \cdot (2 - \frac{2}{|V|})^{\frac{1}{2}}$ can be obtained by solving the problem independently for each time point.

While these results provide a somewhat pessimistic view, they rely on the assumption that the network frames $G_c$ are arbitrary. In the last part of this paper, we show that for the specific case where the conditions can be ordered such that each condition is a subset of the next (namely, $G_c \subseteq G_{c'}$ for $c \leq c'$) then the CSN problem can be reduced to a stan-

\[V\text{ is the set of nodes in the reference graph } G\]
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standard connectivity problem with a single condition, leading to substantially better theoretical guarantees. Finally, we develop an integer linear program for the general CSN problem, and show that provided with real-world input (namely, the human PPI) it is capable of reaching an optimal solution in a reasonable amount of time.

2.2.5 Introduction to Steiner problems

The Steiner Tree problem, along with its many variants and generalizations, form a core family of NP-hard combinatorial optimization problems. Traditionally, the input to one of these problems is a single (usually weighted) graph, along with requirements about which nodes need to be connected in some way; the goal is to pick a minimum-weight subgraph satisfying the connectivity demands.

In this paper, we offer a multi-condition perspective; in our setting, multiple graphs over the same vertex set (which one can think of as an initial graph changing over a set of discrete conditions), are all given as input, and the goal is to pick a subgraph satisfying condition-sensitive connectivity requirements. Our study of this problem draws motivation and techniques from several lines of research, which we briefly summarize.

Classic Steiner problems

A basic problem in graph theory is finding the shortest path between two nodes; this problem is efficiently solved using, for example, Dijkstra’s algorithm.

A natural extension of this is the Steiner Tree problem: given a weighted undirected graph $G = (V, E)$ and a set of terminals $T \subseteq V$, find a minimum-weight subtree that connects all the nodes in $T$. A further generalization is Steiner Forest: given $G = (V, E)$ and a set of demand pairs $D \subseteq V \times V$, find a subgraph that connects each pair in $D$. Currently the best known approximation algorithms give a ratio of 1.39 for Steiner Tree \cite{20} and 2 for Steiner Forest \cite{3}. These problems are known to be NP-hard to approximate to within some small constant \cite{35}.

For directed graphs, we have the Directed Steiner Network (DSN) problem, in which we are given a weighted directed graph $G = (V, E)$ and $k$ demands $(a_1, b_1), \ldots, (a_k, b_k) \in V \times V$, and must find a minimum-weight subgraph in which each $a_i$ has a path to $b_i$. When $k$ is fixed, DSN admits a polynomial-time exact algorithm \cite{51}. For general $k$, the best known approximation algorithms have ratio $O(k^{1/2+\epsilon})$ for any fixed $\epsilon > 0$ \cite{52, 32}. On the complexity side, Dodis and Khanna \cite{47} ruled out a polynomial-time $O(2^{\log^{-\epsilon} n})$-approximation for this problem unless NP has quasipolynomial-time algorithms.\footnote{Throughout this paper, $n := |V|$ denotes the number of nodes in the relevant graph.} An important special case of
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DSN is Directed Steiner Tree, in which all demands have the form \((r, b_i)\) for some root node \(r\). This problem has an \(O(k^\epsilon)\)-approximation scheme \([30]\) and a lower bound of \(\Omega(\log^{2-\epsilon} n)\) \([78]\).

Finally, a Steiner variant that has found extensive use in computational biology is the Prize-Collecting Steiner Tree problem, in which the input contains a weighted undirected graph \(G = (V, E)\) and penalty function \(p : V \to \mathbb{R}_{\geq 0}\); the goal is to find a subtree which simultaneously minimizes the weights of the edges in the tree and the penalties paid for nodes not included within the tree, i.e. \(\text{cost}(T) := \sum_{e \in T} w(e) + \sum_{v \notin T} p(v)\). For this problem, an approximation algorithm with ratio 1.967 is known \([9]\).

Condition Steiner problems

In this paper, we generalize the Shortest Path, Steiner Tree, Steiner Forest, Directed Steiner Network, and Prize-Collecting Steiner Tree problems to the multi-condition setting. In this setting, we have a set of conditions \([C] := \{1, \ldots, C\}\), and are given a graph for each condition.

Our main object of study is the natural generalization of Steiner Forest (in the undirected case) and Directed Steiner Network (in the directed case), which we call Condition Steiner Network:

**Definition 1** (Condition Steiner Network (CSN)). *We are given the following inputs:

1. A sequence of undirected graphs \(G_1 = (V, E_1), G_2 = (V, E_2), \ldots, G_C = (V, E_C)\), one for each condition \(c \in [C]\). Each edge \(e\) in the underlying edge set \(E := \bigcup_c E_c\) has a weight \(w(e) \geq 0\).

2. A set of \(k\) connectivity demands \(D \subseteq V \times V \times [C]\). We assume that for every \(c \in C\) there exists at least one demand and therefore that \(k \geq |C|\).

We call \(G = (V, E)\) the underlying graph. We say a subgraph \(H \subseteq G\) satisfies demand \((a, b, c) \in D\) if \(H\) contains an \(a-b\) path \(P\) along which all edges exist in \(G_c\). The goal is to output a minimum-weight subgraph \(H \subseteq G\) that satisfies every demand in \(D\).*

**Definition 2** (Directed Condition Steiner Network (DCSN)). *This is the same as CSN except that all the edges are directed, and a demand \((a, b, c)\) must be satisfied by a directed path from \(a\) to \(b\) in \(G_c\).*

We can also define the analogous generalizations of Shortest Path, (undirected) Steiner Tree, and Prize-Collecting Steiner Tree. We give hardness results and algorithms for these
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problems by demonstrating reductions to and from CSN and DCSN.

Definition 3 (Condition Shortest Path (CSP), Directed Condition Shortest Path (DCSP)). These are the special cases of CSN and DCSN in which the demands are precisely \((a, b, 1), \ldots, (a, b, C)\) where \(a, b \in V\) are common source and target nodes.

Definition 4 (Condition Steiner Tree (CST)). We are given a sequence of undirected graphs \(G_1 = (V, E_1), \ldots, G_C = (V, E_C)\), a weight \(w(e) \geq 0\) on each \(e \in E\), and sets of terminal nodes \(X_1, \ldots, X_C \subseteq V\). We say a subgraph \(H \subseteq (V, \bigcup_c E_c)\) satisfies the terminal set \(X_c\) if the nodes in \(X_c\) are mutually reachable using edges in \(H\) that exist at condition \(c\). The goal is to find a minimum-weight subgraph \(H\) that satisfies \(X_c\) for every \(c \in [C]\).

Definition 5 (Condition Prize-Collecting Steiner Tree (CPCST)). We are given a sequence of undirected graphs \(G_1 = (V, E_1), \ldots, G_C = (V, E_C)\), a weight \(w(e) \geq 0\) on each \(e \in E\), and a penalty \(p(v, c) \geq 0\) for each \(v \in V, c \in [C]\). The goal is to find a subtree \(T\) that minimizes \(\sum_{e \in T} w(e) + \sum_{v \notin T, e \in [C]} b(v, c)\).

Finally, in molecular biology applications, it is often the case that all the demands originate from a common root node. To capture this, we define the following special case of DCSN:

Definition 6 (Single-Source DCSN). This is the special case of DCSN in which the demands are precisely \((a, b_1, c_1), (a, b_2, c_2), \ldots, (a, b_k, c_k)\), for some root \(a \in V\). We can assume that \(c_1 \leq c_2 \leq \cdots \leq c_k\).

It is also natural to consider variants of these problems in which nodes (rather than edges) vary across the conditions, or in which both nodes and edges vary. In Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling we show that all three variants are in fact equivalent; thus we focus on the edge-based formulations.

2.2.6 Our results

In this work, we perform a systematic study of the condition Steiner problems defined above, from the standpoint of approximation algorithms—that is, algorithms that return subgraphs whose total weights are not much greater than that of the optimal subgraph—as well as integer linear programming (ILP). Since all of the condition Steiner problems listed in the previous section turn out to be NP-hard (and in fact all of them except Shortest Path are hard even in the classic single-condition setting) we cannot hope for algorithms that find
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<table>
<thead>
<tr>
<th>Problems</th>
<th>Classic</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
</tr>
<tr>
<td>Steiner Forest</td>
<td>1.01 [35]</td>
<td>2 [3]</td>
</tr>
<tr>
<td>Directed Steiner Network</td>
<td>$k^{1/4-o(1)}$</td>
<td>$k^{1/2+\epsilon}$</td>
</tr>
<tr>
<td>Undirected Shortest Path</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Directed Shortest Path</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Steiner Tree</td>
<td>1.01 [35]</td>
<td>1.39 [20]</td>
</tr>
<tr>
<td>Prize-Collecting Steiner Tree</td>
<td>1.01 [35]</td>
<td>1.97 [9]</td>
</tr>
</tbody>
</table>

Table 2.1: Approximation bounds for the various Steiner Network Problems in their classic setting and condition setting. For the classic problems, we have indicated the papers in which the bounds are shown. For the condition problems, all the lower bounds are developed in the present work; all the upper bounds are the naive bounds obtained from the “union of shortest paths” heuristic, or from applying the best known approximation algorithm for the appropriate classic Steiner problem to each condition, then taking the union of those solutions.

optimal solutions and run in polynomial time.

First, in Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling, we show a series of strong negative results, starting with (directed and undirected) Condition Steiner Network:

**Theorem 1** (Main Theorem). CSN and DCSN are NP-hard to approximate to a factor of $C - \epsilon$ as well as $k - \epsilon$ for every fixed $k \geq 2$ and every constant $\epsilon > 0$. For DCSN, this holds even when the underlying graph is acyclic.

Thus the best approximation ratio one can hope for is $C$ or $k$; the latter upper bound is easily achieved by the trivial “union of shortest paths” algorithm: for each demand $(a, b, c)$, compute the shortest $a-b$ path at condition $c$; then take the union of these $k$ paths. This contrasts with the classic Steiner network problems, which have nontrivial approximation algorithms and efficient fixed-parameter algorithms.

Next, we show similar hardness results for the other three condition Steiner problems. This is achieved by a series of simple reductions from CSN and DCSN.

**Theorem 2.** Condition Shortest Path, Directed Condition Shortest Path, Condition Steiner Tree, and Condition Prize-Collecting Steiner Tree are all NP-hard to approximate to a factor of $C - \epsilon$ for every fixed $C \geq 2$ and $\epsilon > 0$. 
Note that each of these condition Steiner problems can be naively approximated by applying the best known algorithm for the classic version of that problem in each graph in the input, then taking the union of all those subgraphs. If the corresponding classic Steiner problem can be approximated to a factor of $\alpha$, then this process gives an $\alpha \cdot C$-approximation for the condition version. Thus using known constant-factor approximation algorithms, each of the condition problems in Theorem 2 has an $O(C)$-approximation algorithm. Our result shows that in the worst case, one cannot do much better.

While these results provide a somewhat pessimistic view, the proofs rely on the assumption that the edge sets in the input networks (that is, $E_1, \ldots, E_C$) do not necessarily bear any relationship to one another. In Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling, we move beyond this worst-case assumption by studying a broad class of special cases in which the conditions are monotonic: if an edge $e$ exists in some graph $G_c$, then it exists in all the subsequent graphs $G_{c'}, c' \geq c$. In other words, each graph in the input is a subgraph of the next. For these problems, we prove the following two theorems:

**Theorem 3.** Monotonic CSN has a polynomial-time $O(\log k)$-approximation algorithm. It has no $\Omega(\log \log n)$-approximation algorithm unless $\text{NP} \subseteq \text{DTIME}(n^{\log \log \log n})$.

In the directed case, for monotonic DCSN with a single source (that is, every demand is of the form $(r, b, c)$ for a common root node $r$), we show the following:

**Theorem 4.** Monotonic Single-Source DCSN has a polynomial-time $O(k')$-approximation algorithm for every $\epsilon > 0$. It has no $\Omega(\log^{2-\epsilon} n)$-approximation algorithm unless $\text{NP} \subseteq \text{ZPTIME}(n^{\text{polylog}(n)})$.

These bounds are proved via approximation-preserving reductions to and from classic Steiner problems, namely Priority Steiner Tree and Directed Steiner Tree. Conceptually, this demonstrates that imposing the monotonicity requirement makes the condition Steiner problems much closer to their classic counterparts, allowing us to obtain algorithms with substantially better approximation guarantees.

Finally in Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling, we show how to model various condition Steiner problems as integer linear programs (ILPs). In experiments on real-world inputs derived from the human PPI network, we find that these ILPs are capable of reaching optimal solutions in a reasonable amount of time.

Table 2.1 summarizes our results, emphasizing how the known upper and lower bounds change when going from the classic Steiner setting to the condition Steiner setting.
2.2.7 Preliminaries

Note that the formulations of CSN and DCSN in the introduction involved a fixed vertex set; only the edges change over the conditions. It is also natural to formulate the condition Steiner network problem with nodes changing over condition, or both nodes and edges. However by the following proposition, it is no loss of generality to discuss only the edge-condition variant.

**Proposition 1.** The edge, node, and node-and-edge variants of CSN are mutually polynomial-time reducible via strict reductions (i.e. preserving the approximation ratio exactly). Similarly all three variants of DCSN are mutually strictly reducible.

We defer the precise definitions of the other two variants, as well as the proof of this proposition, to Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling.

In this edge-condition setting, it makes sense to define certain set operations on graphs, which will be of use in our proofs. To that end, let $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$ be two graphs on the same vertex set. Their union, $G_1 \cup G_2$, is defined as $(V, E_1 \cup E_2)$. Their intersection, $G_1 \cap G_2$, is defined as $(V, E_1 \cap E_2)$. Subset relations are defined analogously; for example, if $E_1 \subseteq E_2$, then we say that $G_1 \subseteq G_2$.

Next we state the Label Cover problem, which is the starting point of one of our reductions to CSN.

**Definition 7 (Label Cover (LC)).** An instance of this problem consists of a bipartite graph $G = (U, V, E)$ and a set of possible labels $\Sigma$. The input also includes, for each edge $(u, v) \in E$, projection functions $\pi^{(u,v)}_u : \Sigma \to C$ and $\pi^{(u,v)}_v : \Sigma \to C$, where $C$ is a common set of colors; $\Pi = \{\pi^{(u,v)}_v : e \in E, v \in e\}$ is the set of all such functions. A labeling of $G$ is a function $\phi : U \cup V \to \Sigma$ assigning each node a label. We say a labeling $\phi$ satisfies an edge $(u, v) \in E$, or $(u, v)$ is consistent under $\phi$, if $\pi^{(u,v)}_u (\phi(u)) = \pi^{(u,v)}_v (\phi(v))$. The task is to find a labeling that satisfies as many edges as possible.

This problem was first defined in [11]. It has the following gap hardness, as shown by Arora et al. [10] and Raz [149].

**Theorem 5.** For every $\epsilon > 0$, there is a constant $|\Sigma|$ such that the following promise problem is NP-hard: Given a Label Cover instance $(G, \Sigma, \Pi)$, distinguish between the following cases:
• (YES instance) There exists a total labeling of $G$; i.e. a labeling that satisfies every edge.

• (NO instance) There does not exist a labeling of $G$ that satisfies more than $\epsilon|E|$ edges.

In Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling, we use Label Cover to show $(2 - \epsilon)$-hardness for 2-CSN and 2-DCSN; that is, when there are only two demands. To prove our main result however, we will actually need a generalization of Label Cover to partite hypergraphs, called $k$-Partite Hypergraph Label Cover. Out of space considerations we defer the statement of this problem and its gap hardness to Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling where the $(2 - \epsilon)$-hardness result is generalized to show $(C - \epsilon)$-hardness and $(k - \epsilon)$-hardness for general number of conditions $C$ and demands $k$.

2.2.8 Hardness of condition Steiner problems

Overview of the reduction

Here we outline our strategy for reducing Label Cover to the condition Steiner problems. First, we reduce to the CSN problem restricted to having only $C = 2$ conditions and $k = 2$ demands; we call this problem 2-CSN. The directed problem 2-DCSN is defined analogously. Later, we obtain similar hardness for CSN with more conditions or demands by using the same ideas, but reducing from $k$-Partite Hypergraph Label Cover.

Figure 2.2: (Left) A bundle whose upper strand is a chain of two bundles; the lower strand is a simple strand. Contact edges are orange. (Right) Three bundles (blue, green, red indicate different conditions), with one strand from each merged together.

Consider the nodes $u_1, \ldots, u_{|U|}$ on the “left” side of the LC instance. We build, for each $u_i$, a gadget (which is a small sub-graph in the Steiner instance) consisting of multiple parallel directed paths from a source to a sink—one path for each possible label for $u_i$. We then chain together these gadgets, so that the sink of $u_1$’s gadget is the source of $u_2$’s gadget, and so forth. Finally we create a connectivity demand from the source of $u_1$’s gadget to the sink of $u_{|U|}$’s gadget, so that a solution to the Steiner instance must have a path from $u_1$’s gadget,
through all the other gadgets, and finally ending at \( u_i \)'s gadget. This path, depending on which of the parallel paths it takes through each gadget, induces a labeling of the left side of the Label Cover instance. We build an analogous chain of gadgets for the nodes on the right side of the Label Cover instance.

The last piece of the construction is to ensure that the Steiner instance has a low-cost solution if and only if the Label Cover instance has a consistent labeling. This is accomplished by setting all the \( u_i \) gadgets to exist only at condition 1 (i.e. in frame \( G_1 \)), setting the \( v_j \) gadgets to exist only in \( G_2 \), and then merging certain edges from the \( u_i \)-gadgets with edges from the \( v_j \)-gadgets, replacing them with a single, shared edge that exists in both frames. Intuitively, the edges we merge are from paths that correspond to labels that satisfy the Label Cover edge constraints. The result is that a YES instance of Label Cover (i.e. one with a total labeling) will enable a high degree of overlap between paths in the Steiner instance, so that there is a very low-cost solution. On the other hand, a NO instance of LC will not result in much overlap between the Steiner gadgets, so every solution will be costly.

Let us define some of the building blocks of the reduction we just sketched:

- A simple strand is a directed path of the form \( b_1 \rightarrow c_1 \rightarrow c_2 \rightarrow b_2 \).
- In a simple strand, we say that \((c_1, c_2)\) is the contact edge. Contact edges have weight 1; all other edges in our construction have zero weight.
- A bundle is a graph gadget consisting of a source node \( b_1 \), sink node \( b_2 \), and parallel, disjoint strands from \( b_1 \) to \( b_2 \).
- A chain of bundles is a sequence of bundles, with the sink of one bundle serving as the source of another.
- More generally, a strand can be made more complicated, by replacing a contact edge with another bundle (or even a chain of them). In this way, bundles can be nested, as shown in Figure 2.
- We can merge two or more simple strands from different bundles by setting their contact edges to be the same edge, and making that edge existent at the union of all conditions when the original edges existed (Figure 2).

Before formally giving the reduction, we illustrate a simple example of its construction.

**Example 1.** Consider a toy Label Cover instance whose bipartite graph is a single edge, label set is \( \Sigma = \{1, 2\} \), color set is \( C = \{1, 2\} \), and projection functions are shown:
Our reduction outputs this corresponding 2-CSN instance:

\[ \pi_u^e : 1 \mapsto 1 \quad 2 \mapsto 1 \]
\[ \pi_v^e : 1 \mapsto 2 \quad 2 \mapsto 1 \]

\( G_1 \) comprises the set of blue edges; \( G_2 \) is green. The demands are \((u_1^S, u_2^S, 1)\) and \((v_1^S, v_2^S, 2)\). For the Label Cover node \( u \), \( G_1 \) (the blue sub-graph) consists of two strands, one for each possible label. For the Label Cover node \( v \), \( G_2 \) (green sub-graph) consists of one simple strand for the label ‘1’, and a bundle for label ‘2’, which branches out into two simple strands, one for each agreeing labeling of \( u \). Finally, strands (more precisely, their contact edges) whose labels map to the same color are merged.

The input is a YES instance of Label Cover whose optimal labelings (\( u \) gets either label 1 or 2, \( v \) gets label 2) correspond to 2-CSN solutions of cost 1 (both \( G_1 \) and \( G_2 \) contain the \((u, 1, v, 2)\)-path, and both contain the \((u, 2, v, 2)\)-path). If this were a NO instance and edge \( e \) could not be satisfied, then the resulting 2-CSN sub-graphs \( G_1 \) and \( G_2 \) would have no overlap.

Inapproximability for two demands

We now formalize the reduction in the case of two conditions and two demands; later, we extend this to general \( C \) and \( k \).

Theorem 6. 2-CSN and 2-DCSN are NP-hard to approximate to within a factor of \( 2 - \epsilon \) for every constant \( \epsilon > 0 \). For 2-DCSN, this holds even when the underlying graph is acyclic.

Proof. Fix any desired \( \epsilon > 0 \). We describe a reduction from Label Cover (LC) with any parameter \( \epsilon < \epsilon \) (that is, in the case of a NO instance, no labeling satisfies more
than an $\varepsilon$-fraction of edges) to 2-DCSN with an acyclic graph. Given the LC instance $(G = (U, V, E), \Sigma, \Pi)$, construct a 2-DCSN instance $(\mathcal{G} = (G_1, G_2))$, along with two connectivity demands) as follows. Create nodes $u^S_1, \ldots, u^S_{|U|+1}$ and $v^S_1, \ldots, v^S_{|V|+1}$. Let there be a bundle from each $u^S_i$ to $u^S_{i+1}$; we call this the $u_i$-bundle, since a choice of path from $u^S_i$ to $u^S_{i+1}$ in $\mathcal{G}$ will indicate a labeling of $u_i$ in $G$.

The $u_i$-bundle has a strand for each possible label $\ell \in \Sigma$. Each of these $\ell$-strands consists of a chain of bundles—one for each edge $(u_i, v) \in E$. Finally, each such $(u_i, \ell, v)$-bundle has a simple strand for each label $r \in \Sigma$ such that $\pi^{(u_i, v)}(\ell) = \pi^{(u_i, v)}(r)$; call this the $(u_i, \ell, v, r)$-path. In other words, there is ultimately a simple strand for each possible labeling of $u_i$'s neighbor $v$ such that the two nodes are in agreement under their mutual edge constraint. If there are no such consistent labels $r$, then the $(u_i, \ell, v)$-bundle consists of just one simple strand, which is not associated with any $r$. Note that every minimal $u^S_i \rightarrow u^S_{|U|+1}$ path (that is, one that proceeds from one bundle to the next) has total weight exactly $|E|$.

Similarly, create a $v_j$-bundle from each $v^S_j$ to $v^S_{j+1}$, whose $r$-strands (for $r \in \Sigma$) are each a chain of bundles, one for each $(u, v_j) \in E$. Each $(u, r, v_j)$-bundle has a $(u, \ell, v_j, r)$-path for each agreeing labeling $\ell$ of the neighbor $u$, or a simple strand if there are no such labelings.

Set all the edges in the $u_i$-bundles to exist in $G_1$ only. Similarly the $v_j$-bundles exist solely in $G_2$. Now, for each $(u, \ell, v, r)$-path in $G_1$, merge it with the $(u, \ell, v, r)$-path in $G_2$, if it exists. The demands are $D = \{ (u^S_1, u^S_{|U|+1}, 1), (v^S_1, v^S_{|V|+1}, 2) \}$.

We now analyze the reduction. The main idea is that any $u^S_i \rightarrow u^S_{i+1}$ path induces a labeling of $u_i$; thus the demand $(u^S_1, u^S_{|U|+1}, 1)$ ensures that any 2-DCSN solution indicates a labeling of all of $U$. Similarly, $(v^S_1, v^S_{|V|+1}, 2)$ forces an induced labeling of $V$. In the case of a YES instance of Label Cover, these two connectivity demands can be satisfied by taking two paths with a large amount of overlap, resulting in a low-cost 2-DCSN solution. In contrast when we start with a NO instance of Label Cover, any two paths we can choose to satisfy the 2-DCSN demands will be almost completely disjoint, resulting in a costly solution. We now fill in the details.

Suppose the Label Cover instance is a YES instance, so that there exists a labeling $\ell^*_u$ to each $u \in U$, and $r^*_v$ to each $v \in V$, such that for all edges $(u, v) \in E$, $\pi(u, v)(\ell^*_u) = \pi(u, v)(r^*_v)$. The following is an optimal solution $\mathcal{H}^*$ to the constructed 2-DCSN instance:

- To satisfy the demand at condition 1, for each $u$-bundle, take a path through the $\ell^*_u$-strand. In particular for each $(u, \ell^*_u, v)$-bundle in that strand, traverse the $(u, \ell^*_u, v, r^*_v)$-path.
To satisfy the demand at condition 2, for each \( v \)-bundle, take a path through the \( r^*_v \)-strand. In particular for each \((u, r^*_v, v)\)-bundle in that strand, traverse the \((u, \ell^*_u, v, r^*_v)\)-path.

In tallying the total edge cost, \( \mathcal{H}^* \cap G_1 \) (i.e. the sub-graph at condition 1) incurs a cost of \(|E|\), since one contact edge in \( G \) is encountered for each edge in \( G \). \( \mathcal{H}^* \cap G_2 \) accounts for no additional cost, since all contact edges correspond to a label which agrees with some neighbor’s label, and hence were merged with the agreeing contact edge in \( \mathcal{H}^* \cap G_1 \). Clearly a solution of cost \(|E|\) is the best possible, since every \( u \in S_1 \to u \in |U| + 1 \) path in \( G_1 \) (and every \( v \in S_1 \to v \in |V| + 1 \) path in \( G_2 \)) contains at least \(|E|\) contact edges.

Conversely suppose we started with a NO instance of Label Cover, so that for any labeling \( \ell^*_u \) to \( u \) and \( r^*_v \) to \( v \), for at least \((1 - \varepsilon)|E|\) of the edges \((u, v) \in E\), we have \( \pi^{(u,v)}_{\ell_u}(\ell_u^*) \neq \pi^{(u,v)}_{r_v}(r_v^*) \). By definition, any solution to the constructed 2-DCSN instance contains a simple \( u_1^S \to u_{|U|+1}^S \) path \( P_1 \in G_1 \) and a simple \( v_1^S \to v_{|V|+1}^S \) path \( P_2 \in G_2 \). \( P_1 \) alone incurs a cost of exactly \(|E|\), since one contact edge in \( G \) is traversed for each edge in \( G \). However, \( P_1 \) and \( P_2 \) share at most \( \varepsilon|E| \) contact edges (otherwise, by the merging process, this implies that more than \( \varepsilon|E| \) edges could be consistently labeled, which is a contradiction). Thus the solution has a total cost of at least \((2 - \varepsilon)|E|\).

It is thus NP-hard to distinguish between an instance with a solution of cost \(|E|\), and an instance for which every solution has cost at least \((2 - \varepsilon)|E|\). Thus a polynomial-time algorithm for 2-DCSN with approximation ratio \( 2 - \varepsilon \) can be used to decide Label Cover (with parameter \( \varepsilon \)) by running it on the output of the aforementioned reduction. If the estimated objective value is at most \((2 - \varepsilon)|E|\) (and thus strictly less than \((2 - \varepsilon)|E|\)) output YES; otherwise output NO. In other words, 2-DCSN is NP-hard to approximate to within a factor of \( 2 - \varepsilon \).

To complete the proof, observe that the underlying directed graph we constructed is acyclic, as every edge points “to the right” as in Example 1. Hence 2-DCSN is NP-hard to approximate to within a factor of \( 2 - \varepsilon \) for every \( \varepsilon > 0 \), even on acyclic graphs. Finally, note that the same analysis holds for 2-CSN, by simply making every edge undirected; however in this case the graph is clearly not acyclic.

\[ \square \]

**Inapproximability for general \( C \) and \( k \)**

**Theorem 1** (Main Theorem). CSN and DCSN are NP-hard to approximate to a factor of \( C - \varepsilon \) as well as \( k - \varepsilon \) for every fixed \( k \geq 2 \) and every constant \( \varepsilon > 0 \). For DCSN, this holds even when the underlying graph is acyclic.
Proof. We perform a reduction from \( k \)-Partite Hypergraph Label Cover, a generalization of Label Cover to hypergraphs, to CSN, or DCSN with an acyclic graph. Using the same ideas as in the \( C = k = 2 \) case, we design \( k \) demands composed of parallel paths corresponding to labelings, and merge edges so that a good global labeling corresponds to a large overlap between those paths. The full proof is left to Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling.

Note that a \( k \)-approximation algorithm is to simply choose \( H = \bigcup_{c_i} \tilde{P}_{c_i} \), where \( \tilde{P}_{c_i} \) is the shortest \( a \rightarrow b \) path in \( G_{c_i} \) for demands \( D = \{(a, b, c_i) : c_i \in [C]\} \). Thus by Theorem 1, essentially no better approximation is possible in terms of \( k \) alone. In contrast, most classic Steiner problems have good approximation algorithms [30, 78, 52, 32], or are even exactly solvable for constant \( k \) [51].

Inapproximability for Steiner variants

We take advantage of our previous hardness of approximation results in Theorem 1 and show, via a series of reductions, that CSP, CSN, and CPCST are also hard to approximate.

Theorem 2. **Condition Shortest Path, Directed Condition Shortest Path, Condition Steiner Tree, and Condition Prize-Collecting Steiner Tree are all NP-hard to approximate to a factor of \( C - \epsilon \) for every fixed \( C \geq 2 \) and \( \epsilon > 0 \).**

Proof. We first reduce from CSN to CSP (and DCSN to DCSP). Suppose we are given an instance of CSN with graph sequence \( G = (G_1, \ldots, G_C) \), underlying graph \( G = (V, E) \), and demands \( D = \{(a_i, b_i, c_i) : i \in [k]\} \). We build a new instance \( \mathcal{G}' = (G_1', \ldots, G_k'), G' = (V', E'), D' \) as follows.

Initialize \( G' \) to \( G \). Add to \( G' \) the new nodes \( a \) and \( b \), which exist at all conditions \( G'_i \).

For all \( e \in E \) and \( i \in [k] \), if \( e \in G_{c_i} \), then let \( e \) exist in \( G'_i \) as well. For each \( (a_i, b_i, c_i) \in D \),

1. Create new nodes \( x_i, y_i \). Create zero-weight edges \((a, x_i), (x_i, a_i), (b_i, y_i), \) and \((y_i, b)\).

2. Let \((a, x_i), (x_i, a_i), (b_i, y_i), \) and \((y_i, b)\) exist only in frame \( G'_i \).

Lastly, the demands are \( D' = \{(a, b, i) : i \in [k]\} \).

Given a solution \( H' \subseteq G' \) containing an \( a \rightarrow b \) path at every condition \( i \in [k] \), we can simply exclude nodes \( a, b, \{x_i\}, \) and \( \{y_i\} \) to obtain a solution \( H \subseteq G \) to the original instance, which contains an \( a_i \rightarrow b_i \) path in \( G_{c_i} \) for all \( i \in [k] \), and has the same cost. The converse is
also true by including these nodes.

Observe that essentially the same procedure shows that DCSN reduces to DCSP; simply ensure that the edges added by the reduction are directed rather than undirected.

Next, we reduce CSP to CST. Suppose we are given an instance of CSP with graph sequence \( G = (G_1, \ldots, G_C) \), underlying graph \( G = (V, E) \), and demands \( D = \{(a, b, i) : i \in [C]\} \). We build a new instance of CST as follows: \( (G', G', \mathcal{X}) \). Set \( G' \) to \( G \), and \( G' \) to \( G \). Take the set of terminals in each condition to be \( X_i = \{a, b\} \). We note that a solution \( H' \subseteq G' \) to the CST instance is trivially a solution the CSP instance with the same cost, and vice-versa.

Finally, we reduce CST to CPCST. We do this by making an appropriate assignment of the penalties \( p(v, c) \). Suppose we are given an instance of CST with graph sequence \( G = (G_1, \ldots, G_C) \), underlying graph \( G = (V, E) \), and terminal sets \( \mathcal{X} = (X_1, \ldots, X_C) \). We build a new instance of CPCST, \( (G', G', \mathcal{X}) \). In particular, set \( G' \) to \( G \), and \( G' \) to \( G \). Set \( p(v, c) \) as follows:

\[
p(v, c) = \begin{cases} 
\infty, & v \in X_c \\
0, & \text{otherwise}
\end{cases}
\]

Consider any solution \( H \subseteq G \) to the original CST instance. Since \( H \) spans the terminals \( X_1, \ldots, X_c \) (thus avoiding any infinite penalties), and since the non-terminal vertices have zero cost, the overall cost of \( H \) remains the same cost in the constructed CPCST instance. Conversely, suppose we are given a solution \( H' \subseteq G' \) to the constructed CPCST instance. If the cost of \( H' \) is \( \infty \), then \( H' \) does not span all the \( X_c \)'s simultaneously, and thus \( H' \) is not a possible solution for the CST instance. On the other hand if \( H' \) has finite cost, then \( H' \) is also a solution for the CST instance, with the same cost.

To summarize: in the first reduction from CSN to CSP, the number of demands, \( k \), in the CSN instance is the same as the number of the conditions, \( C \), in the CSP instance; we conclude that CSP is NP-hard to approximate to a factor of \( C - \epsilon \) for every fixed \( C \geq 2 \) and \( \epsilon > 0 \). Since \( C \) remains the same in the two subsequent reductions, we also have that CST and CPCST are NP-hard to approximate to a factor of \( C - \epsilon \).

\[\square\]

### 2.2.9 Monotonic special cases

In light of the strong lower bounds in the previous theorems, in this section we consider more tractable special cases of the condition Steiner problems. A natural restriction is that
the changes over conditions are monotonic:

**Definition 8** (Monotonic \{CSN, DCSN, CSP, DCSP, CST, CPCST\}). In this special case (of any of the condition Steiner problems), we have that for each \( e \in E \) and \( c \in [C] \), if \( e \in G_c \), then \( e \in G_{c'} \) for all \( c' \geq c \).

We now examine the effect of monotonicity on the complexity of the condition Steiner problems.

**Monotonicity in the undirected case**

In the undirected case, we show that monotonicity has a simple effect: it makes CSN equivalent to the following well-studied problem:

**Definition 9** (Priority Steiner Tree \[29\]). The input is a weighted undirected multigraph \( G = (V, E, w) \), a priority level \( p(e) \) for each \( e \in E \), and a set of \( k \) demands \((a_i, b_i)\), each with priority \( p(a_i, b_i) \). The output is a minimum-weight forest \( F \subseteq G \) that contains, between each \( a_i \) and \( b_i \), a path in which every edge \( e \) has priority \( p(e) \leq p(a_i, b_i) \).

Priority Steiner Tree was introduced by Charikar, Naor, and Schieber \[29\], who gave a \( O(\log k) \) approximation algorithm. Moreover, it cannot be approximated to within a factor of \( \Omega(\log \log n) \) assuming \( \text{NP} \notin \text{DTIME}(n^{\log \log \log n}) \) \[37\]. We now show that the same bounds apply to Monotonic CSN, by showing that the two problems are essentially equivalent from an approximation standpoint.

**Lemma 1.** Fix any function \( f : \mathbb{Z}_{>0} \to \mathbb{R}_{>0} \). If either Priority Steiner Tree or Monotonic CSN can be approximated to a factor of \( f(k) \) in polynomial time, then so can the other.

**Proof.** We transform an instance of Priority Steiner Tree into an instance of Monotonic CSN as follows: the set of priorities becomes the set of conditions; if an edge \( e \) has priority \( p(e) \), it now exists at all conditions \( t \geq p(e) \); if a demand \((a_i, b_i)\) has priority \( p(a_i, b_i) \), it now becomes \((a_i, b_i, p(a_i, b_i))\). If there are parallel multiedges, break up each such edge into two edges of half the original weight, joined by a new node. Given a solution \( H \subseteq G \) to this CSN instance, contracting any edges that were originally multiedges gives a Priority Steiner Tree solution of the same cost. This reduction also works in the opposite direction (in this case there are no multiedges), which shows the equivalence.
Furthermore, the $O(\log k)$ upper bound applies to CST (We note that Monotonic CSP admits a trivial algorithm, namely take the subgraph induced by running Djikstra’s Algorithm on $G_1$).

**Lemma 2.** If Monotonic CSN can be approximated to a factor of $f(k)$ for some function $f$ in polynomial time, then Monotonic CST can also be approximated to within $f(k)$ in polynomial time.

**Proof.** We now show a reduction from CST to CSN. Suppose we are given a CST instance on graphs $G = (G_1, \ldots, G_C)$ and terminal sets $X = (X_1, \ldots, X_C)$. Our CSN instance has precisely the same graphs, and has the following demands: for each terminal set $X_c$, pick any terminal $a \in X_c$ and create a demand $(a, b, c)$ for each $b \neq a \in X_c$. A solution to the original CST instance is a solution to the constructed CSN instance with the same cost, and vice-versa; moreover, if the CST instance is monotonic, then so is the constructed CSN instance. Observe that if the total number of CST terminals is $k$, then the number of constructed demands is $k - C$, and therefore an $f(k)$-approximation for CSN implies an $f(k - C) \leq f(k)$-approximation for CST, as required.

**Monotonicity in the directed case**

In the directed case, we give an approximation-preserving reduction from a single-source special case of DCSN to the Directed Steiner Tree (DST) problem (in fact, we show that they are essentially equivalent from an approximation standpoint), then apply a known algorithm for DST. Recall the definition of Single-Source DCSN:

**Definition 6** (Single-Source DCSN). This is the special case of DCSN in which the demands are precisely $(a, b_1, c_1), (a, b_2, c_2), \ldots, (a, b_k, c_k)$, for some root $a \in V$. We can assume that $c_1 \leq c_2 \leq \cdots \leq c_k$.

**Lemma 3.** Fix any function $f : \mathbb{Z}_{>0} \rightarrow \mathbb{R}_{>0}$. If either Monotonic Single-Source DCSN or Directed Steiner Tree can be approximated to a factor of $f(k)$ in polynomial time, then so can the other.

For the remainder of this section, we refer to Monotonic Single-Source DCSN as simply DCSN. Towards proving the theorem, we now describe a reduction from DCSN to DST. Given a DCSN instance $(G_1 = (V, E_1), G_2 = (V, E_2), \ldots, G_C = (V, E_C), D)$ with underlying graph $G = (V, E)$, we construct a DST instance $(G' = (V', E'), D')$ as follows:
• $G'$ contains a vertex $v^i$ for each $v \in V$ and each $i \in [c_k]$. It contains an edge $(u^i, v^i)$ with weight $w(u, v)$ for each $(u, v) \in E_i$. Additionally, it contains a zero-weight edge $(v^i, v^{i+1})$ for each $v \in V$ and each $i \in [c_k]$.

• $D'$ contains a demand $(a^i, b^i)$ for each $(a, b, c^i) \in D$.

Now consider the DST instance $(G', D')$.

**Lemma 4.** If the DCSN instance $(G_1, \ldots, G_C, D)$ has a solution of cost $C^*$, then the constructed DST instance $(G', D')$ has a solution of cost at most $C^*$.

**Proof.** Let $H \subseteq G$ be a DCSN solution having cost $C^*$. For any edge $(u, v) \in E(H)$, define the early necessary condition of $(u, v)$ to be the minimum $c_i$ such that removing $(u, v)$ would cause $H$ not to satisfy demand $(a, b, c_i)$.

**Claim 1.** There exists a solution $C \subseteq H$ that is a directed tree and has cost at most $C^*$.

Moreover for every path $P_i$ in $C$ from the root $a$ to some target $b_i$, as we traverse $P_i$ from $a$ to $b_i$, the earliest necessary conditions of the edges are non-decreasing.

**Proof of Claim 1.** Consider a partition of $H$ into edge-disjoint sub-graphs $H_1, \ldots, H_k$, where $H_i$ is the sub-graph whose edges have earliest necessary condition $c_i$.

If there is a directed cycle or parallel paths in the first sub-graph $H_1$, then there is an edge $e \in E(H_1)$ whose removal does not cause $H_1$ to satisfy fewer demands at condition $c_1$. Moreover by monotonicity, removing $e$ also does not cause $H$ to satisfy fewer demands at any future conditions. Hence there exists a directed tree $T_1 \subseteq H_1$ such that $T_1 \cup \left( \bigcup_{i=2}^{k} H_i \right)$ has cost at most $C^*$ and still satisfies $D$.

Now suppose by induction that for some $j \in [k-1]$, $\bigcup_{i=1}^{j} T_i$ is a tree such that $\left( \bigcup_{i=1}^{j} T_i \right) \cup \left( \bigcup_{i=j+1}^{k} H_i \right)$ has cost at most $C^*$ and satisfies $D$. Consider the partial solution $\left( \bigcup_{i=1}^{j} T_i \right) \cup H_{j+1}$; if this sub-graph is not a directed tree, then there must be an edge $(u, v) \in E(H_{j+1})$ such that $v$ has another in-edge in the sub-graph. However by monotonicity, $(u, v)$ does not help satisfy any new demands, as $v$ is already reached by some other path from the root. Hence by removing all such redundant edges, we have $T_{j+1} \subseteq H_{j+1}$ such that $\left( \bigcup_{i=1}^{j+1} T_i \right) \cup \left( \bigcup_{i=j+2}^{k} H_i \right)$ has cost at most $C^*$ and satisfies $D$, which completes the inductive step.
We conclude that \( T := \bigcup_{i=1}^{k} T_i \subseteq H \) is a tree of cost at most \( C^* \) satisfying \( D \). Observe also that by construction, as \( T \) is a tree that is iteratively constructed by \( T_i \subseteq H_i \), \( T \) has the property that if we traverse any \( a \to b \) path, the earliest necessary conditions of the edges never decrease.

Now let \( T \) be the DCSN solution guaranteed to exist by Claim 1. Consider the subgraph \( H' \subseteq G \) formed by adding, for each \((u, v) \in E(T)\), the edge \((u^c, v^c) \in E'\) where \( c \) is the earliest necessary condition of \((u, v)\) in \( E(H)\). In addition, for all vertices \( v^i \in H' \) where \( v^{i+1} \in H' \), add the free edge \((v^i, v^{i+1})\). Since \( w(u^c, v^c) = w(u, v) \) by construction, cost\((H') \leq \text{cost}(T) \leq C^*\).

To see that \( H' \) is a valid solution, consider any demand \((a_1, b^c_i)\). Recall that \( T \) has a unique \( a \to b \) path \( P_i \) along which the earliest necessary conditions are nondecreasing. We added to \( H' \) each of these edges at the level corresponding to its earliest necessary condition; moreover, whenever there are adjacent edges \((u, v), (v, x) \in P_i\) with earliest necessary conditions \( c \) and \( c' \geq c \) respectively, there exist in \( H' \) free edges \((v^i, v^{i+1}), \ldots, (v^{c-1}, v^{c'})\). Thus \( H' \) contains an \( a_1 \to b^c_i \) path, which completes the proof.

\[ \square \]

**Lemma 5.** If the constructed DST instance \((G', D')\) has a solution of cost \( C^* \), then the original DCSN instance \((G_1, \ldots, G_C, D)\) has a solution of cost at most \( C^* \).

**Proof.** First note that any DST solution ought to be a tree; let \( T' \subseteq G' \) be such a solution of cost \( C \). For each \((u, v) \in G\), \( T' \) might as well use at most one edge of the form \((u^i, v^i)\), since if it uses more, it can be improved by using only the one with minimum \( i \), then taking the free edges \((v^i, v^{i+1})\) as needed. We create a DCSN solution \( T \subseteq G \) as follows: for each \((u^i, v^i) \in E(T')\), add \((u, v)\) to \( T \). Since \( w(u, v) = w(u^i, v^i) \) by design, we have cost\((T) \leq \text{cost}(T') \leq C\). Finally, since each \( a_1 \to b^c_i \) path in \( G' \) has a corresponding path in \( G \) by construction, \( T \) satisfies all the demands.

\[ \square \]

Lemma 4 follows from Lemma 3 and Lemma 5. Finally we can obtain the main result of this subsection:

**Theorem 4.** Monotonic Single-Source DCSN has a polynomial-time \( O(k^\epsilon) \)-approximation algorithm for every \( \epsilon > 0 \). It has no \( \Omega(\log^{2-\epsilon} n) \)-approximation algorithm unless \( \text{NP} \subseteq \text{ZPTIME}(n^{\text{polylog}(n)}) \).

**Proof.** The upper bound follows by composing the reduction (from Monotonic Single-Source DCSN to Directed Steiner Tree) with the algorithm of Charikar et al. [30] for Directed Steiner Trees.
Steiner Tree, which achieves ratio $O(k^\epsilon)$ for every $\epsilon > 0$. More precisely they give an $i^2(i-1)k^{1/i}$-approximation for any integer $i \geq 1$, in time $O(n^ik^{2i})$. The lower bound follows by composing the reduction (in the opposite direction) with a hardness result of Halperin and Krauthgamer \cite{78}, who show the same bound for Directed Steiner Tree. A quick note regarding the reduction in the opposite direction: Directed Steiner Tree is a precisely a Monotonic Single-Source DCSN instance with exactly one condition.

In Extracting Networks - Subnetwork Optimization and Applications to IL23 Signalling, we show how to modify the algorithm of Charikar et al. to arrive at a simple, explicit algorithm for Monotonic Single-Source DCSN achieving the same guarantee.

### 2.2.10 Application to protein-protein interaction networks

Methods such as Directed Condition Steiner Network can be key in identifying underlying structure in biological processes. As a result, it is important to assess the runtime feasibility of solving for an optimal solution. We show via simulation on human protein-protein interaction networks, that our algorithm on single-source instances is able to quickly and accurately infer maximum likelihood subgraphs for a certain biological process.

**Building the protein-protein interaction network**

We represent the human PPI network as a weighted directed graph, where proteins serve as nodes, and interactions serve as edges. The network was formed by aggregating information from four sources of interaction data, including Netpath \cite{104}, Phosphosite \cite{86}, HPRD \cite{107}, and InWeb \cite{119}, altogether, covering 16222 nodes and 437888 edges.

Edge directions are assigned where these annotations were available (primarily in Phosphosite and NetPath). The remaining edges are represented by two directed edges between the proteins involved. Edge weights were assigned by taking the negative logarithm of the associated confidence score, indicating that finding the optimal Steiner Network would be the same as finding the most confident solution (assuming independence between edges). Confidence data was available for the largest of the data sets (InWeb). For HPRD edges that are not in InWeb, we used the minimum nonzero confidence value by default. For the smaller and highly curated data-sets, Phosphosite and NetPath, we used the maximal confidence level.
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Solving DCSN to optimality

Definition 6 (Single-Source DCSN). This is the special case of DCSN in which the demands are precisely \((a, b_1, c_1), (a, b_2, c_2), \ldots, (a, b_k, c_k)\), for some root \(a \in V\). We can assume that \(c_1 \leq c_2 \leq \cdots \leq c_k\).

We can derive a natural integer linear program for the Single-Source Directed Condition Steiner Network in terms of network flows, with each demand being met by a flow from source to target:

\[
\begin{align*}
\text{minimize} & \quad \sum_{(u,v) \in E} d_{uv} \cdot w(u,v) \\
\text{subject to} & \quad k_c \cdot d_{uv} \geq d_{uv,c} \quad \forall c, (u,v) \in E_c \\
& \quad \sum_{(v,w) \in E_c} d_{vwc} = \sum_{(u,v) \in E_c} d_{uvc} + \delta_{vc} \quad \forall c, v \in V \\
& \quad d_{uv,c} \in \{0,1,\ldots,k_c\} \quad \forall c, (u,v) \in E_c \\
& \quad d_{uv} \in \{0,1\} \quad \forall (u,v) \in E
\end{align*}
\]

Figure 2.3: Integer linear program for Single-Source Conditon Steiner Network. \(\delta_{vc} = 1\) for \(v\) at condition \(c\) if \(v\) is a target at condition \(c\), \(-k_c\) for \(v\) at condition \(c\) if \(v\) is the source node at condition \(c\), 0 otherwise.

Each variable \(d_{uv,c}\) denotes the flow through edge \((u,v)\) at condition \(c\), if it exists; each variable \(d_{uv}\) denotes whether \((u,v)\) is ultimately in the chosen solution sub-graph; \(k_c\) denotes the number of demands at condition \(c\). The first constraint ensures that if an edge is used at any condition, it is chosen as part of the solution. The second constraint enforces flow conservation, and hence that the demands are satisfied, at all nodes and all conditions.

We note that DCSN easily reduces DCSP, as outlined in Theorem 2. However, DCSP is a special case of Single-Source DCSN. Therefore, the integer linear program defined above can be applied to any DCSN instance with a transformation of the instance to DCSP.

Performance analysis of integer linear programming

Given the protein-protein interaction network \(G\), we sample an instance of the node-variant Single-Source DCSN as \(s\).\(^3\)

\(^3\)As previously mentioned, this variant reduces to the edge variant via reduction, and vice versa
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- Instantiate a source node \( a \).
- Independently sample \( \beta \) nodes reachable from \( a \), for each of the \( C \) conditions, giving us \( \{b_{1,1}, \ldots, b_{\beta,C}\} \).
- For each node \( v \in V \), include \( v \in V_c \) if \( v \) lies on the shortest path from \( a \) to one of \( \{b_{1,c}, \ldots, b_{\beta,c}\} \).
- For all other nodes \( v \in V \) for all \( c \), include \( v \in V_c \) with probability \( p \).

Using a workstation running an Intel Xeon E5-2690 processor and 250GB of RAM, optimal solutions to instances of modest size (generated using the procedure just described) were within reach:

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( C )</th>
<th>( p )</th>
<th>Time to solve</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1</td>
<td>1.0</td>
<td>45s ± 5s</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>.25</td>
<td>1m ± 10s</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>.25</td>
<td>1m ± 10s</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>.75</td>
<td>1m ± 10s</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>.75</td>
<td>1m ± 10s</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>1.0</td>
<td>7m ± 30s</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>.25</td>
<td>9m ± 30s</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>.75</td>
<td>11m ± 30s</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>.25</td>
<td>12m ± 30s</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>.75</td>
<td>17m ± 2m</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td>1h 40m ± 15m</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>.75</td>
<td>2h 30m ± 12m</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>.75</td>
<td>4h 40m</td>
</tr>
</tbody>
</table>

Table 2.2: ILP solve times for some random instances of SS-DCSN generated by our random model using the Gurobi Python Solver package\(^73\).

We notice that our primary runtime constraint comes from \( C \), the number of conditions. In practice, the number of conditions does not exceed 100.

In addition, we decided to test our DCSN ILP formulation against a simple algorithm of optimizing over each demand independently via shortest path. Theoretically, the shortest path method can perform up to \( k \) times worse than DCSN. We note that having zero weight edges complicates the comparison of algorithms’ performance on real data. The reason is that we can have the same weight for a large and small networks. Instead, we wanted to also
take into account the size of the returned networks. To do that we added a constant weight for every edge. Testing over a sample set of instances generated with parameters $\beta = 100$, $C = 10$, $p = 0.25$, we found that the shortest path method returns a solution on average 1.07 times more costly.

Therefore, we present a model showing preliminary promises of translating and finding optimal solutions to real world biological problems with practical runtime.

**2.2.11 Conclusion and discussion**

In this paper we introduced the Condition Steiner Network (CSN) problem and its directed variant, in which the goal is to find a minimal subgraph satisfying a set of $k$ condition-sensitive connectivity demands. We show, in contrast to known results for traditional Steiner problems, that this problem is NP-hard to approximate to a factor of $C - \epsilon$, as well as $k - \epsilon$, for every $C, k \geq 2$ and $\epsilon > 0$. We then explored a special case, in which the conditions/graphs satisfy a monotonicity property. For such instances we proposed algorithms significantly beating the pessimistic lower bound for the general problem; this was accomplished by reducing the problem to certain traditional Steiner problems. Lastly, we developed and applied an integer programming-based exact algorithm on simulated instances built over the human protein-protein interaction network, and reported feasible runtimes for real-world problem instances.

Importantly, along the way we showed implications of these results for CSN on other network connectivity problems that are commonly used in PPI analysis—such as Shortest Path, Steiner Tree, Prize-Collecting Steiner Tree—when conditions are added. We showed that for each of these problems, we cannot guarantee (in polynomial time) a solution with a value below $C - \epsilon$ times the optimal value. These lower bounds are quite strict, in the sense that naively approximating the problem separately in every condition, and taking the union of those solutions, already gives an approximation ratio of $O(C)$. At the same time, by relating the various condition Steiner problems to one another, we also obtained some positive results: the condition versions of Shortest Path and Steiner Tree admit good approximations when the conditions are monotonic. Moreover, all of the condition problems (with the exception of Prize-Collecting Steiner Tree) can be solved using a natural integer programming framework that works well in practice.
2.2.12 Proofs of main theorems

Problem variants

There are several natural ways to formulate the condition Steiner network problem, depending on whether the edges are changing over condition, or the nodes, or both.

Definition 10 (Condition Steiner Network (edge variant)). *This is the formulation described in the introduction: the inputs are* $G_1 = (V, E_1), \ldots, G_C = (V, E_C), w(\cdot)$, and $D = \{(a_i, b_i, c_i)\}$. *The task is to find a minimum-weight sub-graph $H \subseteq G$ that satisfies all of the demands.*

Definition 11 (Condition Steiner Network (node variant)). *Let the underlying graph be* $G = (V, E)$. *The inputs are* $G_1 = (V_1, E(V_1)), \ldots, G_C = (V_C, E(V_C)), w(\cdot)$, and $D$. *Here, $E(V_c) \subseteq E$ denotes the edges induced by $V_c \subseteq V$. A path satisfies a demand at condition $t$ if all edges along that path exist in $G_c$."

Definition 12 (Condition Steiner Network (node and edge variant)). *The inputs are precisely* $G_1 = (V_1, E_1), \ldots, G_C = (V_C, E_C), w(\cdot)$, and $D$. *This is the same as the node variant except that each $E_c$ can be any subset of $E(V_c)$*.

Similarly, define the corresponding directed problem Directed Condition Steiner Network (DCSN) with the same three variants. The only difference is that the edges are directed, and a demand $(a, b, c)$ must be satisfied by a directed $a \rightarrow b$ path in $G_c$.

The following observation enables all our results to apply to all problem variants.

Proposition 2. *The edge, node, and node-and-edge variants of CSN are mutually polynomial-time reducible via strict reductions (i.e. preserving the approximation ratio exactly). Similarly all three variants of DCSN are mutually strictly reducible.*

*Proof*. The following statements shall hold for both undirected and directed versions. Clearly the node-and-edge variant generalizes the other two. It suffices to show two more directions:

(Node-and-edge reduces to node) Let $(u, v)$ be an edge existent at a set of conditions $\tau(u, v)$, whose endpoints exist at conditions $\tau(u)$ and $\tau(v)$. To make this a node-condition instance, create an intermediate node $x_{(u,v)}$ existent at conditions $\tau(u, v)$, an edge $(u, x_{(u,v)})$ with the original weight $w(u, v)$, and an edge $(x_{(u,v)}, v)$ with zero weight. A solution of cost $W$ in the node-and-edge instance corresponds to a node-condition solution of cost $W$, and...
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vice-versa.

(Node reduces to edge) Let \((u, v)\) be an edge whose endpoints exist at conditions \(\tau(u)\) and \(\tau(v)\). To make this an edge-condition instance, let \((u, v)\) exist at conditions \(\tau(u, v) := \tau(u) \cap \tau(v)\). Let every node exist at all conditions; let the edges retain their original weights. A solution of cost \(W\) in the node-condition instance corresponds to an edge-condition solution of cost \(W\), and vice-versa.

\[\blacksquare\]

Proof of inapproximability for general \(C\) and \(k\)

Here we prove our main theorem, showing optimal hardness for any number of demands. To do this, we introduce a generalization of Label Cover to partite hypergraphs:

Definition 13 (k-Partite Hypergraph Label Cover (k-PHLC)). An instance of this problem consists of a \(k\)-partite, \(k\)-regular hypergraph \(G = (V_1, \ldots, V_k, E)\) (that is, each edge contains exactly one vertex from each of the \(k\) parts) and a set of possible labels \(\Sigma\). The input also includes, for each hyperedge \(e \in E\), a projection function \(\pi_e^v : \Sigma \to C\) for each \(v \in e\); \(\Pi\) is the set of all such functions. A labeling of \(G\) is a function \(\phi : \bigcup_{i=1}^{k} V_i \to \Sigma\) assigning each node a label. There are two notions of edge satisfaction under a labeling \(\phi\):

- \(\phi\) strongly satisfies a hyperedge \(e = (v_1, \ldots, v_k)\) if the labels of all its vertices are mapped to the same color, i.e. \(\pi_{v_i}^e(\phi(v_i)) = \pi_{v_j}^e(\phi(v_j))\) for all \(i, j \in [k]\).

- \(\phi\) weakly satisfies a hyperedge \(e = (v_1, \ldots, v_k)\) if there exists some pair of vertices \(v_i, v_j\) whose labels are mapped to the same color, i.e. \(\pi_{v_i}^e(\phi(v_i)) = \pi_{v_j}^e(\phi(v_j))\) for some \(i \neq j \in [k]\).

The following gap hardness for this problem was shown by Feige [50]:

Theorem 7. For every \(\epsilon > 0\) and every fixed integer \(k \geq 2\), there is a constant \(|\Sigma|\) such that the following promise problem is \(\text{NP}\)-hard: Given a \(k\)-Partite Hypergraph Label Cover instance \((G, \Sigma, \Pi)\), distinguish between the following cases:

- (YES instance) There exists a labeling of \(G\) that strongly satisfies every edge.

- (NO instance) Every labeling of \(G\) weakly satisfies at most \(\epsilon|E|\) edges.

The proof of \((C - \epsilon)\)-hardness and \((k - \epsilon)\)-hardness follows the same outline as the \(C = k = 2\) case (Theorem 6).
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Theorem 8 (Main Theorem). CSN and DCSN are NP-hard to approximate to a factor of $C - \epsilon$ as well as $k - \epsilon$ for every fixed $k \geq 2$ and every constant $\epsilon > 0$. For DCSN, this holds even when the underlying graph is acyclic.

Proof. Given the $k$-PHLC instance in the form $(G = (V_1, \ldots, V_k, E), \Sigma, \Pi)$, and letting $v_{c,i}$ denote the $i$-th node in $V_c$, construct a DCSN instance $(\mathcal{G} = (G_1, \ldots, G_k), \Sigma, \Pi)$, along with $k$ demands) as follows. For every $c \in [k]$, create nodes $v_{c,1}^S, \ldots, v_{c,|V_c|+1}^S$. Create a $v_{c,i}$-bundle from each $v_{c,i}$ to $v_{c,i+1}^S$, whose $\ell$-strands (for $\ell \in \Sigma$) are each a chain of bundles, one for each incident hyperedge $e = (v_{1,i_1}, \ldots, v_{c,i}, \ldots, v_{k,i_k}) \in E$. Each $(v_{1,i_1}, \ldots, v_{c,i}, \ldots, v_{k,i_k})$-bundle has a $(v_{1,i_1}, \ell_1, \ldots, v_{c,i}, \ell_c, \ldots, v_{k,i_k}, \ell_k)$-path for each agreeing combination of labels—that is, every $k$-tuple $(\ell_1, \ldots, \ell_c, \ldots, \ell_k)$ such that: $\pi_{v_{1,i_1}}^e(\ell_1) = \cdots = \pi_{v_{c,i}}^e(\ell_c) = \cdots = \pi_{v_{k,i_k}}^e(\ell_k)$, where $e$ is the shared edge. If there are no such combinations, then the $e$-bundle is a single simple strand.

For $c \in [k]$, set all the edges in the $v_{c,i}$-bundles to exist in $G_c$ only. Now, for each $(v_{1,i_1}, \ell_1, \ldots, v_{k,i_k}, \ell_k)$, merge together the $(v_{1,i_1}, \ell_1, \ldots, v_{k,i_k}, \ell_k)$-paths across all $G_c$ that have such a strand. Finally, the connectivity demands are $D = \left\{ (v_{c,1}^S, v_{c,|V_c|+1}^S, c) : c \in [k] \right\}$.

The analysis follows the $k = 2$ case. Suppose we have a YES instance of $k$-PHLC, with optimal labeling $\ell_v^*$ to each node $v \in \bigcup_{c=1}^k V_c$. Then an optimal solution $\mathcal{H}^*$ to the constructed DCSN instance is to traverse, at each condition $c$ and for each $v_{c,i}$-bundle, the path through the $\ell_{v_{c,i}}^*$-strand. In particular for each $(v_{1,i_1}, \ldots, v_{k,i_k})$-bundle in that strand, traverse the $(v_{1,i_1}, \ell_1, \ldots, v_{k,i_k}, \ell_k)$-path.

In tallying the total edge cost, $\mathcal{H}^* \cap G_1$ (the sub-graph at condition 1) incurs a cost of $|E|$, one for each contact edge. The sub-graphs of $\mathcal{H}^*$ at conditions $2, \ldots, k$ account for no additional cost, since all contact edges correspond to a label which agrees with all its neighbors’ labels, and hence were merged with the agreeing contact edges in the other sub-graphs.

Conversely suppose we have a NO instance of $k$-PHLC, so that for any labeling $\ell_v^*$, for at least $(1 - \epsilon)|E|$ hyperedges $e$, the projection functions of all nodes in $e$ disagree. By definition, any solution to the constructed DCSN instance contains a simple $v_{t,1}^S \rightarrow v_{t,|V_c|+1}^S$ path $P_c$ at each condition $c$. As before, $P_1$ alone incurs a cost of exactly $|E|$. However, at least $(1 - \epsilon)|E|$ of the hyperedges in $G$ cannot be weakly satisfied; for these hyperedges $e$, for every pair of neighbors $v_{c,i}, v_{c',i'} \in e$, there is no path through the $e$-bundle in $v_{t,1}$’s $\ell_{v_{c,i}}^*$-strand that is merged with any of the paths through the $e$-bundle in $v_{c',i'}$’s $\ell_{v_{c',i'}}^*$-strand (for otherwise, it would indicate a labeling that weakly satisfies $e$ in the $k$-PHLC instance). Therefore paths $P_2, \ldots, P_k$ each contribute at least $(1 - \epsilon)|E|$ additional cost, so the solution has total cost at least $(1 - \epsilon)|E| \cdot k$. 


It follows from the gap between the YES and NO cases that DCSN is NP-hard to approximate to within a factor of \( k - \epsilon \) for every constant \( \epsilon > 0 \); and since \( C = k \) in our construction, it is also NP-hard for \( C - \epsilon \). Moreover since the directed condition graph we constructed is acyclic, this result holds even on DAGs. As before, the same analysis holds for the undirected problem CSN by undirecting the edges.

**Explicit algorithm for Monotonic Single-Source DCSN**

We provide a modified version of the approximation algorithm presented in Charikar et al. [30] for Directed Steiner Tree (DST), which achieves the same approximation ratio for our problem Monotonic Single-Source DCSN.

We provide a similar explanation as of that presented in Charikar et al. Consider a trivial approximation algorithm, where we take the shortest path from the source to each individual target. Consider the example where there are edges of cost \( C - \epsilon \) to each target, and a vertex \( v \) with distance \( C \) from the source, and with distance 0 to each target. In such a case, this trivial approximation algorithm will achieve only an \( \Omega(k) \)-approximation. Consider instead an algorithm which found, from the root, an intermediary vertex \( v \), which was connected to all the targets via shortest path. In the case of the above example, this would find us the optimal sub-graph. The algorithm below generalizes this process, by progressively finding optimal substructures with good cost relative to the number of targets connected. We show that this algorithm provides a good approximation ratio.

**Definition 14** (Metric closure of a condition graph). For a directed condition graph \( G = (G_1 = (V, E_1), G_2 = (V, E_2), \ldots, G_C = (V, E_C)) \), define its metric closure to be \( \tilde{G} = (V, E, \tilde{w}) \) where \( E = \bigcup_c E_c \) and \( \tilde{w}(u, v, c) \) is the length of the shortest \( u \to v \) path in \( G_c \) (note that in contrast with \( w \), \( \tilde{w} \) takes three arguments).

**Definition 15** (\( V(T) \)). Let \( T \) be a tree with root \( r \). We say a demand of the form \( (r, b, c) \) is satisfied by \( T \) if there is a path in \( T \) from \( r \) to \( b \) at condition \( c \). \( V(T) \) is then the set of demands satisfied by \( T \).

**Definition 16** (\( D(T) \)). The density of a tree \( T \) is \( D(T) = \frac{\text{cost}(T)}{|V(T)|} \), where \( \text{cost}(T) \) is the sum of edge weights of \( T \).
The way we will prove the approximation ratio of this algorithm is to show that it behaves precisely as the algorithm of Charikar et al. does, when given as input the DST instance produced by our reduction from Monotonic Single Source DCSN (Lemma 3).

**Proposition 3.** The algorithm above is equivalent to the algorithm of Charikar et al., when applied to the DST instance output by the reduction of Lemma 3.

**Proof.** To see this, note that in our reduced instance, we see a collection of vertices, \(v^1, ..., v^{\lvert C\rvert}\). Therefore, the only equivalent modifications needed to the original algorithm are:

- In the input, rather than keeping track of the current root as some vertex \(v^i\), keep track of \(v\) at the current condition instead, i.e. \((v, i)\).
- The distance from some \(v^i\) to \(x^j, j \geq i\) is simply the distance from \(v\) to \(x\) at condition \(j\), i.e. \(\tilde{w}(v, x, j)\).
- Instead of looping through all vertices in the form \(v^1, ..., v^{\lvert C\rvert}\), we instead loop through all vertices, and all conditions.

Therefore this algorithm guarantees the same approximation ratio for Monotonic Single Source DCSN as the original algorithm achieved for DST. In particular for all \(i > 1\), \(A_i(G, a, 0, k, D)\) provides an \(i^2(i - 1)k^{1/i}\) approximation to DCSN, in time \(O(n^i k^{2i})\) \[30\] \[79\]4.

---

4The first paper \[30\] incorrectly claims a bound of \(i(i - 1)k^{1/i}\); this was corrected in \[79\].
2.3 Directed Shortest Walk on Temporal Graphs

2.3.1 Authors and Contributions


All authors conceived and designed the study. AK derived the main hardness results, the ILP formulation, and the benchmarking. NY was the PI and oversaw the project.

2.3.2 Abstract

Background: The use of graphs as a way of abstracting and representing biological systems has provided a powerful analysis paradigm. Specifically, graph optimization algorithms are routinely used to address various connectivity queries, such as finding paths between proteins in a protein-protein interaction network, while maximizing objectives such as parsimony. While present studies in this field mostly concern static graphs, new types of data now motivate the need to account for changes that might occur to the elements (nodes) that are represented by the graph on the relationships (edges) between them.

Results and Discussion: We define the notion of Directed Temporal Graphs as a series of directed subgraphs of an underlying graph, ordered by time, where only a subset of vertices and edges are present. We then build up towards the Time Conditioned Shortest Walk problem on Directed Temporal Graphs: given a series of time ordered directed graphs, find the shortest walk from any given source node at time point 1 to a target node at time \( T \geq 1 \), such that the walk is consistent (monotonically increasing) with the timing of nodes and edges. We show, contrary to the Directed Shortest Walk problem which can be solved in polynomial time, that the Time Conditioned Shortest Walk (TCSW) problem is NP-Hard, and is hard to approximate to factor \( \left\lceil \frac{T}{2} \right\rceil - \epsilon \) for \( T \geq 3 \) and \( \epsilon > 0 \). Lastly, we develop an integer linear program to solve a generalized version of TCSW, and demonstrate its ability to reach optimality with instances of the human protein interaction network.

Conclusion: We demonstrate that when extending the shortest walk problem in computational biology to account for multiple ordered conditions, the problem not only becomes hard to solve, but hard to approximate, a limitation which we address via a new solver. From this narrow definition of TCSW, we relax the constraint of time consistency within the shortest walk, deriving a direct relationship between hardness of approximation and the allowable step size in our walk between time conditioned networks. Lastly we briefly explore a variety of alternative formulations for this problem, providing insight into both tractable and intractable variants.

Availability Our solver for the general k-Time Condition Shortest Walk problem is available at https://github.com/YosefLab/temporal_condition_shortest_walk
2.3.3 Background

A common approach for investigating biological systems is to first abstract the system as a network. These networks may be defined over broad and varying categories such as species or at a higher resolution over proteins or metabolites within cells. For example, proteins and their pairwise interactions can be modeled as protein-protein interaction networks, where nodes represent proteins and edges represent physical binding or joint chemical reactions. Once such an abstraction has been made, an investigator can dig into more specific questions. For example, cells express a subset of protein receptors depending on the cell type and cell state. Once a receptor is stimulated by extracellular ligands, a signalling cascade begins at receptor on the cell surface and often ends by modifying several transcription factors in the nucleus. Although a broad range of known pairwise protein interactions are well studied in the protein-protein interaction network, the path in which the signal propagates through this network from a receptor or protein to a terminal protein or transcription factor is less well studied and is a newer question of interest \[186, 88, 163, 148, 61\]. Under the assumptions of a static protein-protein interaction network, one could simply apply out of the box algorithms such as Djikstra’s algorithm or Steiner Tree to find the most likely path taken \[160, 89\]. In practice however it turns out that the network is dynamic with time, as only a subset of proteins are active signalling candidates at any given time, be it that the protein may not be present in the cell, or may be deactivated via post-translational modifications \[144, 131, 158\]. Therefore, the question of interest becomes to not only infer the sequence of protein-protein interactions in which receptor signaling leads to changes in transcription factors, but how this signal propagates through a dynamic temporal network.

Temporal networks have been well studied, with applications to broad fields such as communication propagation \[84, 85, 124\]. The simplest of such temporal problems is the shortest path problem, with the following setup - a network is provided with weighted edges, which travel from timepoint \(t_1\) to \(t_2\), where \(t_2 > t_1\). The goal becomes to find a path which optimizes over a constraint, and is time-monotonic (or increasing in time). Many such possible variants of time-monotonic shortest path exist over this network, for example the earliest arrival time from \(a\) to \(b\), the latest departure time from \(a\) to \(b\), or just simply the lowest cost path (by edge weight), all of which can be solved in polynomial time \[187, 182, 188\]. There also exist more difficult problems, such as finding strongly connected components \[139\], or finding time-monotonic spanning trees \[90, 95, 152\], both of which are intractable, although for the case of minimum spanning trees, there exists an approximation preserving reduction to Directed Steiner Tree, which can be non-trivially approximated \[30, 20\]. While these works underscore the importance of a singular optimization problem spanning multiple timepoints, they fail to consider several key points present in real biological applications. Firstly, in the aforementioned literature, nodes are always present and traversable. However, in practice, nodes, or proteins, can be in active forms at certain times, and inactive forms at other times. Secondly, a key notion in biology comes from the idea of Occam’s Razor. That is we wish to explain a biological process with the least number of edges or nodes traversed, accounting
for the fact that the same edge or node can be used multiple times under different contexts (ex. time). This model fails to allow for that possibility due to only allowing for a path like singular edge traversal, rather than a walk.

Another work closely related to this problem comes from Wu et al, who explored the notion of Condition networks \[189\]. In this setting, a series of \( C \) directed networks \( G_c \) are provided, with the same set of nodes \( V \), but a different set of edges \( E_c \). In addition, each network comes with its own set of pairwise connectivity demands \( X_c = \{(a_1, b_1), ..., (a_n, b_n)\} \). The goal becomes to identify a subgraph \( H \) s.t. all connectivity demands in \( X_c \) are satisfied in \( H \cap G_c \), and \( H \) is of minimum cost. A special version of this problem is Condition Shortest Path (CSP), in which a singular connectivity demand \( X = (a, b) \) is given for each condition. Both of these problems turn out to be NP-hard to approximate beyond a trivial factor \(|C|\).

Although this problem attempts to optimize for the shortest path between a given \((a, b)\) pair per condition, with information reuse, we are instead interested in a very different scenario. In particular, the scenario we are interested in considers one singular network demand spanning over many graphs, motivated by dynamic biological networks in practice.

### 2.3.4 Summary of main contributions

To this end, we introduce the Time Conditioned Shortest Walk (TCSW) problem, which takes on a similar flavor as Condition Shortest Path (CSP) introduced by Wu et al. In this setting we are given a series of ordered networks \( G_t \) and ordered conditions \( \{1, ..., T\} \) representing a discrete measurement of time, and as well as a pair of nodes \((a \in G_1, b \in G_T)\). For each time condition, our defined networks \( G_t \) have vertices \( V_t \) which are allowed to change across networks, but a set of global edges \( E \) which remain constant. The goal is to find a walk from a source node \( a \) to target node \( b \) which begins in \( G_1 \), ends in \( G_T \), and satisfies the following constraints: transitions are allowed from \( v \in G_i \) to \( w \in G_i \) or \( G_i + 1 \) if \((v, w) \in E\). In addition, transitions are allowed from \( v \in G_i \) to \( v \in G_{i+1} \). Edge costs are only paid once globally; that is, if you reuse an edge, you do not pay a cost.

We first prove a simple algorithm for solving the case for \( T = 2 \) time conditions. We then move to the more difficult case where vertices are shifting, and show that it is NP-hard to find a solution that achieves an approximation factor better than \( \left\lceil \frac{T}{2} \right\rceil \) for \( T \geq 3 \) via approximation preserving reduction to CSP. We then extend our results to the general setting, where the time differential between two nodes in a path can be an integer \( k \) greater than 1. We prove that this problem is similarly hard to approximate to a factor better than \( \left\lceil \frac{T}{k+1} \right\rceil \), for an arbitrary step size \( k \). Lastly, we provide a integer linear program for the general TCSW problem, and show that when provided with real-world input it is capable of finding optimal solutions in reasonable time.
2.3.5 Definitions and Preliminaries

In graph theory, the shortest path problem is well studied in its many variants: from undirected networks, to weighted directed networks with nonnegative edge weights, to weighted directed networks without negative cycles. Each of these variants can be solved efficiently. For example the most common variant of the shortest path problem over weighted directed networks is solvable via Dijkstra’s algorithm in $O(E + V \log(V))$ complexity, or with more advanced techniques such as Thorup’s algorithm in time $O(E + V \log(\log(V)))$.

In this paper we extend the generalization of network problems begun under Wu et al to the condition setting. Specifically, we generalize the shortest path problem to the time conditioned setting. Recall that in this setting we have a series of ordered time conditions $[T] = \{1, ..., T\}$, each with a corresponding network $G_t$.

**Definition 17** (Time Condition Shortest Walk (TCSW)). Given the following inputs:
1. A series of directed networks \( \{ G_t = (V_t, E) \} \) each corresponding to a time condition \( t \). Edges are positively weighted. Note that we denote \( V = \bigcup_t V_t \). We denote a node \( v \in V_t \) as \( v_t \) as \( v \).

2. A pair of nodes \((a_1, b_T)\) s.t. \( a_1 \in V_1 \) and \( b_T \in V_T \) which we wish to connect via a walk through \( G_1, \ldots, G_T \).

Our goal is to find an \( a \rightarrow b \) walk from \( G_1 \) to \( G_T \). We denote a walk \( W \) in the form 
\[
W = \{ \ldots, (v_i, w_j), \ldots \},
\]
where \((v_i, w_j)\) is a valid edge if \( v \in V_i, w \in V_j \) and \( i = j \) or \( i = j + 1 \), and \((v, w)\) \( \in \) \( E \) or \( v = w \). We denote this "jump" constraint from \( G_i \) to \( G_{i+1} \) as the temporal walk constraint. The walk begins at \( a_1 \) and ends at \( b_T \).

Equivalently, one can consider TCSW over a singular global network defined over all \( G_i \). We define such network \( \mathcal{G} \) with \( v_i \in \mathcal{G} \) if \( v \in V_i \), where \( v \) may be present in multiple \( V_t \). An edge \( e = (v_i, w_j) \) exists in \( \mathcal{G} \) if \( v_i \in V_i, w_j \in V_j, i = j \) or \( i = j + 1 \), and \((v_i, w_j)\) \( \in \) \( E \). In addition, we add zero weight edges for all nodes \( v_i, v_{i+1} \) if \( v_i \in V_i \) and \( v_{i+1} \in V_{i+1} \). The goal is to find the minimum cost path from \( a_1 \) to \( b_T \) where an edge \((v, w)\) is only paid for once regardless of however many \((v_i, w_j)\) pairs are traversed.

We offer the most formal presentation of TCSW, its variants, and \( \mathcal{G} \) in the Appendix.

**Definition 18** (k-Time Condition Shortest Walk (k-TCSW)). In this variant, we relax the temporal walk constraint to allow for jumps between networks that aren’t immediately subsequent in time. More specifically: For a given walk \( W \) in the form \( W = \{ \ldots, (v_i, w_j), \ldots \}, \) \((v_i, w_j)\) is a valid edge if \( v \in V_i, w \in V_j \) and \( i \leq j \leq i + k \). We denote this relaxed constraint as the k-temporal walk constraint. We note that in the definition for vanilla TCSW we operate under the 1-temporal walk constraint.

**Definition 19** (Directed Condition Shortest Path (CSP)). We draw this definition from Wu et al.

1. A sequence of directed graphs \( G_1 = (V_1, E), G_2 = (V_2, E), \ldots, G_T = (V_T, E) \) with positively weighted edges and \( V = \bigcup_t V_t \).

2. A set of \( C \) connectivity demands \( \mathcal{D} \subseteq V \times V \times [C] \) in the form \((a, b, 1), \ldots, (a, b, C)\).

Let \( G = (V, E) \) be the underlying network. The goal of this problem is to find a subgraph \( H \subseteq G \) of minimal cost s.t. there exists a path from \((a, b)\) in \( H \) amongst vertices that are active in \( G_c \) for all \( c \). We note that CSP is hard to approximate to a factor of \( C - \epsilon \) for every \( C \geq 2 \) and \( \epsilon > 0 \), a fact that we will exploit to prove TCSW is hard to approximate.
Problem Variants

The description given above for TCSW is just one possible way to describe the Temporal Walk problem. Here we describe several other variants, leaving their analysis for later in the manuscript.

Definition 20 (Strict Step Repay – Time Condition Shortest Walk (SSR–TCSW)). Given the same inputs as TCSW, a demand pair and a series of networks $G_1...G_T$, the goal is to find an $a - b$ walk $W$ from $G_1$ to $G_T$, where $W$ in the form $W = \{..., (v_i, w_j), ...\}$, where $(v_i, w_j)$ is a valid edge if $v \in V_i, w \in V_j$ and $i = j + 1$, and $(v, w) \in E$ or $v = w$. That is, every step must move up in time. In addition, edges are paid for per use, i.e. edges can be reused but must be paid for each time.

Definition 21 (Strict Step – Time Condition Shortest Path (SS–TCSP)). This variant is the same as SSR–TCSW in that every edge used must move up in time. However, the difference in this variant is that the solution must be a path, not a walk (i.e. cannot traverse the same vertex twice, which implies no edge can be reused).

Definition 22 (Repay – Time Condition Shortest Walk (R–TCSW)). Given the same inputs as TCSW, the problem becomes to find an $a - b$ walk $W$ from $G_1$ to $G_T$ where edges are paid for per use (rather than just once).

Definition 23 (Monotonic–Time Condition Shortest Walk (Mon–TCSW)). This variant is similar to vanilla TCSW, except now $(v_i, w_j)$ is a valid edge if $v \in V_i, w \in V_j$ and $i \leq j$. We note in $k$–TCSW, we allow this jump to be up to step size $k$, but in this variant jumps can be arbitrarily large as long as they are monotonic.

Definition 24 (Multi–k Time Condition Shortest Walk (Multi–k–TCSW)). In this variant, we allow for a set of $n$ demands $(a_1, b_1), ..., (a_n, b_T)$. Our goal is to find a set of $n$ walks starting from a singular source $a_1$, and ending at $b_T$. The cost paid is the sum of the weight of all edges used in one or more walks (each edge is only paid for at most once). This variant is most suitable for protein signalling cascades, whereby often times a signal begins at a singular receptor, and through a series of interactions, many downstream proteins are affected. Naturally $k$–TCSW is special case with only one demand.

2.3.6 Our Results

In this work, we build off the results of Wu et al. In particular we aim to show that similar to the Condition Shortest Path problems, extending the Condition setting to TCSW, a singular global shortest path problem with the temporal walk constraint, becomes hard to solve and hard to approximate to any non-trivial factor. We then relax the temporal walk constraint, and show a neat tradeoff between the temporal walk constraint and the hardness of approximation. Lastly, we present an ILP formulation for these problems, and demonstrate the ability to find optimal solutions to the generalized k-TCSW problem in feasible
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time on real world applications over the human Protein Protein Interaction Network (PPI).

We begin by proposing a rather simple algorithm for solving the TCSW problem for \( T \leq 2 \).

**Theorem 9.** TCSW can be solved in polynomial time for \( T \leq 2 \).

While this result is promising, the regime of polynomial time algorithms ends here.

**Theorem 10.** TCSW is hard to approximate to a factor of \( \left\lceil \frac{T}{2} \right\rceil - \epsilon \) for every fixed \( T \geq 3 \) and \( \epsilon > 0 \).

Thus the best approximation ratio one can hope for is \( \left\lceil \frac{T}{2} \right\rceil \). Such ratio can easily be achieved by considering the global network \( \mathcal{G} \) defined amongst all \( G_i \) as follows: Create a network \( \mathcal{G} \) with node \( v_i \in \mathcal{G} \) if \( v_i \in V_i \). An edge \( e = (v_i, w_j) \) exists in \( \mathcal{G} \) if \( v_i \in V_i, w_j \in V_j, i = j \) or \( i = j + 1 \), and \( (v_i, w_j) \in E \). In addition, we add zero weight edges for all nodes \( v_i, v_{i+1} \) if \( v_i \in V_i \) and \( v_{i+1} \in V_{i+1} \). Find the shortest path in this network from \( a_1 \) to \( b_T \) (thus ignoring the benefits of re-using an edge). An edge may be re-used once per alternate level, thus giving us a solution as bad as \( \left\lceil \frac{T}{2} \right\rceil \) away from OPT.

By relaxing the temporal walk constraint, we are left with a more general result

**Theorem 11.** The general problem of \( k \)-TCSW is hard to approximate to a factor of \( \left\lceil \frac{T}{k+1} \right\rceil - \epsilon \) for every fixed \( k \geq 1, T \geq k + 2 \), and \( \epsilon > 0 \).

Similar to vanilla TCSW, we can generate a global network \( \mathcal{G} \) with node \( v_i \in \mathcal{G} \) if \( v_i \in V_i \). An edge \( e = (v_i, w_j) \) exists in \( \mathcal{G} \) if \( v_i \in V_i, w_j \in V_j, i \leq j \leq j + k \), and \( (v_i, w_j) \in E \). In addition, we add zero weight edges for all self nodes up to \( k \) timepoints away (rather than 1). Similarly find the shortest path in this network from \( a_1 \) to \( b_T \). In this instance, an edge may be reused once per \( k + 1 \) level, thus giving us a solution as bad as \( \left\lceil \frac{T}{k+1} \right\rceil \) away from OPT.

Although these results are rather pessimistic in the theoretical abstract we provide a more consoling view by formulating an integer linear program for the general TCSW problem. We then show in experiments on real-world inputs derived from the human PPI network, the ILPs are capable of finding optimal solutions in a reasonable amount of time.

### 2.3.7 Hardness of Time Condition Shortest Walk

**Theorem 9.** TCSW can be solved in polynomial time for \( T \leq 2 \).

**Proof.** Note that when \( T = 1 \) we’re simply left with the vanilla shortest path problem, which can easily be solved by algorithms such as Dijkstra’s or Thorup’s Algorithm.
Now let us consider the case for $T = 2$. We argue that an optimal walk is in fact a path, and thus applying shortest path on the global network $G$ will provide the optimal solution.

Consider the global network $G$ as defined earlier in Definition 17. Assume for the sake of contradiction that there exists a walk $W$ that has a lower cost than a shortest path $P$ from $a_1$ to $b_2$ in $G$. Due to our assumption and by definition of $G$, this walk cannot be a simple path. Therefore, it implies there exists at least one vertex $v \in V$ that was traversed twice in this walk, once from $(v_i, w_j)$ and once from $(v_{i'}, x_{j'})$. Now consider the walk $W'$ formed by concatenating this portion of the walk and simply taking the edge $(v_i, x_{j'})$. As we only have two time points, this is a still a valid traversal and satisfies the temporal walk constraint. We can therefore apply this concatenation process until every vertex is traversed only once, thus forming a simple path $P'$, which has less than or equal cost to $W$. Therefore we arrive at a contradiction, as the optimal walk from $a$ to $b$ is in fact a path.

\begin{theorem}
\textit{TCSW is hard to approximate to a factor of $\left\lceil \frac{T}{2} \right\rceil - \epsilon$ for every fixed $T \geq 3$ and $\epsilon > 0$.}
\end{theorem}

We approach this proof via approximation preserving reduction from Condition Shortest Path to TCSW. Recall that in the Condition Shortest Path problem, we are given networks $G_1, ..., G_C$ and a source target pair $(a, b)$. The goal is to find a subnetwork $H \subseteq G = \bigcup_c G_c$ of minimal cost such that there exists a path from $a$ to $b$ in $H$ amongst vertices that are active in $G_c$, for all $c$. 

Figure 2.5: Example reduction from a Condition Shortest Path instance (left) with 3 conditions to an instance of TCSW with 5 time points (right). In the TCSW instance, red edges are traversed in timepoint 1, green edges in timepoints 3, blue edges in timepoint 5, and purple edges are traversed from timepoint $i$ to timepoint $i + 1$. 

Therefore, given an instance of CSP \((G_1, ..., G_C, (a, b))\), with underlying network \(G = (V, E)\) the reduction works as follows:

- Construct an instance of TCSW with \(2C - 1\) networks \(G'_1, ..., G'_{2C-1}\). Let the odd networks in our constructed instance of TCSW \(G'_c = G_c\) for \(c \in [C]\).
- For even instances \(G_{2c}\) for \(c \in [C - 1]\), let \(G_{2c}\) be a network with exactly one node \(t^*\).
- In addition to the edges \(E\) from our CSP instance, add two directed edges to our global edge set: \((b, t^*)\) and \((t^*, a)\), which we call our transition edges.
- Our singular demand is to find a walk from \(a_1\) to \(b_{2C-1}\)
- The network \(H \subseteq G\) that satisfies CSP is formed by taking the union of edges traversed in the TCSW instance solution \(W\) minus the transition edges \((b, t^*)\) and \((t^*, a)\)

We first note that by construction, the only way to go from \(a_1\) to \(b_{2C-1}\) is to first go from \(a_1\) to \(b_1\), then take the transition edges from \(b_1\) to \(t^*_2\) and \(t^*_3\) to \(a_3\), and then repeat. Therefore \(W\) contains a path from \(a_c\) to \(b_c\) that only goes through edges in \(G_c\) for all \(c \in [C]\), and therefore the union of edges \(e \in W = H\) forms a valid solution for our CSP instance.

Now assume for the sake of contradiction that there exists a solution \(\mathcal{H} \subseteq G\) of lower overall cost than the network \(H\) returned from our TCSW reduction. For each condition \(c \in [C]\), consider an \(a - b\) path going through \(H\) using only edges in \(G_c\). Let the set of edges used in such path be called \(P_c\). We construct a walk \(W\) as follows: \(W = [P_1, (b, t^*), (t^*, a), P_2, ..., P_C]\). This forms a valid walk in our TCSW instance, and has lower cost than \(W\), as edge weights are only paid for once in both the CSP instance and the TCSW instance. This leads to a contradiction that \(W\) was our optimal walk.

Therefore, all CSP instances can be solved via a reduction to TCSW. Naturally, this leads us to the inapproximability of TCSW. Namely, CSP cannot be approximated to a factor of \(C - \epsilon\) for all fixed \(C \geq 2\) and \(\epsilon > 0\). Therefore, by extension TCSW cannot be approximated to a factor of \(\frac{T+1}{2} - \epsilon\) for all fixed odd \(T \geq 3\) and \(\epsilon > 0\), as we have \(2C - 1\) temporal conditions in our TCSW instance for a CSP instance of \(C\) conditions.

We note one caveat, which is that we’re always reducing to an odd number of time conditions. It is straightforward to see that we could have equivalently reduced to an even number of time conditions by adding an extra network \(G_{2C}\) with just the node \(b\), and instead solving for the walk from \(a_1\) to \(b_{2C}\), thus proving that even instances are inapproximable to a factor of \(\frac{T}{2} - \epsilon\) for all fixed even \(T \geq 4\) and \(\epsilon > 0\). As a result, we can make a more general statement from these two that TCSW is inapproximable to a factor of \(\left\lceil \frac{T}{2} \right\rceil - \epsilon\)

Theorem 11. The general problem of \(k\)-TCSW is hard to approximate to a factor of \(\left\lceil \frac{T}{k+1} \right\rceil - \epsilon\) for every fixed \(k \geq 1\), \(T \geq k + 2\), and \(\epsilon > 0\).
This proof follows directly from Theorem 10. The reduction from CSP to k-TCSW follows the same flavor as the one above with the following key difference:

- Rather than constructing $2C - 1$ networks, we construct $(k + 1)C - k$ networks. We let every $(k + 1)c - k$ network $G_{(k+1)c-k}' = G_c$.
- In addition, we let $G_{(k+1)c}'$ be a network with exactly one node $t^*$
- All other networks $G_i'$ are empty.
- We maintain the edge set formed previously, with the same two transition edges $(b, t^*)$ and $(t^*, a)$.
- Our singular demand is to find a walk from $a_1$ to $b_{(k+1)c-k}$
- The network $H \subseteq G$ that satisfies CSP is formed by taking the union of edges traversed in the TCSW instance solution $W$ minus the transition edges $(b, t^*)$ and $(t^*, a)$.

We note that the exact same arguments work for why $H$ is a valid and optimal solution for the CSP instance. One caveat that the reader may notice, similar to the odd even bifurcation in the prior section is that we always reduce CSP to a k-TCSW instance with $T = (k + 1)C - k$ time conditions. However, with the same idea of adding dummy networks at the end of our k-TCSW, we encompass all other instances of k-TCSW. As CSP is hard with $C = 2$, TCSW is NP-hard for all instances $(k + 1)2 - k = k + 2$. In addition, k-TCSW is hard to approximate to factor $\frac{\alpha}{k+1}$ by similar argument.

Building the protein-protein interaction network

In order to construct a human protein-protein interaction (PPI) network network for our simulations, we collected data to construct a weighted directed network from four sources. Our largest dataset came from InWeb [119], where protein-protein interactions were treated as bidirectional edges from the proteins used. Edge weights were set as the negative log confidence score collected. Similarly, PPIs from the Human Protein Reference Data (HPRD)[107] were treated as bidirectional, but assigned the minimum nonzero confidence values by default. For directed edges, collected from highly curated data-sets, we used Phosphosite[86] and NetPath[104], and assigned edges sourced from both our maximal confidence value.

Solving k-TCSW to optimality

We can derive a natural linear program for k-TCSW in terms of network flows, by demanding a unit of flow from timepoint 1 for source $s$ to arrive at timepoint $T$ for target $t$, while maintaining the temporal walk constraint. We present the specific formulation in Figure 2.6.
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minimize \[ \sum_{(u,v) \in E} d_{u,v} \cdot w(u, v) \]

subject to
\[ \sum_{(u,v) \in E} \sum_{t' \in T} d_{uvtt'} = \delta_{vt} + \sum_{(v,w) \in E} \sum_{t' \in T} d_{vwt't'} \quad \forall t \in [T], v \in V \]
\[ d_{uv} \geq d_{uvtt'} \quad \forall t, t' \in [T], e \in E \]
\[ d_{uvtt'} = 0 \quad t' < t \text{ or } t' > t + k, \forall e \in E \]
\[ d_{uvtt'} = 0 \quad u \notin V_t \text{ or } v \notin V_{t'}, \forall e \in E \]
\[ d_{uv} \in \{0, 1\} \]
\[ d_{uv} \in \{0, 1\} \]

Figure 2.6: Integer linear program for k-Time Conditioned Shortest Walk. \( \delta_{vt} = 1 \) for \( v \) at time 1 if \( v \) is the source \( s \), \(-1\) if \( v \) is target \( t \) at time \( T \), 0 otherwise. Each variable \( d_{uvtt'} \) denotes the flow through edge \( (u, v) \) from time \( t \) to time \( t' \); each variable \( d_{uv} \) denotes whether \( (u, v) \) is ultimately in the chosen walk solution. The first constraint enforces flow conservation by demanding 0 flow through all nodes except the source \( s \) and target \( t \). The second constraint ensures that if an edge is used at any condition, it is chosen as part of the solution. The third constraint ensures that a jump of no larger than \( k \) is taken by forcing 0 flow through edges of greater time length. The fourth constraint ensures that both ends \( u \) and \( v \) exist in \( V_t \) and \( V_{t'} \) respectively.

Performance analysis of integer linear programming

Given the protein-protein interaction network \( G \), we sample an instance of \( k \)-TCSW by sampling a source node \( a \in V_1 \) and target node \( b \in V_T \) such that there exists a walk from \( a \) to \( b \) which satisfies the \( k \) temporal walk constraint. All other nodes exist in \( G_t \) with probability \( p \).

Using a workstation running an Intel Xeon E5-2690 processor and 250GB of RAM, optimal solutions to instances of modest size (generated using the procedure just described) were within reach.
### Table 2.3: ILP solve times for some random instances of k-TCSW generated by our random model using the Gurobi Python Solver package

<table>
<thead>
<tr>
<th>$k$</th>
<th>$T$</th>
<th>$p$</th>
<th>Time to solve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.25</td>
<td>40s ± 5s</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>40s ± 5s</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.25</td>
<td>4m 30s ± 1m</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.75</td>
<td>20m ± 4m</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.25</td>
<td>14m ± 6m</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.75</td>
<td>24m ± 30s</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0.25</td>
<td>20m ± 6m 30s</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0.75</td>
<td>25m ± 30s</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>0.50</td>
<td>31m ± 1m 30s</td>
</tr>
</tbody>
</table>

We note that runtime seems to largely depend on the number of time conditions $T$, with some additional dependence on $p$, which loosely measures the size of our frames $G_t$. Through these simulations we present a model which is applicable to real world biological instances, and can solve for optimal solutions in a feasible amount of time.

### 2.3.8 Conclusion and discussion

In this manuscript we introduced the Time Condition Shortest Walk (TCSW) problem, in which the goal was to find an $a - b$ path beginning in an initial time conditioned frame $G_1$, and ending in $G_T$, with jumps of length at most one. Unlike the shortest path problem, which is tractable, we demonstrated via approximation preserving reduction to Condition Shortest Path (CSP) that TCSW is hard to approximate within a factor $\left\lceil \frac{T}{2} \right\rceil - \epsilon$ for $T \geq 3$ and $\epsilon > 0$. We then expanded this problem to a broader definition, k-TCSW, allowing for jumps of up to size $k$ in this $a - b$ path. We demonstrated a direct inverse relation between the jump size $k$, and best approximation ratio achievable, with $k - TCSW$ being hard to approximate to $\left\lceil \frac{T}{k+1} \right\rceil - \epsilon$ for $T \geq 3$ and $\epsilon > 0$ $k \geq 1$. Lastly, we developed an integer linear program modeled on network flows, and applied it to solve for exact solutions over simulated instances on the human protein-protein interaction network, demonstrating feasibility runtimes for real-world instances.

In this work we also briefly explored a variety of alternative formulations for this problems, some being tractable, and others intractable. We believe a natural extension of this work would be to define the time conditioned frames over a series of variable edges, or both variable edges and vertices. Some modifications would have to be made to account for the ability to traverse self edges. Lastly, we believe given the feasibility demonstrated by our simulations, the next step would be to apply this method to cell signalling data spanning multiple time points.
2.3.9 Analysis of problem variants

**Proposition 4.** Strict Step Repay - Time Condition Shortest Walk (SSR-TCSW) can be solved in polynomial time

**Proof.** We provide a simple algorithm to solve the problem in 
\[ O(|T||E| + |T||V|\log(|T||V|)) \]

Given the following inputs \((G_1, ..., G_T; a, b \in V; T)\), let \(V' = \bigcup_{t \in [T]} V_t\). We create a new edge set \(E'\), where say there exists an edge \(e'\) in \(E'\) between \(v_t, w_{t+1} \in V'\) if there is an edge \(e\) between \(v, w \in E\), and \(v \in V_t\) and \(w \in V_{t+1}\). Let \(w'(e') = w(e)\). We simply run Dijkstra’s algorithm on the new input as \(W = \text{Dijkstra}(a, b, G' = (V', E', w'))\), and return \(W\) as an optimum walk.

Note that this is just a simple modification of the shortest walk problem where we must use exactly \(T - 1\) edges. By construction each edge moves us up exactly one time point. The only difference is that we cannot pass through certain vertices at certain time points, which we account for by not including the corresponding vertices in our modified network \(G'\).

\[ \square \]

**Proposition 5.** Strict Step - Time Condition Shortest Path (SS-TCSP) is NP-Hard

**Proof.** We will show a simple reduction from Hamiltonian Path to SS-TCSP. Consider an instance of Hamiltonian Path, where given a graph \(G = (V, E)\), we are asked to find a simple path \(P\) s.t. \(P\) visits all vertices of \(G\).

Let \(|V| = n\). We now generate a new instance of SS-TCSP. First initialize \(G_2, ..., G_{n+1} = G\). Initialize \(G_1\) with a singular source node \(s\) and \(G_{n+2}\) with a target node \(t\). Define \(T = n + 2\). Initialize \(E' = E\), and add to \(E'\) edges \((s, v)\) and \((v, t)\) for \(v \in V\)

Now consider the instance \(I = \{G_1, ..., G_{n+2}, (s, t), T\}\). We note that during time \(\{2, ..., |V|+1\}\) the path must stay in the original \(G\), and based on the definition of Simple Path, we are not allowed to visit a node more than once. Therefore, if a solution exists to \(I\), it must go through each node in \(G\) exactly once, which can only be the case if and only if there is a Hamiltonian Path in \(G\). Therefore, any instance of Hamiltonian Path can be reduced to an instance of TCP, which implies TCP is NP-Hard.

\[ \square \]

**Proposition 6.** Repay-Time Condition Shortest Walk (Mon-TCSW) can be solved in polynomial time

**Proof.** We note that the solution to this problem is rather trivial. Recall the network \(G\) from Definition 17. Run Dijkstra’s starting from \(a_1\) to find the shortest path to \(b_T\). By
construction of $G$ the walk satisfies the temporal walk constraint. In addition, as edges are paid for per use this will find the optimal walk from $a$ to $b$ spanning $G_1,...,G_T$.

**Proposition 7.** Monotonic-Time Condition Shortest Walk (Mon-TCSW) can be solved in polynomial time

**Lemma 6.** An edge $e \in E$ is traversed more than once in $W$ only if there is a cycle in $W$

**Proof.** Let $e = \{v, w\}$. If $e$ appears in $W$ more than once, this implies that $v$ was visited more than once, which implies there is a cycle in $W$.

**Lemma 7.** There exists an optimal walk $W$ for Mon-TCSW that is a Simple Path.

**Proof.** Assume for the sake of contradiction that there exists an walk $W'$ that contains cycles that is better than $W$, our best Simple Path.

Let $v$ be a node visited twice. This implies that $W' = \{..., \{v_1, w\}, \ldots \{v_2, y\}, \ldots\}$, $w, y \in V$. However as $y$ appears temporally after $v_2$ in the path, it appears temporally after $v_1$, which implies we can concatenate the cycle and get $W^* = \{..., \{v_1, y\}, ...\}$ which has equal or lower cost than $W'$ as all edge weights are positive. By applying this argument inductively, we arrive at a Simple Path $P$ with no cycles that has lower cost than $W'$. Contradiction.

This implies the optimal walk $W$ is a Simple Path.

**Lemma 8.** The optimal path does not visit each edge more than once. Alternatively, it is enough to consider $\min \sum_{e \in W} w(e)$

**Proof.** By Lemma 2, the optimal walk $W$ is a simple path. By Lemma 1, no edge is visited more than once.

Therefore, we simply suggest a modified version of the algorithm in for SSR-TCSW. Instead of simply introducing edges in SSR-TCSW from $v_t$ to $w_{t+1}$, we introduce edges from $v_t$ to $w_{t'} \forall t' \geq t$ as long as $(v, w) \in E$. Therefore, this gives us a simple algorithm to solve the problem in $O(|T|^2|E| + |T||V|\log(|T||V|))$.

### 2.3.10 Formal Definition of TCSW and its variants

**Definition 25** (Time Condition Shortest Walk (TCSW)). Consider the following inputs:

1. A global weighted network $G = (V, E, w)$
2. A temporal activity function $\rho : (V, \{1 \ldots T\}) \rightarrow \{0, 1\}$, indicating whether a node $v \in V$ was active during time point $t \in \{1 \ldots T\}$
3. A pair of nodes $(a, b) \in V$
We define $G^* = (V^*, E^*)$ as the $\rho$-unwinding of $G$. In this graph, the set of nodes $V^*$ includes multiple copies of every node in $V$, with one copy for each time point in which it was active. Formally, denote the copy of $u \in V$ at time $t$ as $u_t$ and let $V_t = \{u_t \text{ s.t. } u \in V \wedge \rho^t(u) = 1\}$. We then define $V^* = \bigcup_t V_t$. Similarly, we define $E^*$ as the set of edges that connect node instances from the same time points or from adjacent time points. Formally, let $E_t = \{(u_t, v_{t+i}) \text{ s.t. } (u = v \lor (u, v) \in E) \land (\ell \leq i \leq k)\}$.

Notably, any path $P \in E^*$ would be time consistent - namely it will only include transitions between contemporary nodes or between nodes at adjacent time points, moving up in time. For a path $P \in E^*$ we denote by $c(P)$ the cost with edge repayment per use and $c^*(P)$ the cost without repayment per use (edges traversed at two different time points are considered the same edge). In the TCSW problem, we have a $\rho$-unwinding of $G$ with $\ell = 0$, $k = 1$ and optimize for $c^*(P)$. In the SSR-TCSW problem, we use $\ell = 1$, $k = 1$ and optimize for $c^*(P)$. In the Mon-TCSW we use $\ell = 0$, $k = T - 1$ and optimize for $c(P)$. 
2.4 Investigating Novel Downstream Targets of IL23R Signalling

2.4.1 Collaborators and Contributions

The last section of this dissertation describes a work in progress between the Yosef Lab and the Kuchroo Lab (Harvard University). While experimental validations are currently ongoing, the computational results look promising and are summarized below.

The primary collaborators of this work include: Alex Khodaverdian, Markus Schramm (Harvard), Sai Harsha Krovi (Harvard), Nandini Acharya (Harvard), Nir Yosef (Principal Investigator, Berkeley), and Vijay Kuchroo (Principal Investigator, Harvard).

2.4.2 Introduction

The IL17-IL23 axis plays a crucial role in pathologies characterized by chronic inflammation. IL-23 is secreted by dendritic cells and macrophages which contribute to the expansion and survival of Th17 cells by upregulating IL-23R expression, and activating subsequent downstream signaling cascades. In steady state there is a fine balance between inflammation and anti-inflammatory response. In the gut, differentiation of Th17 cells is influenced by various factors such as the presence of SFB and Candida albicans as previously shown by Littman and others. Such non-pathogenic Th17 response is crucial to maintain tissue homeostasis. However, induction of IL23 for prolonged periods of time leads to induction of anti-inflammatory cytokine IL-10 which prevents overt inflammation (cite papers). Interestingly, in certain viral infections and autoimmunity such as multiple sclerosis and inflammatory bowel disease (IBD) [183, 117, 106] this negative feedback loop is dysregulated by an unknown mechanism.

Although the surface receptor (IL23R) and ultimate endstream cytokine (IL17) are well known, the question of interest is understanding the manner in which signal transduction occurs once IL-23R has been stimulated. To this effect, several studies have been conducted. For example, in high-salt conditions, the loss of SGK1, NFAT5, or p38/MAPK nul1s the development of stable Th17 cells [186]. In addition to these studies, therapeutics have been developed to tackle Th17 induced autoimmune diseases. From a therapeutic perspective, a monoclonal antibody secukinumab targeting the downstream cytokine IL-17A has been effective against diseases such as psoriatic arthritis and plaque psoriasis, while ineffective at dealing with IBD [91]. On the other hand, ustekinumab, targeting IL-12 and IL-23 has proven to be effective in treating IBD [156, 157]. Our goal therefore is to find other molecules of interest that are specific to IL-23R signaling, and in particular associated with pro-Th17 phenotypes, some of which may be useful as therapeutic targets moving forward.
To satisfy this goal, we turn towards Th1 cells. Th1 cells are very different in their function from Th17 cells, and in particular are induced via IL-12 stimulation via IL-12 receptor signaling. Interestingly, IL-12-receptor shares a subunit in the form of IL-12R\(\beta_1\) with IL-23 receptor, and has a separate subunit IL-12R\(\beta_2\). As a result, certain proteins such as STAT4 are found closely downstream of both receptors, whereas other proteins such as STAT3 are found only downstream of IL-23R, the second subunit of IL-23 receptor [59]. Therefore, IL-12R\(\beta_2\)+ cells stimulated via IL-12 serve as a great contrast to compare against IL-23R+ cells stimulated by IL-23 to discover IL-23R specific signaling targets, and thus Th17 specific signaling targets.

Using the Th1/Th17 contrast to our advantage, we utilize a multi-omics approach to further our understanding of IL-23 specific signaling proteins. We began by collecting data from 3 individual human donor pools of 4-5 donors per pool. In particular CD4+CD25-CD45RO+ memory T cells were treated with anti-CD3/anti-CD28 beads and transduced with IL-23R or IL-12R\(\beta_2\) lentivirus and subsequently sorted for such receptors. Phosphoproteomics data was collected within the first hour, and transcriptomics data within the same day (Figure 2.7a). Through differential expression and enrichment analysis, we calculated significance scores across multiple measurements per gene, and applied a consensus methodology to identify two novel targets of interest. In particular, we identify glucocorticoid receptor (NR3C1), and the chromatin remodeling protein Chd1, both of which we are experimentally validating.

### 2.4.3 Results and Methodology

Given access to transcriptomic and phosphorylation data, our goal became to leverage both to identify gene targets that were significant across multiple measurements. To this effect, we devise a consensus approach leveraging two direct measurements of protein activity, and three indirect measurements of protein activity, to rank genes. We briefly describe our five criteria.

#### Differential Gene Expression Analysis

To assign direct gene expression significance scores, two comparisons were conducted. IL23-R cells treated with additional IL23 at the 4 hour mark were compared against IL23-R cells without additional IL23. The same was done at the 20 hour mark. Differential expression was done via a t-test, and false discovery rates were calculated via Benjamini-Hochberg correction. Each gene was assigned the minimum FDR across these two comparisons. Several genes of interest are highlighted in Figure 2.7c.

#### Differential Phosphorylation

To assign phosphoproteomics significance scores, three comparisons were considered. In particular, IL23-R enriched cells were compared against one another in time (at 45 min-
Figure 2.7: A) Experimental Setup: Given a donor pool of 3 individual donors, CD4+ CD25-
CD45RO+ memory T cells were sorted, activated with aCD3/aCD28 beads, and transduced with
IL-23R or IL-12Rb2 lentiviruses. These cells were then further sorted for IL-12Rb2 or IL-23R.
Data was collected at four time points, 10 min and 45 min, and after being further stimulated
with IL12 and IL23, at 4 hours and 20 hours. Given these measurements, a series of differential
expression analyses were performed both on the transcriptomic and phosphoproteomic level. B)
PCA plot of the raw gene expression data. We note the importance of the following metadata in
order: Activation by aCD3/aCD28, time, treated with additional IL12/IL23, receptor. C) Gene
expression heatmap of the most differentially expressed genes, with key genes of interest highlighted
D) Volcano plot of all genes within the phosphoproteomics comparisons conducted, with key genes
highlighted

utes versus 10 minutes), and versus IL12-R enriched cells at two timepoints (at 45 minutes
and 10 minutes). This analysis was conducted with enterprise software SAS version 9.3,
and once again the minimum FDR across all three comparisons was taken for every gene’s
phosphorylation score. Several genes of interest are highlighted in Figure 2.7.
Inferring Transcription Factor Activity

In cell biology, a subset of genes are known as transcription factors. When present, these transcription factors affect expression of a group of downstream genes. Although a transcription factor may not show up as directly differentially expressed, our hope was that transcription factor activity may be inferred if enough downstream genes were active, thus marking a gene interesting if enough activity was observed.

Working towards this analysis we began by collecting a list of commonly known transcription factors and their downstream targets from ENCODE. Given this list of transcription factors, for each of the two comparisons in the gene expression, we conducted a hypergeometric test between the differentially expressed genes and the known downstream targets of the transcription factors. Similar to the gene expression, we assigned a transcription factor score to each gene as the minimum FDR across both comparisons.

Inferring Protein Protein Interaction Activity

Similar to the case of transcription factors, proteins are known to impact the activity of one another via physical binding. To this end, our goal was to leverage databases of known protein protein interactions to indirectly infer protein activity from differential phosphorylation analysis.

To this end a protein protein interaction network was generated from data from both Inweb and the Human Protein Reference Database (HPRD). Hypergeometric enrichment analysis was done for every gene in this network over neighboring genes across the three comparisons highlighted in our differential phosphorylation analysis. For every gene, we again took the minimum FDR across the three comparisons for each enrichment analysis.

Inferring Post Translational Modification Activity

In addition to bi-directional physical protein-protein interactions, proteins are known to impact the activity of other proteins in a unidirectional manner in the form of post translational modifications.

We considered protein activity indirectly inferred via post translational modifications by forming a network from interactions found in both Netpath and Phosphosite. Once again for every gene, hypergeometric enrichment analysis was conducted across the three phosphoproteomics comparisons, and FDRs were aggregated for each gene across such comparisons.

Consensus Proteins of Interest

At the end of such analysis, five scores were calculated per gene. Two scores directly came from differential expression analysis in the transcriptomic and phosphoproteomic data.
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Figure 2.8: Visualization of the ranking procedure used to identify protein of interest. In particular 5 criteria were considered: differential gene expression, differential phosphorylation, transcription factor enrichment, protein-protein interaction enrichment, and post translational modification enrichment. The rankings were formed by taking the second lowest p-value from the five comparisons for each protein. We highlight in particular CHD1 and NR3C1 as top hits.

Three scores came from indirect inference of gene activity, by considering neighboring activity in downstream transcription factor targets, physical protein binding, and post translational modifications. Genes were ultimately ranked by taking the second best FDR across these scores. Top genes are visualized in Figure 2.9.

Several of these gene targets, such as STAT3, STAT1 and IRF3 have been well studied in the context of Th17 cells. For example, IRF3 is a critical regulator of experimental autoimmune encephalomyelitis in mice, with mice deficient in IRF3 showing significantly reduced disease state [58].

Other top gene targets, such as Chd1 and NR3C1 on this list are far less studied in the context of Th17 cells. Within CD8$^+$ T cells, NR3C1 has been associated with T cell differentiation and dysfunction in the tumor microenvironment. Conditional deletion results in improved effector differentiation, and inhibition of the dysfunctional phenotype, resulting in tumor growth inhibition [1].

Inferring Protein Activity by Flow Optimization

In approaching this analysis, we also considered a different, and slightly more complicated approach to identify target genes. We began by considering the full protein protein interaction network discussed in the ILP-formulations of our theoretical network analysis. Our approach was the following: We can devise a flow program whereby $n$ units of flow begin at IL23-Receptor, and must be sent to each of $n$ differentially phosphorylated genes. We begin by calculating the cost, $OPT$ of sending this flow. We then, for every gene $g$,
blockade that gene from being used in the flow solution, and calculate the cost, \( OPT_g \) given this constraint. From there, we consider \( \frac{OPT_g}{OPT} \). If the cost is significantly increased, there is a high likelihood that \( g \) is a critical gene necessary for the IL23 signalling.

Unfortunately, this methodology proved to not work as anticipated, as \( \frac{OPT_g}{OPT} = 1 + \epsilon \), which was too close to 1 for any significant signal. Although this methodology failed to identify genes in our specific instance, I consider it an approach that may be applied in future endeavors.

**Preliminary Experimental Validation of CHD1 and NR3C1**

Given the top hits of interest, our attention focused towards CHD1 and NR3C1, both of which were picked based on the fact that they were transcription factors, and were previously unstudied in Th17 cell models. Preliminary experimental results from actively induced EAE, as presented below, suggest that loss of Chd1 ameliorates EAE, while loss of NR3C1 worsens EAE.

![Figure 2.9: Clinical score of active EAE in female mice induced via 100mg of Myelin Oligodendrocyte Glycoprotein](image-url)
Chapter 3

Building Networks - Reconstructing Phylogenies of Single Cell

3.1 Introduction

In this chapter, we consider the problem of lineage tracing in CRISPR/Cas9 models - given a set of terminal nodes or cells generated via CRISPR/Cas9 lineage tracing, what is the most likely tree that best represents the ground truth generative process.

In the first section, we approach this problem from a practical/heuristic perspective. In particular we introduce three methods towards this analysis - a greedy top down approach which iteratively groups cells with frequent mutations, an exact integer linear programming approach, and a hybrid approach. We validate the accuracy of these methods via simulation and via ground truth trees generated in vitro.

In the second section, we consider this problem from a theoretical perspective. In particular, we propose two algorithms and derive upper bounds for the amount of characters/cut sites required for exact reconstruction with high probability. Furthermore, we characterize the dependence between the necessary number of cut sites in our model against variables such as minimum cell division times, number of unique states, and cutting rates. Lastly, we validate these relationships between the number of cut sites and our various experimental parameters via simulations, and present empirical bounds on the number of cut sites required for exact reconstruction.
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3.2 Inference of single-cell phylogenies from lineage tracing data using Cassiopeia

3.2.1 Authors and Contributions


* signifies Equal Contribution


3.2.2 Abstract

The pairing of CRISPR/Cas9-based gene editing with massively parallel single-cell readouts now enables large-scale lineage tracing. However, the rapid growth in complexity of data from these assays has outpaced our ability to accurately infer phylogenetic relationships. First, we introduce Cassiopeia - a suite of scalable maximum parsimony approaches for tree reconstruction. Second, we provide a simulation framework for evaluating algorithms and exploring lineage tracer design principles. Finally, we generate the most complex experimental lineage tracing dataset to date, 34,557 human cells continuously traced over 15 generations, and use it for benchmarking phylogenetic inference approaches. We show that Cassiopeia outperforms traditional methods by several metrics and under a wide variety of parameter regimes, and provide insight into the principles for the design of improved Cas9-enabled recorders. Together these should broadly enable large-scale mammalian lineage tracing efforts. Cassiopeia and its benchmarking resources are publicly available at www.github.com/YosefLab/Cassiopeia.

3.2.3 Background

The ability to track fates of individual cells during the course of biological processes such as development is of fundamental biological importance, as exemplified by the ground-
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breaking work creating cell fate maps in *C. elegans* through meticulous visual observation \[170\] \[44\]. More recently, CRISPR/Cas9 genome engineering has been coupled with high-throughput single-cell sequencing to enable lineage tracing technologies that can track the relationships between a large number of cells over many generations (Figure 3.1a, \[127\] \[108\]). Generally, these approaches begin with cells engineered with one or more recording “target sites” where Cas9-induced heritable insertions or deletions (“indels”) accumulate and are subsequently read out by sequencing. A phylogenetic reconstruction algorithm is then used to infer cellular relationships from the pattern of indels. These technologies have enabled the unprecedented exploration of zebrafish \[129\] \[147\] \[165\] \[180\] and mouse development \[103\] \[28\].

However, the scale and complexity of the data produced by these methods are rapidly becoming a bottleneck for the accurate inference of phylogenies. Specifically, traditional algorithms for reconstructing phylogenies (such as Neighbor-Joining \[153\] or Camin-Sokal \[21\]) have not been fully assessed with respect to lineage tracing data and may not be well suited for analyzing large-scale lineage tracing experiments for several reasons. First, traditional algorithms were developed for the cases of few samples (in this case cells) and thus scalability is a major limitation (Additional file 1: Fig S1). Second, these algorithms are not well suited to handle the amount of missing data that is typical of lineage tracing experiments, which can be “heritable” (resulting from either large Cas9-induced resections that remove target sites or transcriptional silencing) or “stochastic” (caused by incomplete capture of target sites). Third, these approaches do not explicitly take into consideration the design principles of lineage-tracers, such as the irreversibility of mutations or the unedited state of the founder cell. Together, these reasons necessitate the development of an adaptable approach for reconstructing single-cell phylogenies and an appropriate benchmarking resource that can aid in the development of such algorithms.

Ideally, an algorithm for phylogeny inference from lineage tracing data would be robust to experimental parameters (e.g. rate of mutagenesis, the number of Cas9 target sites), scalable to at least tens of thousands of cells, and resilient to missing data. In this study, we introduce Cassiopeia: a novel suite of three algorithms specifically aimed at reconstructing large phylogenies from lineage tracing experiments with special consideration for the Cas9-mutagenesis process and missing data. Cassiopeia’s framework consists of three modules: (1) a greedy algorithm (Cassiopeia-Greedy), which attempts to construct trees efficiently based on mutations that likely occurred earliest in the experiment; (2) a near-optimal algorithm that attempts to find the most parsimonious solution using a Steiner-Tree approach (Cassiopeia-ILP); and (3) a hybrid algorithm (Cassiopeia-Hybrid) that blends the scalability of the greedy algorithm and the exactness of the Steiner-Tree approach to support massive single-cell lineage tracing phylogeny reconstruction. To demonstrate the utility of these algorithms, we compare Cassiopeia to existing methods using two resources: first, we benchmark the algorithms using a custom simulation framework for generating synthetic lineage tracing datasets across varying experimental parameters. Second, enabled by a customizable target-site processing pipeline (Figure 3.1b), we assess these algorithms using a new reference *in*
Figure 3.1: A generalized approach to lineage tracing & lineage reconstruction. (a) The workflow of a lineage tracing experiment. First, cells are engineered with lineage tracing machinery, namely Cas9 that cuts a genomic target site; the target site accrues heritable, Cas9-induced indels (“character states”). Next, the indels are read off from single cells (e.g. by scRNA-seq) and summarized in a “character matrix”, where rows represent cells, columns represent individual target sites (or “characters”) and values represent the observed indel (or “character state”). Finally, the character matrix is used to infer phylogenies by one of various methods. (b) The Cassiopeia processing pipeline. The Cassiopeia software includes modules for the processing of target-site sequencing data: first, identical reads are collapsed together and similar reads are error-corrected; second, these reads are locally aligned to a reference sequence and indels are called from this alignment; third, unique molecules are aggregated per cell and intra-doublets are called from this information; finally, the cell population is segmented into clones (or lineage groups) and inter-doublets are called. This clones are then passed to Cassiopeia’s reconstruction module for phylogenetic inference. (c) The Cassiopeia reconstruction framework. Cassiopeia takes as input a “character matrix,” summarizing the mutations seen at heritable target sites across cells. Cassiopeia-Hybrid merges two novel algorithms: the “greedy” (Cassiopeia-Greedy) and “Steiner-Tree / Integer Linear Programming” (Cassiopeia-ILP) approaches. First, the greedy phase identifies mutations that likely occurred early in the lineage and splits cells recursively into groups based on the presence or absence of these mutations. Next, when these groups reach a predefined threshold, we infer Steiner-Trees, finding the tree of minimum weight connecting all observed cell states across all possible evolutionary histories in a “potential graph”, using Integer Linear Programming (ILP). Finally, these trees (corresponding to the maximum parsimony solutions for each group) are returned and merged into a complete phylogeny.
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vitro lineage tracing dataset consisting of 34,557 cells over 11 clonal populations. Finally, we use Cassiopeia to explore experimental design principles that could improve the next generation of Cas9-enabled lineage tracing systems.

3.2.4 Results


Typically, phylogenetic trees are constructed by attempting to optimize a predefined objective over characters (i.e. target sites) and their states (i.e. indels) [196]. Distance-based methods (such as Neighbor-Joining [153, 62, 134] or phylogenetic least-squares [25, 57]) aim to infer a weighted tree that best approximates the dissimilarity between nodes (i.e., the number of characters differentiating two cells should be similar to their distance in the tree). Alternatively, character-based methods aim to infer a tree of maximum parsimony [56, 49]. Conventionally, in this approach the returned object is a rooted tree (consisting of observed “leaves” and unobserved “ancestral” internal nodes) in which all nodes are associated with a set of character states such that the overall number of changes in character states (between ancestor and child nodes) is minimized. Finally, a third class of methods closely related to character-based ones takes a probabilistic approach over the characters using maximum likelihood [54, 143] or posterior probability [92] as an objective.

We chose to focus our attention on maximum parsimony-based methods due to the early success of applying these methods to lineage tracing data [147, 129] as well as the wealth of theory and applications of these approaches in domains outside of lineage tracing [115]. Our framework, Cassiopeia, consists of three algorithms for solving phylogenies. In smaller datasets, we propose the use of a Steiner-Tree approach (Cassiopeia-ILP) [201] for finding the maximum parsimony tree over observed cells. Steiner Trees have been extensively used as a way of abstracting network connectivity problems in various settings, such as routing in circuit design [72], and have previously been proposed as a general approach for finding maximum parsimony phylogenies [120, 184]. To adapt Steiner-Trees to single-cell lineage tracing, we devised a method for inferring a large underlying “Potential Graph” where vertices represent unique cells (both observed and plausible ancestors) and edges represent possible evolutionary paths between cells. Importantly, we tailor this inference specifically to single-cell lineage tracing assays: we model the irreversibility of Cas9 mutations and impute missing data using an exhaustive approach, considering all possible indels in the respective target sites (see methods). After formulating the Potential Graph, we use Integer Linear Programming (ILP) as a technique for finding near-optimal solutions to the Steiner Tree problem. Because of the NP-Hard complexity of Steiner Trees and the difficult approximation of the Potential Graph (whose effect on solution stability is assessed in Additional file 1: Fig S2), the main limitation of this approach is that it cannot in practice scale to very
large numbers of cells.

To enable Cassiopeia to scale to tens of thousands of cells, we apply a heuristic-based greedy algorithm (Cassiopeia-Greedy) to group cells using mutations that likely occurred early in the lineage experiment. Our heuristic is inspired by the idea of “perfect phylogeny” [171, 110] - a phylogenetic regime in which every mutation (here, Cas9-derived indels) are unique and occurred at most once. For the case of binary characters (i.e., mutated yes/no without accounting for the specific indel), there exists an efficient algorithm [74] for deciding whether a perfect phylogeny exists and if so, to also reconstruct this phylogeny. However, two facets of the lineage tracing problem complicate the deduction of whether or not a perfect phylogeny exists: first, the “multi-state” nature of characters (i.e., each character is not binary, but rather can take on several different states; which makes the problem NP-Hard) [18, 166]; and second, the existence of missing data [75]. To address these issues, we first take a theoretical approach and prove that since the founder cell (root of the phylogeny) is unedited (i.e. includes only uncut target sites) and that the mutational process is irreversible (i.e. edited sites cannot be recut by Cas9), we are able to reduce the multi-state instance to a binary one so that it can be resolved using a perfect phylogeny-based greedy algorithm. Though Cassiopeia-Greedy does not require a perfect phylogeny, we also prove that if one does exist in the dataset, our proposed algorithm is guaranteed to find it (Theorem 1). Secondly, Cassiopeia-Greedy takes a data-driven approach to handle cells with missing data (see Methods). Unlike Cassiopeia-ILP, Cassiopeia-Greedy is not by design robust to parallel evolution (i.e. “homoplasy”, where a given state independently arises more than once in a phylogeny in different parts of the tree). However, we demonstrate theoretically that in expectation, mutations observed in more cells are more likely to have occurred fewer times in the experiment for sufficiently small, but realistic, ranges of mutation rates (see Methods; Additional file 1: Fig S3), thus supporting the heuristic. Moreover, using simulations, we quantify the precision of this greedy heuristic for varying numbers of states and mutation rates, finding in general these splits are precise (especially in these regimes of realistic parameterizations; see Methods and Additional file 1: Fig S4). Below, we further discuss simulation-based analyses that illustrate Cassiopeia-Greedy’s effectiveness with varying amounts of parallel evolution (Additional file 1: Fig S5).

While Cassiopeia-ILP and Cassiopeia-Greedy are suitable strategies depending on the dataset, we can combine these two methods into a hybrid approach (Cassiopeia-Hybrid) that covers a far broader scale of dataset sizes (Figure 3.1c). In this use case, Cassiopeia-Hybrid balances the simplicity and scalability of the multi-state greedy algorithm with the exactness and generality of the Steiner-Tree approach. The method begins by splitting the cells into several major clades using Cassiopeia-Greedy and then separately reconstructing phylogenies for each clade with Cassiopeia-ILP. This parallel approach on reasonably sized sub-problems (∼300 cells in each clade) ensures practical run-times on large numbers of cells (Additional file 1: Fig S1). After solving all sub-problems with the Steiner Tree approach, we merge all clades together to form a complete phylogeny (Figure 3.1c).
A Simulation Engine Enables a Comprehensive Benchmark of Lineage Reconstruction Algorithms

To provide a comprehensive benchmark for phylogeny reconstruction, we developed a framework for simulating lineage tracing experiments across a range of experimental parameters. In particular, the simulated lineages can vary in the number of characters (e.g. Cas9 target sites), the number of states (e.g. possible Cas9-induced indels), the probability distribution over these states, the mutation rate per character, the number of cell generations, and the amount of missing data. We started by estimating plausible “default” values for each simulation parameter using experimental data (discussed below and indicated in Figure 3.2). In each simulation run, we varied one of the parameters while keeping the rest fixed to their default value. The probability of mutating to each state was found by interpolating the empirical distribution of indel outcomes (Additional file 1: Fig S6, see Methods). Each parameter combination was tested using a maximum of 50 replicates or until convergence, each time sampling a set of 400 cells from the total $2^D$ cells (where $D$ is the depth of the simulated tree).

We compare the performance of our Cassiopeia algorithms (Cassiopeia-ILP, -Greedy, and -Hybrid) as well as an alternative maximum-parsimony algorithm, Camin-Sokal (previously used in lineage tracing applications [129, 147]), and the distance-based algorithm Neighbor-Joining. We assess performance using a combinatoric metric, “Triplets Correct” (Additional file 1: Fig S7, see Methods), which compares the proportion of cell triplets that are ordered correctly in the tree. Importantly, this statistic is a weighted-average of the triplets, stratified by the depth of the triplet (measured by the distance from the root to the Latest Common Ancestor (LCA); see Methods). As opposed to other tree comparison metrics, such as Robinson-Foulds [151], we reason that combinatoric metrics [39] more explicitly address the needs of fundamental downstream analyses, namely determining evolutionary relationships between cells (though the triplets correct statistic largely agrees with distance-based metrics; see Additional file 1: Fig S7b).

Overall, our simulations demonstrate the strong performance and efficiency of Cassiopeia. Specifically, we see that the Cassiopeia suite of algorithms consistently finds more accurate trees as compared to both Camin-Sokal and Neighbor-Joining (Figure 3.2a-e, Additional file 1: Fig S8a-e). Furthermore, not only are trees produced with Cassiopeia more accurate than existing methods, but also more parsimonious across all parameter ranges - serving as an indication that the trees reach a more optimal objective solution (Additional file 1: Fig S9). Importantly, we observe that Cassiopeia-Hybrid and -Greedy are more effective than Neighbor-Joining in moderately large sample regimes (Additional file 1: Fig S10). Notably, Cassiopeia-Greedy and -Hybrid both scale to especially large regimes (of up to 50,000 cells, a scale that includes the approximate upper limit of most current single-cell sequencing
Figure 3.2: **Cassiopeia algorithms outperform other phylogenetic reconstruction methods on simulated lineages.** Accuracy is compared between five algorithms (Cassiopeia-Greedy, -ILP, and -Hybrid algorithms as well as Neighbor-Joining and Camin-Sokal) on 400 cells. Phylogeny reconstruction accuracy is assessed with the Triplets correct statistic across several experimental regimes: (a) the number of characters; (b) mutation rate (i.e. Cas9 cutting rate); (c) depth of the tree (or length of the experiment); (d), the number of states per character (i.e. number of possible indel outcomes); and (e) the dropout rate. Dashed lines represent the default value for each stress test. Between 10 and 50 replicate trees were reconstructed, depending on the stability of triplets correct statistic and overall runtime. Standard error over replicates is represented by shaded area.
experiments) without substantial compromise in accuracy (Additional file 1: Fig S11). In contrast, Camin-Sokal and Cassiopeia-ILP could not scale to such input sizes (Additional file 1: Fig S1). Finally, we observe that under a bootstrapping analysis, Cassiopeia’s modules are robust to lineage-tracing data (Additional file 1: Fig S12a,b) as compared to Neighbor-Joining for reference (Additional file 1: Fig S12c, though Neighbor-Joining’s stability may be improved with more sophisticated distance functions and feature selection).

These simulations additionally grant insight into critical design parameters for lineage recording technology. Firstly, we observe that the “information capacity” (i.e. number of characters and possible indels, or states) of a recorder confers an increase in accuracy for Cassiopeia’s modules but not necessarily Camin-Sokal and Neighbor-Joining (though they do perform moderately well in low information capacity simulations; Figures 3.2a,d). This is likely because the greater size of the search space negatively affects the performance of these two algorithms (in other contexts referred to as the “curse of dimensionality” [177]). In addition to the information capacity, we find that indel distributions that tend towards a uniform distribution (and thus higher entropy) allow for more accurate reconstructions especially when the number of states is small or the number of samples is large (Additional file 1: Fig S13). Unsurprisingly, the proportion of missing data causes a precipitous decrease in performance (Figure 3.2c). Furthermore, in longer experiments where the observed cell population is sampled from a larger pool of cells, we find that the problem tends to become more difficult (Figure 3.2c).

Furthermore, these results grant further insight into how Cassiopeia-Greedy is affected in regimes where parallel evolution is likely: such as in low information capacity regimes (e.g. where the number of possible indels is less than 10, Figure 3.2d), or with high mutation rates (Figure 3.2b). In both of these regimes, the proportion of parallel evolution mutations of all mutations increases (Additional file 1: Fig S14). While Cassiopeia-ILP outperforms Cassiopeia-Greedy in these simulations, highlighting its utility to solve small, yet complex, datasets, we further explored Cassiopeia-Greedy’s effectiveness in these regimes. To strengthen our previous theoretical results suggesting that indels observed in more cells are more likely to occur fewer times and earlier in the phylogeny (Additional file 1: Fig S3), we explored how parallel evolution affects Cassiopeia-Greedy empirically with simulation. Specifically, we simulated trees with varying numbers of parallel evolution events at various depths and find overall that while performance decreases with the number of these events, the closer these events occur to the leaves, the smaller the effect (Figure 3.11). Furthermore, we find that under the “default” simulation parameters (as determined by the experimental data; Additional file 1: Fig S6 and 3.3), Cassiopeia-Greedy consistently makes accurate choices of the first indel event by which cells are divided into clades (Additional file 1: Fig S4b). Of course in regimes where possible, Cassiopeia-ILP outperforms Cassiopeia-Greedy when there are few states (i.e. fewer than 10; Figure 3.2d) or high mutation rates (i.e. greater than 10%; Figure 3.2b).
Figure 3.3: An in vitro Reference Experiment. (a) A reference lineage tracing dataset was generated using the technology proposed in Chan et al. [28] to human cells cultured in vitro for ~15 generations. A total of 34,557 cells were analyzed after filtering and error correction. Only the initial split (into two plates) is shown. Analysis of the subsequent split (into four plates) is provided in Additional file 1: Fig S22. (b-f) Summary of relevant lineage tracing parameters for each clonal population in the experiment: (b) the number of characters per clone; (c) number of states per target site; (d) the estimated mutation rate per target site; (e) median dropout per target site; and (f) the proportion of uniquely marked cells. Gray shading denotes parameter regimes tested in simulations and red-dashed lines denote the default values for each synthetic benchmarks.
Practically, the issue of parallel evolution can be addressed to some extent by incorporating state priors (i.e. probabilities of Cas9-induced indel formation). Ideally, Cassiopeia-Greedy would use these priors to select mutations that are low-probability, but observed at high frequency. Theoretically, this would be advantageous as low-probability indels are expected to occur fewer times in the tree; thus if they appear at high frequency at the leaves, it is especially likely that these occurred earlier in the phylogeny. Furthermore, our precision-analysis indicates that Cassiopeia-Greedy’s decisions are especially precise if it chooses an indel with a low prior (Additional file 1: Fig S4). To incorporate these priors in practice, we selected a link function (i.e. one translating observed frequency and prior probability to priority) that maximized performance for Cassiopeia-Greedy (Additional file 1: Fig S15; see Methods). After finding an effective approach for integrating prior probabilities, we performed the same benchmarks, and found that in cases of likely parallel evolution the priors confer an increase in accuracy (e.g. with high mutation rates; Additional file 1: Fig S16), especially in larger regimes (Additional file 1: Fig S11).

Here, we have introduced a flexible simulator that is capable of fitting real data, and thus can be used for future benchmarking of algorithms. Using this simulator and a wide range of parameters, we have demonstrated that Cassiopeia performs substantially better than traditional methods. Furthermore, these simulations grant insight into how Cassiopeia’s performance is modulated by various experimental parameters, suggesting design principles that can be optimized to bolster reconstruction accuracy. Specifically, these simulations suggest that these technologies would benefit most from increases in information capacity, via more target sites or more diverse indel outcomes, and mutation rates tuned appropriately as to ensure low rates of parallel evolution. We anticipate that this resource will continue to be of use in exploring design principles of recorders and the effectiveness of novel algorithms.

An In Vitro Reference Experiment Allows Evaluation of Approaches on Empirical Data

Existing experimental lineage tracing datasets lack a defined ground truth to test against, thus making it difficult to assess phylogenetic accuracy in practice. To address this, we performed an in vitro experiment tracking the clonal expansion of human cells (A549 lung adenocarcinoma cell line) engineered with a previously described lineage tracing technology [28]. Here, we tracked the growth of 11 clones (each with non-overlapping target site sets for deconvolving clonal populations) over the course of 21 days (approx. 15 generations on average), randomly splitting the pool of cells into two plates every 7 days (Figure 3.3; see Methods). At the end of the experiment, we sampled approximately 10,000 cells from each of the four final plates. This randomized plate splitting strategy establishes a course-grained ground truth of how cells are related to each other. Here, cells within the same plate can be arbitrarily distant in their lineage, however there is only a lower bound on lineage dissimilarity between cells in different plates (since they are by definition at least separated by
the number of mutations that have occurred since the last split). Thus, overall, on average we expect cells within the same plate to be closer to each other in the phylogeny than cells from different plates. However, due to the considerations discussed above, we also expect to see some cells more closely related across plates than within (Figure 3.3a, right), and indels relating these cells across plates are likely to have occurred before the split.

Our lineage recorder is based on a constitutively expressed target sequence consisting of three evenly spaced cut sites (each cut site corresponding to a character) and a unique integration barcode (“intBC”) which we use to distinguish between target sites and thus more accurately relate character states across cells (Figure 3.1b). The target sites are randomly integrated into the genomes of founder cells at high copy number (on average 10 targets per cell or a total of 30 independently evolving characters; Figure 3.3b, S18c). We built upon the processing pipeline in our previous work [28] to obtain confident indel information from scRNA-seq reads (Figure 3.1b, Additional file 1: Fig S18, & Additional file 1: Fig S17, see Methods for pre-processing procedures and guidelines, especially section ”Guidelines for Final Quality Control”). In addition, we have added modules for the detection of cell doublets using the sets of intBCs in each clone and the indels detected within cells, and have determined an effective detection strategy using simulations (see Methods, Additional file 1: Fig S19). Importantly, though not directly applicable here, this doublet detection can be supplemented by other approaches when transcriptional data [126, 185] or multiplexing barcodes [167] are available. Additionally, we rely on a data-driven approach for estimating the likelihoods of each indel (see Methods; Additional file 1: Fig S20) because other approaches for indel-likelihood prediction [109, 34, 6] may be biased by cell-type or cell-state.

After quality control, error-correction, and filtering we proceeded with analyzing a total of 34,557 cells across 11 clones. This diverse set of clonal populations represent various levels of indel diversity (i.e. number of possible states, Figure 3.3c), size of intBC sets (i.e. number of characters, Figure 3.3b and Additional file 1: Fig S18c), character mutation rates (Figure 3.3d, see Methods), and proportion of missing data (Figure 3.3e, see Methods). Most importantly, this dataset represents a significant improvement in lineage tracing experiments: it is the longest and most complex dataset to date in which the large majority of cells, over the entire cell population, have unique mutation states (71% after all quality-control and filtering; percentages of unique cells per clone is presented in Figure 3.3f), indicating a rich character state complexity for tree building.

We next reconstructed trees for each clone (excluding two which were removed through quality-control filters; see Methods) with our suite of algorithms, as well as Neighbor-Joining and Camin-Sokal (when computationally feasible). For both Cassiopeia-Greedy and Cassiopeia-Hybrid methods, we also compared tree reconstruction accuracy with or without prior probabilities. The tree for Clone 3, consisting of 7,289 cells, along with its character matrix and first split annotations (i.e. whether cells were initially split into plate 0 or plate 1, denoted as the plate ID), is presented in Figure 3.4. Interestingly, we find that certain
indels indeed span the different plates, thus suggesting that Cassiopeia-Greedy chooses as early splits indels which likely occurred prior to the first separation of plates (though this could also be due to parallel events that occurred independently at each plate). Moreover, the character matrix and the nested dissection of the tree illustrate the abundant lineage information encoded in this clone (96% of the 7,289 observed cells have unique mutation states) which allows Cassiopeia to infer a relatively deep tree (Figure 3.4d). Despite this complexity, Cassiopeia infers a tree that largely agrees with the observed mutations: cells close to one another in the tree tend to have similar mutations (Figure 3.4e).

By keeping track of which plate each cell came from we are able to evaluate how well the distances in a computationally-reconstructed tree reflect the distances in the experimental tree. Thus, we test the reconstruction ability of an algorithm using two metrics for measuring the association between plate ID and substructure: “Meta Purity” and “Mean Majority Vote” (see Methods). Both are predicated on the assumption that, just as in the real experiment, as one descends the reconstructed tree, one would expect to find cells more closely related to one another. In this sense, we utilize these two metrics for testing homogeneous cell labels below a certain internal node in a tree, which we refer to as a “clade”.

We use these statistics to evaluate reconstruction accuracy for Clone 3 with respect to the first split labels (i.e. plate 0 or 1, Figure 3.5). In doing so, we find that Cassiopeia-Greedy and -Hybrid consistently outperform Neighbor-Joining. We find overall consistent results for the remainder of clones reconstructed (Additional file 1: Fig S21, and additionally when considering the subsequent split into four plates - Additional file 1: Fig S21), although Cassiopeia’s modules have the greatest advantage in larger reconstructions. Specifically, Camin-Sokal and Neighbor-Joining perform similarly to Cassiopeia’s modules on clones with few cells (e.g. Clone 11) or with low cell diversity (e.g. Clone 5, where target sites are “exhausted”, possibly due to too-fast cutting, (Figure 3.3, Additional file 1: Fig S23). Both cases indicate that in smaller and less complex clones traditional algorithms may be sufficient for reconstruction. Additionally, many of the issues described previously - parallel evolution, missing data, and information content - contribute to inferential errors in this empirical dataset (for example, Additional file 1: Fig S24).

Overall, we anticipate that this *in vitro* dataset will serve as a valuable empirical benchmark for future algorithm development. Specifically, we have demonstrated how this dataset can be used to evaluate the accuracy of inferred phylogenies and illustrate that Cassiopeia consistently outperforms Neighbor-Joining for the purposes of reconstructing trees from single-cell lineage tracing technologies. Moreover, we demonstrate Cassiopeia’s scalability for reconstructing trees that are beyond the abilities of other maximum parsimony-based methods like Camin-Sokal as they currently have been implemented.
Figure 3.4: Cassiopeia can reconstruct high-resolution phylogenetic trees from empirical lineage tracing data. The full phylogenetic tree for Clone 3 (a), consisting of 7,289 cells, was reconstructed using Cassiopeia-Hybrid (with priors), and is displayed. The phylogram represents cell-cell relationships, and each cell is colored by sample ID at the first split (plate 0 or 1). The character matrix is displayed with each unique character state (or "indel") represented by distinct colors. (Light gray represents uncut sites; white represents missing values.) Of these 7,289 cells, 96% were uniquely tagged by their character states. (b-c) Nested, expanded views of the phylogram and character matrices. As expected, Cassiopeia correctly relates cells with similar character states, and closely related cells are found within the same culture plate. (d) A histogram of the tree-depth of each leaf from the root (mean = 8.22, max = 15). (e) Concordance between normalized allelic distance and normalized phylogenetic distance (see Methods; Pearson’s correlation = 0.53).
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Figure 3.5: Cassiopeia builds highly accurate trees from large empirical datasets. The consistency between tree reconstructions are evaluated with respect to the first split. The Mean Majority Vote (a) and the Meta Purity test (b) were used for Cassiopeia-Hybrid and -Greedy (both with or without priors) and Neighbor-Joining. The statistics are plotted as a function of the number of clades at the depth of the test (i.e. the number of clades created by a horizontal cut at a given depth). All Cassiopeia approaches consistently outperform Neighbor-Joining by both metrics.

Generalizing Cassiopeia to Alternative & Future Technologies

While previous single-cell lineage tracing applications have proposed methods for phylogenetic reconstruction, they have been custom-tailored to the experimental system, requiring one to filter out common indels [165] or provide indel likelihoods [28]. We thus investigated how well Cassiopeia generalizes to other technologies with reconstructions of data generated with the GESTALT technology applied to zebrafish development [129, 147] (Figure 3.6a, Additional file 1: Fig S25). Comparing Cassiopeia’s algorithms to Neighbor-Joining and Camin-Sokal (as applied in these previous studies [129, 147]), we find that Cassiopeia-ILP consistently finds the most parsimonious solution. Furthermore, the Mean Majority Vote statistic also indicates that there is strong tissue-type enrichment as a function of tree depth, agreeing with Camin-Sokal’s reconstruction which was used in the original study [147] (Figure 3.6b). Together, these results clearly demonstrate Cassiopeia’s effectiveness for existing alternative lineage tracing technologies.

After establishing Cassiopeia’s generalizability, we turned to investigating plausible next-generation lineage tracers. Recently, base-editing systems (Figure 3.6c) have been proposed to precisely edit $A \rightarrow G$ [65], $C \rightarrow T$ [116, 66] or possibly $C \rightarrow N$ (N being any base as in [82]). The promise of base-editing lineage recorders is three-fold: first, a base editor would increase the number of editable sites (as compared to the ones that rely on Cas9-induced double-strand breaks [28, 129, 165]) although at the expense of number of states (at best 4, corresponding to A, C, T, and G). Second, a base-editing system would theoretically result in less dropout, since target site resection via Cas9-induced double-strand breaks is far less likely [116]. Third, it is hypothesized that base-editors would be less cytotoxic as it does not
Figure 3.6: Generalizing Cassiopeia & future design principles of CRISPR-enabled lineage tracers. (a) Cassiopeia generalizes to alternative lineage tracing methods, as illustrated with the analysis of data from GESTALT technology [129, 147]. In a comparison of parsimony across Camin-Sokal, Neighbor-Joining, and Cassiopeia’s methods, the Steiner-Tree approach consistently finds more parsimonious (i.e more optimal) solutions. Z-scores for each dataset are annotated over each tile. (b) Biological integrity of trees for each Zebrafish from Raj et al. [147], inferred with Cassiopeia-ILP, was assessed using the mean membership statistic (Methods) with respect to tissue type annotations from the original study. (c) Exploring information capacity of recorders with base-editors. A theoretical base-editor was simulated for 400 cells and reconstructions with Cassiopeia-Hybrid, with and without priors. We compared the accuracy of the reconstructions to the simulated tree using the triplets correct statistic. We describe the performance of Cassiopeia-Hybrid as the number of characters was increased (and consequently number of states was decreased.)
depend on inducing double strand breaks on DNA (although this relies on effective strategies for limiting off-target base-editing of DNA and RNA [194]). To evaluate the application of base editors for lineage tracing, we tested the performance of Cassiopeia in high-character, low-state regimes as would be the case in base editing (Figure 3.6, see Methods). Using simulations with parameters deduced by a recent base editor application [82], we demonstrate that there appears to be an advantage of having more characters than states (Figure 3.6c). Of note, we did not observe any substantial deviation in these simulations from our initial scalability benchmarks in Additional file 1: Fig S1. This suggests that base-editors may be a promising future direction for lineage tracing from a theoretical perspective.

Another potentially promising design consideration concerns the range of character mutation rates and their variability across different target sites – a parameter that can be precisely engineered [101]. In this design, one would expect the variability to help distinguish between early and late branching points and consequently achieve better resolution of the underlying phylogeny [173, 103, 102]. We simulated “Phased Recorders” (Additional file 1: Fig S26) with varying levels of target-site cutting variability and observe that this design allows for better inference when the distributions of mutation probabilities are more dispersed (Additional file 1: Fig S26b). This becomes particularly useful when one can integrate accurate indel priors into Cassiopeia.

Overall, these results serve to illustrate how Cassiopeia and the simulation framework can be used to explore experimental designs. While there inevitably will be challenges in new implementations, these analyses demonstrate theoretically how design parameters can be optimized for downstream tree inference. In this way, the combination of our algorithms and simulations enables others to explore not only new algorithmic approaches to phylogenetic reconstruction but also new experimental approaches for recording lineage information.

3.2.5 Conclusions

In this study, we have presented three resources supporting future single-cell lineage tracing technology development and applications. Firstly, we described Cassiopeia, a scalable and accurate maximum parsimony framework for inferring high-resolution phylogenies in single-cell lineage tracing experiments. Next, we introduced a simulation approach for benchmarking reconstruction methods and investigating novel experimental designs. Finally, we generated the largest and most diverse empirical lineage tracing experiment to date, which we present as a reference for the systematic evaluation of phylogeny inference on real lineage tracing data. With the combination of these three resources, we have demonstrated the improved scalability and accuracy of Cassiopeia over traditional approaches for single-cell lineage tracing data and have explored design principles for more accurate tracing. To ensure broad use, we have made a complete software package, including the algorithms, simulation framework, and a processing pipeline for raw data, all publicly available...
The results highlighted in this manuscript demonstrate the variability in reconstruction accuracy for each of Cassiopeia’s modules depending on the parameters. As introduced here, we suggest using Cassiopeia-ILP for small regimes (fewer than 200 cells) especially where there is low information capacity, Cassiopeia-Greedy for extremely large regimes (10,000 cells and larger), and Cassiopeia-Hybrid for intermediate regimes. Ideally, Cassiopeia-Hybrid could be run in all situations and transition appropriately between Cassiopeia-Greedy and -ILP depending on the complexity of the data. While here we use the number of cells as the criterion for transitioning, we anticipate there is a more consistent statistic (e.g. the entropy of a group of cells) for controlling the Cassiopeia-Hybrid transition that will make Cassiopeia more intuitive and effective with handling real data.

Though we illustrate that Cassiopeia provides the computational foundation necessary for future large-scale lineage tracing experiments, there are several opportunities for future improvement. First, the inclusion of prior probabilities increases Cassiopeia’s performance only when parallel evolution is likely (e.g. with a high per-character mutation rate or in low character-state regimes). While maximum parsimony methods are attractive due to their non-parametric nature, future studies may build on our work here by developing more powerful approaches for integrating prior mutation rates into maximum likelihood or Bayesian inference frameworks, perhaps relying on recent literature that seeks to predict indel formation probabilities. Future work in this space may also focus on using maximum parsimony solutions to further refine solutions in an effort to resolve branch length as with GAPML or with paired transcriptomic observations. Second, there exists a promising opportunity in developing new approaches for better handling of missing data. Determining a model which explicitly distinguishes between stochastic and heritable missing data may increase tree accuracy. Alternatively, adapting supertree methods (such as the Triple MaxCut algorithm) for lineage tracing data may be an interesting direction as they have been effective for dealing with missing data (but only when this missing data is randomly distributed). Aside from computational approaches for dealing with missing data, it is still unclear how much missing data is due to silencing, Cas9-resections, or stochastic dropout and experiments to elucidate the contributions of each will be helpful to the future design of lineage tracers. Third, while we provide theoretical and empirical evidence for our greedy heuristic, we note that there are opportunities for developing other heuristics - for example, by considering mutations in many characters rather than a single mutation as we do or using a distance-based heuristic.

The ultimate goal of using single-cell lineage tracers to create precise and quantitative cell fate maps will require sampling tens of thousands of cells (or more), possibly tracing over several months, and effectively inferring the resulting phylogenies. While recent studies have highlighted the challenges in creating accurate CRISPR-recorders, our results suggest that with adequate technological components and computational approaches complex bio-
logical phenomena can be dissected with single-cell lineage tracing methods. Specifically, we show that Cassiopeia and the benchmarking resources presented here meet many of these challenges. Not only does Cassiopeia provide a scalable and accurate inference approach, but also our benchmarking resources enable the systematic exploration of more accurate algorithms as well as more robust single-cell lineage tracing technologies. Taken together, this work forms the foundation for future efforts in building detailed cell fate maps in a variety of biological applications.

3.2.6 Methods

3.2.7 In vitro lineage tracing experiment

Plasmid design and cloning

The Cas9-mCherry lentivirus, pHR-UCOE-SFFV-Cas9-mCherry(to be added to Addgene), was designed for stable, constitutive expression of enzymatically active Cas9, driven by the viral SFFV promoter, insulated with a minimal universal chromatin opening element (minUCOE), and tagged with C-terminal, self-cleaving P2A-mCherry. PCTXX is derived from pMH0001 (Addgene Cat#85969, active Cas9) with the BFP tag exchanged with mCherry. The P2A-mCherry tag was PCR amplified from pHR-SFFV-KRAB-dCas9-P2A-mCherry (Addgene Cat #60954; forward: GAGCAACGGCAGCAGCGGATCCGGAGTTACTAACTTCAG; reverse: ATATCAAGCTTGCATGCCTGCAGGTCGACTTACTACTTACAGCTCGTCCATGC) and inserted using Gibson Assembly (NEB) into SbfI/BamHI-digested pMH0001 (active Cas9). Resulting plasmid was used for lentiviral production as described below.

The Target Site lentivector, PCT48 (available on Addgene), was derived from the reverse lentivector PCT5 (available on Addgene) containing GFP driven by the EF1a promoter. The sequence of the 10X amplicon with most common polyA location is the following:

```
AATCCAGCTAGCTGTGCAGCAGCNGNNNNNNNNNNNNATTCAACTGCAGTAATGCTACCTCGTACTCAGCCTTTTCAAGTGTGCTGCGTGCATCTCGGTCCCTTTGTAC
GCCGAAAAATTGGCCTGACAATAAAGCTACGCGACGTCGCTCGATGCTGCGGCACGGGCTATGGGGTCTATAACGATATCTCCTGGGCTACCGAACATGTCATGGAGTAGCAGGAGCTATTAATCTCGGAGAGGACATTGCGGTTCGTAGTACTGACTGTGCTTCTGCGCAATCGTGCTC
TCGCCCTCCTCAGGTTGCTGCTAGAGGGCCTTGCTTAAACCACGTATCGATACCGCTCTCGA
CTGTGCCTCTTAGTGGCAGGCCATCTGTGGTTTTGGCGCTCCCTCCCGTGGCGCTTCC
TTGACCTGGAAGGTGCCACTCCGACTGTCCCTTCTACTA
```

AAAAAAA
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where $N$ denotes our 14bp random integration barcode. PCT5 was digested with SfiI and EcoRI within the 3’UTR of GFP. The Target Site sequence was ordered as a DNA fragment (gBlock, IDT DNA) containing three Cas9 cut-sites and a high diversity, 14-basepair randomer (integration barcode, or intBC). The fragment was PCR amplified with primers containing Gibson assembly arms compatible with SfiI/EcoRI-digested PCT5 (forward: GATGAGCTCTCATAATAATTAATGGAATTCGTCACGAATCCAGCTAGCTGT; reverse: GGTITAAACGGGCCCCCTCTAGGCCACCTGACAGCGATGG). The amplified Target Site fragment was inserted into the digested PCT5 backbone using Gibson Assembly. The assembled lentivector library was transformed into MegaX competent bacterial cells (Thermo Fisher) and grown in 1L of LB with carbenicillin at 100 µg/mL. Lentivector plasmid was recovered and purified by GigaPrep (Qiagen), and used for high-diversity lentiviral production as described below.

The triple-sgRNA-BFP-PuroR lentivector, PCT61 (available on Addgene), is derived from pBA392 (available on Addgene) as previously described [2, 100] containing three sgRNA cassettes driven by distinct U6 promoters and constitutive BFP and puromycin-resistance markers for selection. Importantly, the three PCT61 sgRNAs are complementary to the three cut-sites in the PCT48 Target Site. To slow the cutting kinetics of the sgRNAs to best match the timescale involved in the in vitro lineage tracing experiments [28], the sgRNAs contain precise single-basepair mismatches that decrease their avidity for the cognate cut-sites [68]. The triple-sgRNA lentivector was cloned using four-way Gibson assembly as described in [100]. Resulting plasmid was used for lentiviral production as described below.

Cell culture, DNA transfections, viral preparation, and cell line engineering

A549 cells (human lung adenocarcinoma line, ATCC CCL-185) and HEK293T were maintained in Dulbecco’s modified eagle medium (DMEM, Gibco) supplemented with 10% FBS (VWR Life Science Seradigm), 2 mM glutamine, 100 units/mL penicillin, and 100 µg/mL streptomycin. Lentivirus was produced by transfecting HEK293T cells with standard packaging vectors and TransIT-LTI transfection reagent (Mirus) as described in [2]. Target Site (PCT48) lentiviral preparations were concentrated 10-fold using Lenti-X Concentrator (Takara Bio). Viral preparations were frozen prior to infection. Triple-sgRNA lentiviral preparations were titered and diluted to a concentration to yield approximately 50% infection rate.

To construct the lineage tracing-competent cell line, A549 cells were transduced by serial lentiviral infection with the three lineage tracing components: (1) Cas9, (2) Target Site, and (3) triple-sgRNAs. First, A549 cells were transduced by Cas9 (mCherry) lentivirus and mCherry+ cells were selected to purity by fluorescence-activated cell sorting on the BD FACS Aria II. Second, A549-Cas9 cells were transduced by concentrated Target Site (GFP) lentivirus and GFP+ cells were selected by FACS; after sorting, Target Site infection and sorting were repeated two more times for a total of three serial lentiviral transfections,
sorting for cells with progressively higher GFP signal after each infection. This strategy of serial transfection with concentrated lentivirus yielded cells with high copy numbers of the Target Site, which were confirmed by quantitative PCR. Third, A549 cells with Cas9 and Target Site were transduced by titered triple-sgRNA (BFP-PuroR) lentivirus and selected as described below.

**In vitro** lineage tracing experiment, single-cell RNA-seq library preparation, and sequencing

One day following triple-sgRNA infection, cells were trypsinized to a single-cell suspension and counted using an Accuri cytometer (BD Biosciences). Approximately 25 cells were plated in a single well of a 96-well plate. Seven days post-infection, cells were trypsinized and split evenly into two wells of a 96-well plate. Cells stably transduced by triple-sgRNA lentivirus were selected by adding puromycin at 1.5 µg/mL on days 9 and 11 post-infection; puromycin-killed cells were removed by washing the plate with fresh medium. After 14 days, cells were trypsinized and split evenly for a second time into four wells of a 6-well plate. Finally, after 21 days in total, cells from the four wells were trypsinized to a single-cell suspension and collected.

Cells were washed with PBS with 0.04% w/v bovine serum albumin (BSA, New England Biolabs), filtered through 40 µm FlowMi filter tips (Bel-Art), and counted according to the 10x Genomics protocol. Approximately 14,000 cells per sample were loaded (expected yield: approximately 10,000 cells per sample) into the 10x Genomics Chromium Single Cell 3’ Library and Gel Bead Kit v2, and cDNA was reverse-transcribed, amplified, and purified according to the manufacturer’s protocol. Resulting cDNA libraries were quantified by BioAnalyzer, yielding the expected size distribution described in the manufacturer’s protocol.

To prepare the Target Site amplicon sequencing library, resulting amplified cDNA libraries were further amplified with custom, Target Site-specific primers containing P5/P7 Illumina adapters and sample indices (forward: CAAGCAGAAGACGCGCATACGAGATXXXXXXX GTCTCGTGGGCTCAGGAGATGTGATAAGAGACAGAATCCAGCTAGCTTAGCAGC; reverse: CAAGCAGAAGACGCGCATACGAGATXXXXXXXGTCTCTAGGACTGCTGACAGC; “X” denotes sample indices). PCR amplification was performed using Kapa HiFi HotStart ReadyMix, as in [2], according to the following program: melting at 95°C for 3 minutes, then 14 cycles at 98°C for 15 seconds and 70°C for 20 seconds. Approximately 12 fmol of template cDNA were used per reaction; amplification was performed in quadruplicate to avoid PCR-induced library biases, such as jack-potting. PCR products were re-pooled and purified by SPRI bead selection at 0.9x ratio and quantified by BioAnalyzer.

Target Site amplicon libraries were sequenced on the Illumina NovaSeq S2 platform. Due to the low sequence complexity for the Target Site library, a phiX genomic DNA library was
spiked in at approximately 50% for increased sequence diversity. The 10x cell barcode and unique molecular identifier (UMI) sequences were read first (R1: 26 cycles) and the Target Site sequence was read second (R2: 300 cycles); sample identities were read as indices (I1 and I2: 8 cycles, each). Over 550M sequencing clusters passed filter and were processed as described below. All raw and processed data are available through GEO Series accession GSE146712 [99].

3.2.8 Processing Pipeline

Read Processing

Each target site was sequenced using the Illumina Nova-seq platform, producing 300bp long-read sequences. The Fastq’s obtained were quantitated using 10x’s cellranger suite, which simultaneously corrects cell barcodes by comparing against a whitelist of 10x’s approved cell barcodes.

For each cell, a consensus sequence for each unique molecule identifier (UMI) was produced by collapsing similar sequences, defined by those sequences differing by at most 1 Levenshtein distance. A directed graph is constructed, where sequences with identical UMI’s are connected to one another if the sequences themselves differ by at most one Levenshtein distance. Then, UMI’s in this network are collapsed onto UMI’s that have greater than or equal number of reads. This produces a collection of sequences indexed by the cell barcode and UMI information (i.e. there is a unique sequence associated with each UMI).

Before aligning all sequences to the reference, preliminary quality control is performed. Specifically, in cases where UMI’s in a given cell still have not been assigned a consensus sequence, the sequence with the greatest number of reads is chosen. UMIs with fewer than 2 reads are filtered out, and cells with fewer than 10 UMIs are filtered out as well. Finally, a filtered file in Fastq format is returned.

Allele Calling

Alignment is performed with Emboss’s Water local alignment algorithm. Optimal parameters were found by performing a grid search of gap open and gap extend parameters on a set of 1,000 simulated sequences, comparing a global and local alignment strategy. We found a gap open penalty of 20.0 and a gap extension penalty of 1.0 produced optimal alignments. The “indels” (insertions and deletions resulting from the Cas9 induced double-strand break) at each cut site in the sequences are obtained by parsing the cigar string from the alignments. To resolve possible redundancies in indels resulting from Cas9 cutting, the 5’ and 3’ flanking 5-nucleotide context is reported for each indel.
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UMI Error Correction

To correct errors in the UMI sequence either introduced during sequencing, PCR preparation, or data processing, we leverage the allele information. UMIs are corrected within groups of identical cell barcode-integration barcode pairs (i.e. we assume that only UMIs encoding for the same intBC in a given cell can be corrected). We reason that ideally, for a given integration barcodes, a cell will only report one sequence, or allele. Within these “equivalence classes,” UMIs that differ by at most 1 Levenshtein distance (although this number can be user-defined) are corrected towards the UMI with a greater number of reads.

Cell-based Filtering

With the UMI corrected and indels calculated, the new “molecule table” is subjected to further quality control. Specifically, UMIs are filtered based on the number of reads (dynamically set to be the 99th percentile of the reads divided by 10), integration barcodes (denoting a particular integration site) can be error corrected based on a minimum hamming distance and identical indels (referred to as alleles), and in the case where multiple alleles are associated with a given integration barcode a single allele is chosen based on the number of UMIs associated with it.

Calling Independent Clones

Collections of cells part of the same clonal population, are identified by the set of integration barcodes each cell contains. Because all cells in the same clone are clonal, we reasoned that cells in the same clone should all share the same set of integration barcodes that the progenitor cell contained. Because of both technical artifacts (e.g. sequencing errors, PCR amplification errors) and biological artifacts (e.g. bursty expression, silenced regions) however, rather than looking for sets of non-overlapping sets, we perform an iterative clustering procedure. We begin by selecting the intBC that is shared amongst the most cells and assign any cell that contains this barcode to a cluster and remove these cells from the pool of unassigned cells. We perform this iteratively until at most $k$ percent (in our case defined as .5% of cells are unassigned, which we assign to a “junk” clone.

Using the set of integration barcodes for each clone, we are able to identify doublets that consist of cells from different clones. Finally, after identifying doublets, to further filter out low quality integration barcodes, for each clone integration barcodes that are not shared by at least 10% of cells in a given clone are filtered out, producing the final allele table.

Guidelines for Final Quality Control

The thresholds discussed above are heuristic choices determined based on our hands-on experience with this type of target-site library processing. However, these thresholds will undoubtedly change depending on the sequencer used, the sequencing depth of the library,
and the biological use case. For these reasons, we suggest that it is more effective to ensure that the final quality control numbers indicate that the library was processed sufficiently.

We present distributions for the metrics we find to be the most useful in Additional file 1: Fig S17: the UMIs per cellBC as a measure for how well sampled a cell is in (a), the reads per UMI as a measure for how confident one is of the UMI sequence in (b), UMIs per intBC as a measure for how confident one is of the called allele and intBC in (c), and a comparison of the number of UMIs versus the number of reads in (d), as a way of quickly assessing if there are any outlier UMIs.

Because this library was sequenced quite deeply, we do not expect typical applications to afford this degree of certainty. Instead, we suggest that cells should have at least 10 target-site UMIs, the reads/UMI distribution should have a mean at around 100-200 reads, and each intBC should have at least 5-10 UMIs associated with it. Cassiopeia’s processing pipeline creates figures for each of these statistics after filtering and close attention should be paid to these figures during the processing of the target-site sequencing data.

Filtering of clones for Reconstruction

We filtered out clones upon two criteria: firstly, we removed clone 1 as we deduced that it had two defective guides; secondly, we removed lineages that reported fewer than 10% unique cells (thus removing clone 7). The remainder of clones were reconstructed.

Estimation of Per Character Mutation Rates

To estimate mutation rates per clone, we assume that every target site was mutated at the same rate and independently of one another across 15 generations. Assuming some mutation rate, $p$, per character, we know that the probability of not observing a mutation in $d$ generations is $(1 - p)^d$ in a given character and that the probability of observing at least 1 mutation in that character is $1 - (1 - p)^d$. Then, giving this probability $1 - (1 - p)^d = m$ can be used as a probability of observing a mutated character in a cell and model the number of times a character appears mutated in a cell as a binomial distribution where the expectation is simply $nm$ where $n$ is the number of characters. Said simply, given this model, one would expect to see $nm$ characters mutated in a cell. In this case, the empirical expectation is the mean number of times a given character appeared mutated in a cell (averaged across all cells), which we denote as $K$ and propose that

$$K = nm = n \times (1 - (1 - p)^d)$$

and thus $p$, the mutation rate, is

$$p = 1 - (1 - K/n)^d$$
3.2.9 Bulk Cutting Experiment to Determine Prior Probabilities of Indel Formation

Two and four days following triple-sgRNA (PCT61) infection, infected cells were selected by adding puromycin at 1.5 µg/mL; puromycin-killed cells were removed by washing the plate with fresh medium. Cells were split every other day, and 500k cells were collected on days 7, 14, and 28. Frozen cell pellets were lysed and the genomic DNA was extracted and purified by ethanol precipitation. The PCT48 Target Site locus was PCR amplified from genomic DNA samples (forward: TCGTCGGCAGCGTCAGATGTGTATAAGA- GACAGAAATCCAGCTAGCTGTGCAGC; reverse: GTCTCGTGGGCTCGGAGATGTGTATAAGACAGCTCGAGGCTGATCAGCG) and further amplified to incorporate Illumina adapters and sample indices (forward: AATGATACGGCGACCACCGAGATCTACACXXXXXXXXTCGTCGGCAGCGTCAG; reverse: CAAGCAGAAGACGGCATACGAGATCGTGTACTCGGAG; “X” denotes sample indices). The subsequent amplicon libraries were sequenced on an Illumina MiSeq (paired end, 300 cycles each). Sequencing data was analyzed as described below.

3.2.10 Determining Prior Probabilities of Indel Formation

To determine the prior probabilities of edits, we leverage the fact that we have access to a large set of target sites (or intBCs) with a similar sequence (apart from the random barcode at the 5’ end); namely, a total of 117 intBC across the 11 clones. To compute the prior probability for a given indel, we compute the empirical frequency of observing this mutation out of all unique edits observed. Specifically, we compute the prior probability of a given indel $s$, $q_s$ as the following:

$$q_s = \frac{f(s)}{|I|}$$

where $f(s)$ is the number of intBC's that had $s$ in at least one cell and $|I|$ is the number of intBCs that are present in the dataset.

As further support for this method, we used the bulk experiment consisting of many separately engineered A549 cells, as described in the previous section. The advantage of the bulk experiment is that we have access to substantially more intBCs ($> 10k$), thus providing a more robust estimation of $q_s$. We therefore employed the same approach to estimate indel formation rates from the bulk data and find that the resulting rates correlate well with the indel rates estimated from the single cell lineage tracing experiment (Additional file 1: Fig S20).
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3.2.11 Doublet Detection

Methods to Detect Doublets

We hypothesized that doublets could come in two forms and that we could use various components of the intBC data structure to identify them. Namely, doublets could be of cells from the identical clone, here dubbed “intra-doublets”, or doublets could be of cells from separate clones, here dubbed “inter-doublets.”

In the case of “intra-doublets”, we can utilize the fact that these cells will have a large overlap in their set of intBCs but will report “conflicting” alleles for each of these intBCs. Thus, to identify these doublets, we calculate the percentage of UMIs that are conflicting in each cell. Explicitly, for each cell we iterate over all intBCs and sum up the number of UMIs that correspond to an allele that conflicts with the more abundant allele for a given intBC; we then use the percentage of these UMIs to identify doublets. We perform this after all UMI and intBC correction in hopes of calling legitimate conflicts.

To deal with “inter-doublets”, we developed a classifier that leverages the fact that cells from different clones should have non-overlapping intBC sets. While this is the ideal scenario, often times intBCs are shared between clones for one of two reasons (1) the clustering assignments are noisy or (2) the transfections of intBCs resulted in two cells receiving the same intBC, even though cells are supposed to be progenitors of separate clones. Our strategy is thus: for each cell \( c_i \in C \) calculate a “membership statistic”, \( m_{i,k} \) for each clone \( l_k \in L \). The membership statistic is defined as so:

\[
m_{i,k} = \frac{\sum_{j \in I_k} \delta(i,j)p(j,k)}{\sum_{j \in I_k}(p(j,k))}
\]

where \( I_k \) is the set of intBCs for the clone \( l_k \) and \( p(j,k) \) is the prevalence rate of the intBC \( j \) in \( l_k \). We use \( \delta(i,j) \) as an indicator function for whether or not we observed the intBC \( j \) in the cell \( c_i \). Intuitively, this membership statistic is a weighted similarity for how well the cell fits into each clone, where we are weighting by how much we are able to trust the intBC that is observed in the cell. To put all on the same scale, we normalize by total membership per cell, resulting in our final statistic, \( m'_{i,k} = \frac{m_{i,k}}{\sum_{k'=0} m_{i,k'}} \). We then filter out doublets whose \( m' \) for their classified clone falls below a certain threshold.

Simulation of Doublets

We simulated two datasets to test our methods for identifying doublets and to find the optimal criterion on which to filter out doublets. To test this strategy, we took a single clone from our final Allele Table (the table relating all cells and their UMIs to clones) and formed 200 doublets by combining the UMIs from two cells. We generated 20 of these datasets, and noted which cells were artificially introduced doublets.
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Contrary to the strategy for simulating doublets from the same clone, we created artificial “inter” doublets from the final Allele Table by combining doublets from two different clones. Similarly, we generated 20 synthetic datasets each with 200 of these artificial doublets.

**Identification of Decision Rule**

To identify the optimal decision rule for calling both types of doublets, we tested decision rules ranging from 0 to 1.0 at 0.05 intervals and calculated the precision and recall at each of these rules. Taking these results altogether, we provide an optimal decision rule where the F-measure (or the weighted harmonic mean of the precision and recall) of these tests is maximal.

### 3.2.12 Algorithmic Approaches For Phylogenetic Reconstruction

One way to approach the phylogenetic inference problem is to view each target site as a “character” that can take on many different possible “states” (each state corresponding to an indel pattern induced by a CRISPR/Cas9 edit at the target site). Formally, these observations can be summarized in a “character matrix”, $M \in \mathbb{R}^{n \times m}$, which relates the $n$ cells by a set of characters $\chi = \{\chi_1, ..., \chi_m\}$ where each character $\chi_i$ can take on some $k_i$ possible states. Here, each sample, or cell, can be described as a concatenation of all of their states over characters in a “character string”. From this character matrix, the goal is to infer a tree (or phylogeny), where leaf nodes represent the observed cells, internal nodes represent ancestral cells, and edges represent a mutation event.

We first propose an adaption of a slow, but accurate, Steiner-Tree algorithm via Integer Lineage Programming (ILP) to the lineage tracing phylogeny problem. Then, we propose a fast, heuristic-based greedy algorithm which simultaneously draws motivation from classical perfect phylogeny algorithms, and the fact that mutations can only occur unidirectionaly from the unmutated, or $s_0$ state. Lastly, we combine these two methods and present a hybrid method, which presents better results than our greedy approach, yet remains feasible to run over tens of thousands of cells.

### Adaptation to Steiner Tree Problem

Steiner Trees are a general problem for solving for the minimum weight tree connecting a set of target nodes. For example, if given a graph $G = (V, E)$ over some $V$ vertices and $E$ edges, finding the Steiner-Tree over all $v \in V$ would amount to solving for the minimum spanning tree (MST) of $G$. While there exist polynomial time algorithms for the minimum-spanning tree, the general Steiner Tree problem, where the set of targets $T \subseteq V$ is designated, is NP-hard.

Previously, Steiner-Trees have been suggested to solve for the maximum parsimony solution to the phylogeny problem. Here, the graph would consist of all possible cells (both
observed and unobserved) and each edge would consist of a possible evolutionary event connecting two states (e.g. a mutation). Generally, given a set of length-\(l\) binary “character-strings” (recall that these are the concatenation of all character states for a given sample), we can solve for the maximum parsimony solution by finding the optimal Steiner Tree over the \(2^l\) hypercube (i.e. graph). As a result, by converting our multi-state characters to binary characters via one hot encoding, theoretically, we should be able to compute the most parsimonious tree which best explains the observed data. However, in practice this method turns out to be infeasible, as we deal with hypercubes of size \(O(2^{mn})\), where \(m\) is the number of characters, and \(n\) is the number of states. In the following, we will propose a method for estimating the underlying search space, providing us with a feasible solvable instance and a formulation of an Integer-Linear Programming (ILP) problem to solve for the optimal Steiner-Tree.

Approximation of Potential Graph

We first begin by constructing a directed acyclic graph (DAG) \(G\), where nodes represent cells. We then take the source nodes, or nodes with in-degree 0, of \(G\), and for each pair of source nodes, consider the latest common ancestor (LCA) they could have had. This LCA has an unmutated state for character \(\chi_i\) if they disagree across two source nodes, and the same state as the two source nodes if they agree in value. If the edit distance between these two cells is below a certain threshold \(d\), we add the LCA to \(G\), along with directed edges to the two source nodes, weighted by the edit distance between the parent and the source. We repeat this process until only one node remains as a source: the root.

One may think that this step explodes with \(O(n^2)\) complexity at each stage, where \(n\) is the number of source nodes in each prior stage, as we consider all pairs of source nodes. However, we note that the number of mutations per latest common ancestor is always less than both children, and therefore, we eventually converge to the root. Therefore, when dealing with several hundred cells, the potential graph is feasible to calculate.

Furthermore, to add scalability to the approximation of the Potential Graph, we allow the user to provide a “maximum neighborhood size” which will be used to dynamically solve for the optimal LCA distance threshold \(d\) to use. One may think of this as the maximum memory or time allowed for optimizing a particular problem. Since the size of the Potential Graph can grow quite large in regards to the number of nodes, we iteratively create potential graphs for various threshold \(d\) and at each step ensure that the number of nodes in the network does not exceed the maximum neighborhood size provided. If at any point the number of nodes does exceed this maximum size, we return the potential graph inferred for an LCA threshold of \(d - 1\).

Formulation of Integer Linear Programming Problem

Given our initial cells, \(S\), the underlying potential graph drawn from such cells, \(G\), and the final source node, or root, \(r\) from \(G\), we are interested in solving for \(T = SteinerTree(r, S, G)\).
We apply an integer linear programming (ILP) formulation of Steiner Tree, formulated in terms of network flows, with each demand being met by a flow from source to target. Below we present the Integer Linear Programming formulation for Steiner Tree. We use Gurobi [73], a standard ILP solver package.

\[
\begin{align*}
\text{minimize} & \quad \sum_{(u,v) \in E} d_{uv}^b \cdot w(u, v) \\
\text{subject to} & \quad \sum_{(u,v) \in E} d_{uv} - \sum_{(v,w) \in E} d_{vw} = 0 \quad \forall v \notin S \cup \{r\} \\
& \quad \sum_{(r,w) \in E} d_{rw} = -|S| \\
& \quad \sum_{(u,s) \in E} d_{us} = 1 \quad \forall s \in S \\
& \quad d_{uv}^b \geq \frac{d_{uv}}{|S|} \quad \forall (u,v) \in E \\
& \quad d_{uv} \in \{0, \ldots, |S|\} \quad \forall (u,v) \in E \\
& \quad d_{uv}^b \in \{0, \ldots, 1\} \quad \forall (u,v) \in E
\end{align*}
\]

Each variable \(d_{uv}\) denotes the flow through edge \((u,v)\), if it exists; each variable \(d_{uv}^b\) denotes whether \((u,v)\) is ultimately in the chosen solution sub-graph. The first constraint enforces flow conservation, and hence that the demands are satisfied, at all nodes and all conditions. The second constraint requires \(|S|\) units of flow come out from the root. The third constraint requires that each target absorb exactly one unit of flow. The fourth constraint ensures that if an edge is used at any condition, it is chosen as part of the solution.

Below we explicitly define the algorithm in pseudocode.
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1: function ILP-SOLVER(cells = S)
2: Potential Graph $G$ ← BUILD-POTENTIAL-GRAPH(S)
3: if $G$ == None then
4: return GREEDY-SOLVER(S)
5: $r$ ← root of $G$
6: $T$ ← STEINER-TREE($r, G, S$) ▷ Steiner Tree ILP Solver
7: return $T$

8: function BUILD-POTENTIAL-GRAPH(cells = $S$, max lca length = $k$, max neighborhood size = $N$)
9: $T_0$ = None
10: for all $d \in [1, k]$ do
11: $T$ ← DiGraph()
12: for all $s \in S$ do
13: $T$ ← $T$ ∪ {$s$}
14: sources ← all source nodes in $T$
15: while len(sources) > 1 do
16: for all $v_1, v_2 \in$ sources do
17: $lca$ ← latest common ancestor of $v_1, v_2$
18: if $dist(lca, v_1) + dist(lca, v_2) \leq d$ then
19: $T$ ← $T$ ∪ {($lca, v_1$), ($lca, v_2$)}
20: sources ← all source nodes in $T$
21: if len(sources) ≥ $N$ then
22: return $T_{d-1}$
23: $T_d$ ← $T$
24: return $T$

Stability Analysis of the Maximum Neighborhood Size Parameter

To evaluate the stability of the user-defined maximum neighborhood size parameter, we assessed the accuracy of the reconstructions for parameters varying from 800 to 14,000. We used trees simulated under default conditions (400 samples, 40 characters, 40 states per character, 11 generations, 2.5% mutation rate per character, and a mean dropout rate of 17%). The accuracy of trees were compared to the tree generated with a parameter of 14,000 using the triplets correct statistic. We used 10 replicates to provide a sense for how stable a given accuracy is.

In addition to providing measures of accuracy, we also provide the optimal LCA threshold $d$ found for a given maximum neighborhood size during the inference of these potential graphs. Using these analysis, we found that a maximum neighborhood size of 10,000 nodes seemed to be an ideal tradeoff between scalability and accuracy (as it is in the regime where
accuracy saturates) for our default simulations. This corresponded to a mean LCA threshold, \(d\), of approximately 5.

### Heuristic-Based Greedy Method

#### On Perfect Phylogeny & Single Cell Lineage Tracing

In the simplest case of phylogenetics, each character is binary (i.e. \(k_i = 2, \forall i \in m\)) and can mutate at most once. This case is known as "perfect phylogeny" and there exist algorithms (e.g. a greedy algorithm by Dan Gusfield [74]) for identifying if a perfect phylogeny exists over such cells, and if so find one efficiently in time \(O(mn)\), where \(m\) is the number of characters and \(n\) are the number of cells. However, several limitations exist with methods such as Gusfield’s algorithm. One potential problem in using existing greedy perfect phylogeny algorithms for lineage tracing is that they require the characters to be binary. Indeed, if the characters are allowed to take any arbitrary number of states, the perfect phylogeny problem becomes NP-hard. However, while the number of states (CRISPR/Cas9-induced indels at a certain target site) in lineage tracing data can be large, these data benefit from an additional restriction that makes it more amenable for analysis with a greedy algorithm. Below, we show that because the founder cell (root of the phylogeny) is unedited (i.e. includes only uncut target sites) and that the mutational process is irreversible, we are able to theoretically reduce the multi-state instance (as observed in lineage tracing) to a binary one so that it can be resolved using a greedy algorithm.

A second remaining problem in using these perfect phylogeny approaches is that we cannot necessarily expect every mutation to occur exactly once. In theory, it may happen that the same indel pattern is induced in exactly the same target site on two separate occasions throughout a lineage tracing experiment, especially if a large number of cell cycles takes place. A final complicating factor is that these existing greedy algorithms often assume that all character-states are known, whereas lineage tracing data is generated by single-cell sequencing, which often suffers from limited sensitivity and an abundance of “dropout” (stochastic missing data) events.

#### The Greedy Algorithm

We suggest a simple heuristic for a greedy method to solve the maximum parsimony phylogeny problem, motivated by the classical solution to the perfect phylogeny problem and irreversibility of mutation. Namely, we consider the following method for building the phylogeny: Given a set of cells, build a tree top-down by splitting the cells into two subsets over the most frequent mutation. Repeat this process recursively on both subsets until only one sample remains.

Formally, we choose to split the dataset into two subsets, \(O_{i,j}\) and \(\overline{O}_{i,j}\), such that \(O_{i,j}\) contains cells carrying mutation \(s_j\) in \(\chi_i\), and \(\overline{O}_{i,j}\) contains cells without \(s_j\) in \(\chi_i\). We choose \(i, j\) based on the following criteria:
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\[ i, j = \operatorname{arg\,max}_{i,j} n_{i,j} \]

where \( n_{i,j} \) is the number of cells that carry mutation \( s_j \) in character \( \chi_i \). We continue this process recursively until only one sample exists in each subset. We note that this method operates over cells with non-binary states, solving the first of problems addressed earlier.

A major caveat exists with methods such as the greedy method proposed by Gusfield, as well as the one proposed by us thus far: namely, they assume all character states are known (i.e. no dropout). However, in our practice, we often encounter dropout as a consequence of Cas9 cutting or stochastic, technical dropout due to the droplet-based scRNA-seq platform. To address this problem in our greedy approach, during the split stage, these cells are not initially assigned to either of the two subsets, \( O_{i,j} \) or \( \overline{O}_{i,j} \). Instead, for each individual sample which contains a dropped out value for chosen split character \( \chi_i \), we calculate the average percentage of mutated states shared with all other cells in \( O_{i,j} \) and \( \overline{O}_{i,j} \) respectively, and assign the sample to the subset with greater average value.

Appending the dropout resolution stage with the initial split stage, we present our greedy algorithm below in its entirety.

```plaintext
1: function GREEDY-SOLVER(cells = S, prior probabilities = p)
2: if len(S) = 1 then
3:   return S
4: root ← latest common ancestor across all S
5: \( i, s_j \) ← maximally occurring character mutation pair in S weighted by priors \( p \)
6: \( O_{i,j} \) ← all cells in S with mutation \( s_j \) in \( \chi_i \)
7: \( \overline{O}_{i,j} \) ← all cells in S without mutation \( s_j \) in \( \chi_i \) and without dropout for \( \chi_i \)
8: \( D_i \) ← all cells in S with dropout for \( \chi_i \) \( \triangleright \) Note \( O_{i,j} \cup \overline{O}_{i,j} \cup D_i = S \)
9: for all \( s \in D_i \) do
10:   if \( s \) shares more mutated states on average with cells in \( O_{i,j} \) over \( \overline{O}_{i,j} \) then
11:     \( O_{i,j} \leftarrow O_{i,j} \cup \{s\} \)
12:   else
13:     \( \overline{O}_{i,j} \leftarrow \overline{O}_{i,j} \cup \{s\} \)
14: \( T_L, T_R \leftarrow \) GREEDY-SOLVER(\( O_{i,j}, p \)), GREEDY-SOLVER(\( \overline{O}_{i,j}, p \))
15: \( r_L, r_R \leftarrow \) root of \( T_L, T_R \) respectively
16: \( T \leftarrow T_L \cup T_R \cup \{\text{root}\} \)
17: \( T \leftarrow T \cup \{(\text{root}, r_L), (\text{root}, r_R)\} \)
18: return \( T \)
```

Overall, this method is very efficient, and scales well into tens of thousands of cells. Below, we show via proof below that this algorithm can find perfect phylogeny if one exists.
Cassiopeia-Greedy Algorithm Can Solve Multi-State Perfect Phylogeny

Here we show that while not required, Cassiopeia can solve the multi-state perfect phylogeny problem optimally. Importantly, however, Cassiopeia’s effectiveness makes no assumption about perfect phylogeny existing in the dataset but rather leverages this concept to provide a heuristic for scaling into larger datasets.

To show how Cassiopeia’s greedy method can solve perfect phylogeny optimally, we begin by introducing a few clarifying definitions prior to the main theorem. We define \( M \) as the original \( n \) cells by \( n \) character \( k \)-state matrix (i.e. entries \( \in \{s_0, \ldots, s_{k-1}\} \)). We say \( M \) has a zero root perfect phylogeny if there exists a tree \( T \) over its elements and character extensions such that the state of the root is all zeros and every character state are mutated into at most once. In addition, we assume that all non-leaf nodes of \( T \) have at least two children (i.e. if they only have one child, collapse two nodes into one node). Finally, we offer a definition for character compatibility:

**Definition 26.** (Character Compatibility). For a pair of binary characters, \((\chi_1, \chi_2)\), where the sets \((O_1, O_2)\) contain the sets of cells mutated for \(\chi_1\) and \(\chi_2\), respectively, we say that they are compatible if one of the following is true:

- \(O_1 \subseteq O_2\)
- \(O_2 \subseteq O_1\)
- \(O_1 \cap O_2 = \emptyset\)

This definition extends to multi-state characters as well, assuming they can be binarized.

Before proving the main theorem, we first prove the following lemma:

**Lemma 9.** If \( M \) has a perfect phylogeny, then the most frequent character, mutation pair appears on an edge from the root to a direct child node.

**Proof.** Without loss of generality (WLOG) let \(\chi_i : s_0 \rightarrow s_j\) denote the maximally occurring character, mutation pair within \( M \). Suppose by contradiction that this mutation does not appear on an edge directly from root to a child, but rather on some edge \((u, v)\) that is part of a sub-tree whose root \(r^*\), is a direct child of the root. As \(r^*\) has at least two children, this implies that the mutation captured from the root to \(r^*\) must be shared by strictly more cells than \(\chi_i : s_0 \rightarrow s_j\), thereby reaching a contradiction on \(\chi_i : s_0 \rightarrow s_j\) being the maximally occurring mutation.

**Theorem 12.** The greedy algorithm accurately constructs a perfect phylogeny over \( M \) if one exists.

**Proof.** We approach via proof by induction. As a base case, a single is trivially a perfect phylogeny over itself.
Now suppose by induction that for up to \( n - 1 \) cells, if there exists a perfect phylogeny \( T \) over such cells, then the greedy algorithm correctly returns the perfect phylogeny. Consider the case of \( n \) cells. By the above lemma, we know we can separate these \( n \) cells into two subsets based on the most frequent character, mutation pair \( \chi_i : s_0 \rightarrow s_j \), \( O_{i,j} \) and \( \overline{O}_{i,j} \), where \( O_{i,j} \) contains cells with mutation \( s_j \) over \( \chi_i \), and \( \overline{O}_{i,j} = M - O_{i,j} \). By induction, the greedy algorithm correctly returns two perfect phylogenies over \( O_{i,j} \) and \( \overline{O}_{i,j} \), which we can merge at the root, giving us a perfect phylogeny over \( n \) cells.

**Accounting for Prior Probability of Mutations**

In most situations, the probability of mutation to each distinct state may not be uniform (i.e. character \( \chi_1 \) mutating from the unmutated state \( s_0 \) to state \( s_4 \) may be twice as likely as mutating to state \( s_6 \)). Therefore, we incorporate this information into choosing which character and mutation to split over based on the following criteria:

\[
i, j = \arg \min_{i,j} p_i(s_0, s_j)^{f(n_{i,j})}
\]

where \( p_i(s_0, s_j) \) is the probability that character \( \chi_i \) mutates from the unmutated state \( s_0 \) to \( s_j \) and \( f(n_{i,j}) \) is some transformation of the number of cells that report mutation \( j \) in character \( i \) that is supposed to reflect the future penalty (number of independent mutations of character \( i \) to state \( j \)) we will have to include in the tree if we do not pick \( i, j \) as our next split. After a comparison of 5 different transformations (Supp Figure 4), we find that \( f(n_{i,j}) = n_{i,j} \) gives the best performance, leaving us with the following criteria for splittings:

\[
i, j = \arg \min_{i,j} p_i(s_0, s_j)^{n_{i,j}}
\]

**A Hybrid Method for Solving Single Cell Lineage Tracing Phylogenies**

Due to the runtime constraints of the Steiner Tree Method, it is infeasible for such method to scale to tens of thousand of cells. Therefore, we build a simple hybrid method which takes advantage of the heuristic proposed in the greedy algorithm and the theoretical optimality of the Steiner Tree method.

Recall that in the greedy method, we continued to choose splits recursively until only one sample was left per subset. In this method, rather than follow the same process, we choose a cutoff for each subset (e.g. 200 cells). Once a subset has reached a size lower than said cutoff, we feed each individual subset into the Potential Graph Builder and Steiner Tree solver, which compute an optimal phylogeny for the subset of cells. After an optimal subtree is found, we merge it back into the greedy tree. Therefore, we build a graph whose initial mutations are chosen from the greedy method, and whose latter mutations are chosen more precisely via the Steiner Tree approach.
Below we present a pseudo-code algorithm for the hybrid method. We note the slight difference in greedy from before. Namely, greedy additionally accepts a cutoff parameter, and in addition to returning a network built up to that cutoff, returns all subsets that are still needed to be solved.

1: function Cassiopeia-Hybrid(cells = S, greedy cutoff = g)
2:     $\mathcal{T}, S \leftarrow \text{GREEDY-SOLVER}(S, g)$
3:     for all $S' \in S$ do
4:         $\mathcal{T} \leftarrow \mathcal{T} \cup \text{ILP-SOLVER}(S')$
5:     return $\mathcal{T}$

This approach scales well when each instance of Steiner Tree is ran on an individual thread, and thus often takes only a few hours to run on several thousand cells.

3.2.13 Theoretical Analysis of Parallel Evolution

Estimating First and Second Moments of Double Mutations

Expected Number of Double Mutations

Under the framework of our simulation, we assume that each at each generation, every cell divides, and then each character of each cell undergoes random mutation independently. Let $p$ be the probability that a particular character mutates, and $q$ be the probability the character took on a particular mutated state given that it mutated. Let $T$ be the true phylogenetic tree over the samples. According to our model, $T$ must be a full binary tree, and the samples are leaves of $T$. Let $X$ be the total number of times a particular mutation occurred in the $T$. Let $X_{u,v}$ be an indicator variable for edge $(u, v)$ such that:

$$X_{u,v} = \begin{cases} 
1 & \text{if a mutation occurs on edge } (u, v) \\
0 & \text{otherwise}
\end{cases}$$

Let $h$ be the height of the $T$, which is equalled to the number of generations. If $v$ is at depth $d$ in $T$, then the probability that a mutation occurs at $(u, v)$ is $pq(1-p)^{d-1}$. Since there are $2^d$ nodes at depth $d$, we have:

$$E(X) = \sum_{(u,v) \in T} E(X_{u,v})$$

$$= \sum_{d=1}^{h} 2^d pq(1-p)^{d-1}$$

$$= \frac{2pq((2 - 2p)^h - 1)}{1 - 2p} \quad (3.1)$$
Let $n = 2^h$ is the number of cells in our sample. If $p > 0.5$, $E(X) \leq 2pq/(2p - 1)$, if $p = 0.5$, $E(X) = 2pqh = O(\log n)$, and if $p < 0.5$, $E(X) = O(n^{\frac{1}{2\log_2(1-2p)}})$. Moreover, for fixed $h$, $E(X)$ has a single peak for $p \in [0, 1]$, meaning that it increases with $p$ for sufficiently small values of $p$, and always increases with $q$. Intuitively, this is because $E(X)$ is small if 1) $p$ is small enough that the character never mutates much throughout the experiment or 2) $p$ is large enough that most mutations occur near the top of the tree, resulting in the extinction of unmutated cells early in the experiment. While $E(X)$ peaks for values of $p$ in between, it is always directly proportional to $q$ because $X$ is simply equalled to $q$ time the number of times the character mutated.

**Variance of Double Mutations**

We can compute the variance as:

\[
V_{ar}(X) = E(X^2) - E(X)^2
\]

\[
= 2 \sum_{(u,v)\neq (u',v')} E(X_{u,v}X_{u',v'}) + E(X) - E(X)^2
\]

To compute $E(X_{u,v}X_{u',v'})$, we note that for a given pair of edges $(u, v)$ and $(u', v')$, such that $LCA(u, u')$ is at depth $d$, $u$ is at depth $d + l$, and $u'$ is at depth $l + k$, the probability that a mutation occurred on both edges is $p^2q^2(1 - p)^{d+l+k}$. Thus, we have:

\[
\sum_{(u,v)\neq (u',v')} E(X_{u,v}X_{u',v'}) = \sum_{d=0}^{h-1} \sum_{k=0}^{h-d-1} \sum_{l=0}^{2h-k} p^2q^2(1 - p)^{d+l+k}
\]

\[
= p^2q^2 \sum_{d=0}^{h-1} (2 - 2p)^d \left( \sum_{k=0}^{h-d-1} (2 - 2p)^k \right)^2
\]

\[
= \frac{p^2q^2}{(2p-1)^2} \sum_{d=0}^{h-1} (2p - 2)^d ((2p - 2)^{(h-d)} - 1)^2
\]

\[
\leq \frac{p^2q^2}{(2p-1)^2} \sum_{d=0}^{h-1} (2p - 2)^{2h-d}
\]

\[
= (2p - 2)^{h+1} \frac{p^2q^2}{(2p-1)^2} \sum_{d=0}^{h-1} (2p - 2)^d
\]

\[
\leq \frac{p^2q^2(2p - 2)^{2h+1}}{(2p-1)^3}
\]

Thus, we can bound the variance as follows:

\[
V_{ar}(X) \leq \frac{2p^2q^2(2p - 2)^{2h+1}}{(2p-1)^3} + \frac{2pq(1 - (2 - 2p)^h)}{2p - 1} - \frac{4p^2q^2(1 - (2 - 2p)^h)^2}{(2p-1)^2}
\]  

(3.2)
This means that in the case that \( p > 0.5 \):

\[
V ar(X) \leq \frac{2p^2q^2}{(2p-1)^3} + \frac{2pq}{2p-1} - \frac{4p^2q^2}{(2p-1)^2}
\]

In the case that \( p = 0.5 \):

\[
V ar(X) = O(h^3) = O(\log^3(n))
\]

In the case that \( p < 0.5 \):

\[
V ar(X) = O(n^{2\log_2(2-2p)})
\]

Least Squares Linear Estimate & Negative Correlation Between Frequency and Number of Double Mutations

To justify the greedy, we must show that if a mutation occurs frequently, then it is likely to have occurred less times throughout the experiment. Let \( Y \) be the frequency of a particular mutation in the samples. We estimate \( X \) given \( Y \) using the least squares linear estimate (LLSE) as follows:

\[
L(X|Y) = E(X) + \frac{CoV(X,Y)}{Var(Y)}(Y - E(Y))
\]

(3.3)

Since \( CoV(X,Y) = E(XY) - E(X)E(Y) \), we need only to compute \( E(XY) \), which we do by expressing \( X \) and \( Y \) in terms of the same indicators:

\[
Y = \frac{1}{2^h} \sum_{(u,v) \in T} 2^{\text{depth}(v)} X_{u,v}
\]

As a sanity check, it can easily be verified that \( E(Y) = q(1 - (1 - p)^h) \) by computing \( E(Y) \) using these indicators:

\[
E(Y) = 2^{-h} \sum_{d=1}^{h} 2^d (1-p)^{d-1} pq * 2^{h-d}
\]

\[
= pq \sum_{d=1}^{h} (1-p)^{d-1}
\]

\[
= q(1 - (1 - p)^h)
\]
Thus, we can compute $E(XY)$ similar to how we computed $E(X^2)$ for Variance.

$$E(XY) = 2^{-h} E((\sum_{(u,v) \in T} X_{u,v})(\sum_{(u,v) \in T} 2^{\text{depth}(v)} X_{u,v}))$$

$$= 2^{-h} \left( 2 \sum_{(u,v) \neq (u',v')} 2^{\text{depth}(v)} E(X_{u,v}X_{u',v'}) + \sum_{(u,v) \in T} 2^{\text{depth}(v)} E(X_{u,v}^2) \right)$$

$$= 2 \times 2^{-h} \sum_{d=0}^{h-1} \sum_{k=0}^{h-1} \sum_{l=0}^{h-1} 2^{l+k} p^2 q^2 (1-p)^{d+l+k} \times 2^{h-d-l-1} + E(Y)$$

$$= p^2 q^2 \sum_{d=0}^{h-1} \sum_{k=1}^{h-1} \sum_{l=0}^{h-1} (1-p)^d (2-2p)^k (1-p)^l + E(Y) \tag{3.4}$$

$$= \frac{pq^2}{1-2p} \sum_{d=0}^{h-1} (2-2p)^{h-d-1} (1-(1-p)^{h-d}) (1-p)^d + E(Y)$$

$$= \frac{pq^2}{1-2p} \left(2(2-2p)^{h} (1-2^{-h}) - \frac{(2-2p)(1-p)^h ((2-2p)^h - 1)}{1-2p} \right.$$

$$\left. - \frac{1-(1-p)^h}{p} + h(1-p)^h \right) + E(Y)$$

Assuming that is $p < 1 - 1/\sqrt{2} \approx 0.29$ (based on our estimation of Cas9-cutting rates, this seems to be a biologically relevant probability), we have:

$$\lim_{h \to \infty} \text{CoV}(X,Y) = \left(2 - \frac{2 - 2p}{1 - 2p} \frac{pq^2(2(1-p)^2)^h}{1-2p} \right.$$

$$\left. = -\infty \right)$$

since $2 < (2 - 2p)/(1 - 2p)$ when $p < 0.5$. 

Var(Y) can be computed using the same indicators:

\[
Var(Y) = 2 \sum_{i,j} E(Y_i Y_j) + \sum_i E(Y_i^2) - E(Y)^2
\]

\[
= 2^{-2h} \sum_{d=0}^{h-1} 2^d (1-p)^d \left( \sum_{k=0}^{h-d-1} 2^k (1-p)^k pq \ast 2^{h-d-k-1} \right)^2
\]

\[\text{(3.5)}\]

\[
\sum_i E(Y_i^2) = 2^{-2h} \sum_{d=1}^{h} 2^d (1-p)^{d-1} pq \ast 2^{2(h-d)}
\]

\[
= \frac{pq}{2} \sum_{d=0}^{h-1} \left( \frac{1-p}{2} \right)^d
\]

\[
= \frac{pq \left( 1 - \left( \frac{1-p}{2} \right)^h \right)}{1 + p}
\]

Note that if \( p < 0.5 \), every term in \( Var(Y) \) converges to a constant as \( h \to \infty \). Thus, if \( (1-p)^2 > 0.5 \), then as the depth increases, \( X \) and \( Y \) become exponentially more negatively correlated. This means that for biologically relevant values of \( p \), the frequency of a mutation in the samples is negatively correlated with number of times the mutation occurred, thus justifying the rationale of splitting the sample on more frequently occurring mutations.

**Simulation For Tracking the Evolution of a Particular Mutation**

To more efficiently simulate the number of occurrences of a particular mutation, we define \( \{N_1, N_2, ... N_h\} \) as a Markov chain, where \( N_t \) is the number of unmutated cells at generation \( t \), and \( N_1 = 1 \). Let \( A_t \sim Bin(2N_t, p) \) be the number of cells that mutates at generation \( t \), and \( B_t \sim Bin(A_t, a) \) be the number of mutated cell that took on the particular state in question. The Markov chain evolves as \( N_{t+1} = 2N_t - A_t \). Note that we assume, in this model, that mutation can only occur after cell division. Thus we have \( X = \sum_{t=1}^{h} B_t \) and \( Y = \sum_{t=1}^{h} 2^{t-h} B_t \).
3.2.14 Assessing the Precision of Greedy Splits.

To assess the precision of greedy splits, we first simulated 100 true phylogenies of 400 cells (without dropout) for all pairs of parameters in \texttt{num\_states} = \{2, 10, 40\} and \texttt{p\_cut} = \{0.025, 0.1, 0.4\}. For each network, we assessed the precision of the greedy split as follows:

1. We used the criteria \(i, j = \arg\max_{i,j} n_{i,j}\) to select the character \(\chi_i\) and state \(j\) to split on (as Cassiopeia-Greedy would do). This group of cells that have a mutation \(j\) in character \(\chi_i\) is called \(G\).

2. For define the a set of \(n\) subsets corresponding to cells that inherited the (character, state) pair \((i, j)\) independently using the true phylogenies, and call this set \(S = (s_1, s_2, ..., s_n)\) (this corresponds to there being \(n\) parallel evolution events for the (character, state) pair \((i, j)\).

3. We presume that the largest group of cells in \(S\) is the “true positive” set (let this be defined as \(s' = \arg\max_{s} |s|\)). We then define the precision \(P\) as the proportion of true positives in the set \(G\) – i.e. \(P = \frac{|s'|}{|G|}\).

3.2.15 Statistics for IVLT Analysis

Meta Purity Statistic

To calculate the agreement between clades (i.e. the leaves below a certain internal node of the tree) and some meta-value, such as the experimental plate from which a sample came from, we can employ a Chi-Squared test. Specifically, we can compute the following statistic: considering some \(M\) clades at an arbitrary depth \(d\), we find the count of meta values associated with each leaf in each clade, resulting in a vector of values \(m_i\) comprised of these meta-counts for each clade \(i\). We can form a contingency table summarizing these results, \(T\), where each internal value is exactly \(m_{i,j}\) - the counts of the meta item \(j\) in clade \(i\). A Chi-Squared test statistic can be computed from this table.

To compare across different trees solved with different methods, we report the Chi-Squared Test Statistic as a function of the number of clades, or degrees of freedom of the test.

Mean Majority Vote Statistic

The Mean Majority Vote statistic seeks to quantify how coherent each clade is with respect to its majority vote sample at a give depth. For a given clade with leaves \(L_i\) where \(|L_i| = n\), where every leaf \(l_{i,j}\) corresponds to cell \(j\) in clade \(i\) has some meta label \(m_j\), the majority vote of the clade is \(v = \arg\max_{m'\in M} \sum_{j\in n} \delta(j, m')\). Here \(M\) is the full set of possible meta values and \(\delta(m_j, m')\) is an indicator function evaluating to 1 iff \(m_j = m'\). The membership of this clade is then simply \(\sum_{j\in n} \delta(m_j, v)\). Then, the mean membership is the
mean of these membership statistics for all clades at a certain depth (i.e. if the tree were cut at a depth of \(d\), the clades considered here are all the internal nodes at depth \(d\) from the root). By definition, this value ranges from \(\frac{1}{|\mathcal{M}|}\) to 1.0.

As above, to compare across different trees solved with various methods, we report this mean membership statistic as a function of the number of clades.

### 3.2.16 Triples Correct Statistic

To compare the similarity of simulated trees to reconstructed trees, we take an approach which compares the sub-trees formed between triplets of the terminal states across the two trees. To do this, we sample \(\sim 10,000\) triplets from our simulated tree and compare the relative orderings of each triplet to the reconstructed tree. We say a triplet is “correct” if the orderings of the three terminal states are conserved across both trees. This approach is different from other tree comparison statistics, such as Robinson-Foulds [151], which measures the number of edges that are similar between two trees.

To mitigate the effect of disproportionately sampling triplets relatively close to the root of the tree, we calculate the percentage of triplets correct across each depth within the tree independently (depth measured by the distance from the root to the Latest Common Ancestor (LCA) of the triplet). We then take the average of the percentage triplets correct across all depths. To further reduce the bias towards the few triplets that are sampled at levels of the tree with very few cells (i.e. few possible triplets), we modify this statistic to only take into account depths where there at least 20 cells. We report these statistics without this depth threshold in Additional file 1: Fig S8.

### 3.2.17 Allelic and Phylogenetic Distances

For the analysis in Figure 3.4, we define two metrics to capture cell-to-cell similarity: a normalized allelic distance and normalized phylogenetic distance. The normalized allelic distance is calculated as follows: for all target sites \(\chi_m \in \{\chi_1, \ldots, \chi_M\}\) in a pair of cells \(c_i\) and \(c_j\):

1. if state in \(\chi_m\) is the same in \(c_i\) and \(c_j\), continue
2. else if state in \(\chi_m\) is 0 or missing in either \(c_i\) or \(c_j\) increment the allelic distance by 1
3. else increment the allelic distance by 2

Finally, the allelic distance for a pair of cells is normalized by \(2 * M\), where \(M\) is the number of target sites.

The phylogenetic distance is defined as simply the number of mutations separating the two cells \(c_i\) and \(c_j\) as implied by the tree (i.e. the number of mutations along the branches for the shortest path separating \(c_i\) and \(c_j\)). The normalized phylogenetic distances is this distance, divided by the diameter (defined as the maximum phylogenetic distance between all pairs of cells) of the tree.
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3.2.18 Bootstrapping Analysis

Bootstrapping was done using a custom function for sampling \( M \) target sites (i.e. characters) from an \( N \times M \) character matrix with replacement and reconstructing trees from these bootstrapped samples. After performing tree inference, we collapsed "singles" using the collapse.singles function in the R package “ape”. For the purposes of our robustness analysis, we sampled \( B = 100 \) trees from \( N = 10 \) simulated trees and used the Transfer Bootstrap Expectation (TBE) \cite{118} statistic for assessing branch support for each clade as implemented in Booster (available at https://github.com/evolbioinfo/booster/).

3.2.19 Application of Camin-Sokal

We applied Camin-Sokal using the “mix” program in PHYLIP \cite{53} as done for reconstructions for McKenna et al \cite{129} and Raj et al \cite{147}. To use “mix” we first factorized the characters into binary ones (thus ending up with \( \sum_i s_i \) binary characters total, where \( s_i \) is the number of states that character \( i \) presented). Then, we one-hot encoded the states into this binary representation where every position in the binary string represented a unique state at that character. We thus encoded every cell as having a 1 in the position of each binary factorization corresponding to the state observed at that character. If the cell was missing a value for character \( i \), the binary factorization of the character was a series of ‘?’ values (which represent missing values in PHYLIP “mix”) of length \( s_i \). Before performing tree inference, we weighted every character based on the frequency of non-zero (and non-missing values) observed in the character matrix. After PHYLIP “mix” found a series of candidate trees, we applied PHYLIP “consense” to calculate a consensus tree to then use downstream.

3.2.20 Application of Neighbor-Joining

We used Biopython’s Neighbor-Joining procedure to perform all neighbor joining in this manuscript. We begun similarly to the Camin-Sokal workflow, first factorizing all of the characters into a binary representation. Then, we applied the Neighbor-Joining procedure using the “identity” option as our similarity map.

3.2.21 Application of Cassiopeia

Reconstruction of simulated data

We used Cassiopeia-ILP with a maximum neighborhood size of 10,000 and time to converge of 12,600s. Cassiopeia-Hybrid used a greedy cutoff of 200, a maximum neighborhood size of 6000 and 5000s to converge. Cassiopeia-Greedy required no additional hyperparameters. Simulations with priors applied the exact prior probabilities used to generate the simulated trees.
CHAPTER 3. BUILDING NETWORKS - RECONSTRUCTING PHYLOGENIES OF SINGLE CELL

Reconstruction of *in vitro* clones

For both Cassiopeia-Hybrid with and without priors, we used a cutoff of 200 cells and each instance of Cassiopeia-ILP was allowed 12,600s to converge on a maximum neighborhood size of 10,000. Cassiopeia-ILP was applied with a maximum neighborhood size of 10,000 and a time to converge of 12,600s.

Simulation of Target Site Sequences for Alignment Benchmarking

To determine an optimal alignment strategy and parameters for our target site sequence processing pipeline, we simulated sequences and performed a grid search using Emboss’s Water algorithm (a local alignment strategy). We simulated 5,000 sequences. For each sequence, we began with the reference sequence and subjected it to multiple rounds of mutagenesis determined by a Poisson distribution with $\lambda = 3$, and a maximum of 5 cuts. During each “cutting” event, we determined the outcomes as follows:

1. Determine the number of Cas9 proteins localizing to the target site in this iteration, where $n_{\text{cas9}} \sim \min(3, \text{Pois}(\lambda = 0.4))$.

2. Determine the site(s) to be cut by choosing available sites randomly, where the probability of being chosen is $p = \frac{1}{n_{\text{uncut}}}$ and $n_{\text{uncut}}$ is the number of sites uncut on that sequence.

3. If $n_{\text{cas9}} = 1$, we determined the type of the indel by drawing from a Bernoulli distribution with a probability of success of 0.75 (in our case, a “success” meant a deletion and a “failure” meant an insertion). We then determined by drawing from a Negative Binomial Distribution as so: $s \sim \min(30, \text{max}(1, \text{NB}(0.5, 0.1)))$. In the case of an insertion, we added random nucleotides of size $s$ to the cut site, else we removed $s$ nucleotides.

4. In the case of $n_{\text{cas9}} \geq 2$, we performed a resection event where all nucleotides between the two cut sites selected were removed.

5. After a cut event, we appended the result of the Cas9 interaction to a corresponding CIGAR string.

Our Water simulations were exactly 300bp, possibly extending past the Poly-A signal, as would be the case reading off a Nova-seq sequencer.

Upon simulating our ground truth dataset, we performed our grid search by constructing alignments with Water with a combination of gap open and gap extension penalties. We varied the gap open penalties between 5 and 50 and gap extension penalties between 0.02 and 2.02.

To score resulting alignments, we compared the resulting CIGAR string to our ground truth CIGAR string for each simulated sequence. To do so, we first split each cigar string...
into “chunks”, corresponding to the individual deletions or insertions called. For example, for some CIGAR string $40M2I3D10M$, the chunks would be $40M$, $2I$, $3D$, and $10M$. Then, beginning with a max score of 1, we first deducted the difference between the number of chunks in the ground truth and the alignment. Then, in the case where the number of chunks were equal between ground truth and alignment, we deducted the percent nucleotides that differed between CIGARs. For example, if the ground truth was $100M$ and the alignment gave $95M$, the penalty would be 0.05.

To find the optimal set of parameters, we selected a parameter pair that not only scored very well, but also located in the parameter space where small perturbations in gap open and gap extension had little effect.

Simulation of Lineages for Algorithm Benchmarking

We simulated lineages using the following parameters:

1. The number of characters to consider, $C$
2. The number of states per character, $S$
3. The dropout per characters, $d_c \forall c \in C$
4. The depth of the tree (i.e. the number of binary cell division), $D$
5. The probability that a site can be mutated, $p$. This is a general probability of cutting
6. The rate at which to subsample the data at the end of the experiment, $M$

To simulate the tree, we begin by first generating the probability of each character mutating to a state, here represented as $p_c(0, s), \forall s \in S$. In order to do this, we fit a spline function to the inferred prior probabilities from the lineage tracing experiment. (refer to the section entitled “Determining Prior Probabilities of Indel Formation” for information on how we infer prior probabilities). We then draw $S$ values from this interpolated distribution. We then normalize these mutation rates to sum to $p$, therefore allowing in general a $p$ probability of mutating a character and $1 - p$ probability of remaining uncut. In the case of the “State Distribution” simulations (Additional file 1: Fig S13), we say that $p_c$ is distributed as:

$$p_c = \theta * Unif(0, 1) + (1 - \theta) * F'(x)$$

where $F'(x)$ is the interpolated empirical distribution and $\theta$ is the mixture component.

Then, we simulate $D$ cell divisions, where each cell division consists of allowing a mutation to take place at each character with probability $p$. In the case a mutation takes place, we choose a state to mutate to according to their respective probabilities. Importantly, once a character has been mutated in a cell, that character cannot mutate again.

At the end of the experiment, we sample $M$ percent of the cells resulting in $2^D * M$ cells in the final lineage.
We find that this method for simulating lineages (in particular the method for generating a set of priors on how likely a given state is to form) is able to closely recapitulate observed lineages (Additional file 1: Fig S6).

**Metrics for Comparing Simulations to Empirical Data**

We used three metrics of complexity to compare simulated clones to real clones:

- **Minimum Compatibility Distance**: For every pair of character, we define the Minimum Compatibility Distance as the minimum number of cells to be removed to obtain compatibility (Def. 26).

- **Number of Observable States per Cell**: The number of non-zero or non-missing values for each cell, across all characters (i.e. the amount of data that can be used for a reconstruction, per cell).

- **Number of Observable States per Character**: The number of non-zero or non-missing values across for each character, across all cells.

**Parallel Evolution Simulations for Greedy Benchmarking**

As shown above, our greedy approach should accurately reconstruct a lineage if a perfect phylogeny exists. In order to better quantify how much our greedy algorithm’s performance is affected by parallel mutations, we decided to simulate ”near perfect phylogenies”, whereby we first began by simulating a perfect phylogeny, and afterwards introduced double mutated characters.

Specifically, we begin by simulating perfect phylogenies with $40 - k$ characters. We then fix a depth, $d$, and sample a node from said depth. We choose two grandchildren randomly from this node (one from each child) and introduce the same mutation on each of the edges from each child to grandchild, thereby violating the perfect phylogeny. We repeat this process $k$ times. This thus creates an analysis, as presented in Additional file 1: Fig S5, whereby accuracy can be evaluated as a function of both depth of parallel evolution, $d$, and the number of events that occurred, $k$.

**Simulation of “Base Editor” Technologies**

We used the simulation framework described above to simulate base-editor technologies. To explore the trade off between the number of states and the number of characters, we simulated trees with 40, 50, 80, and 100 characters while maintaining the product of characters and states equal at 400 (thus we had trees of 10, 8, 5, and 4 states per character, respectively). The dropout per character was set to 10%, the mutation rate per character was set to 1.04% (a previously observed mutation rate [82]), and 400 cells were sampled from a tree of depth 10. For each character/state regime, we generated 10 trees for assessing
the consistency of results. We use a negative binomial model ($\sim NB(5, 0.5)$) as the editing outcome distribution (i.e. state distribution).

**Simulation of “Phased Recorder” Technologies**

To simulate the phased recorder, we used 5 different experiments varying mutation rates across 50 characters and 10 states per character. In each experiment, we chose a mutation rate for each character from one of 10 regimes, each differing in their relationship to the base mutation rate $p_0$. To systematically implement this, mutation rate for $\chi_i$ is described as such:

$$m_i = p_0 \times (1 + e_j \times \left\lfloor \frac{i}{5} \right\rfloor)$$

where $p_0 = 0.025$ and $e_j$ is a experiment scalar in $e = \{0, 0.05, 0.1, 0.25, 0.5\}$. This means that for characters 1 – 5, $m_i = p_0$, for characters 6 – 10, $m_i = e_j p_0$, for characters 11 – 15, $m_i = 2 e_j p_0$, etc. To summarize each experiment, we provide the ratio between the maximum and minimum mutation rates, which is by definition $1 + 10r_j$ (because we had 50 characters).

We compare two models of indel formation rates - the first being a negative binomial model ($\sim NB(5, 0.5)$), and the second being the spline distribution fit from empirical data.

We simulated 10 trees per regime and reconstructed trees with Cassiopeia with and without priors.

**3.2.22 Reconstructions of GESTALT Datasets**

We downloaded data corresponding to the original GESTALT study [129] and the more recent scGESTALT study from https://datadryad.org/resource/doi:10.5061/dryad.478t9 and GSE105010, respectively. We created character matrices for input into Cassiopeia by creating pivot tables relating each cell the observed indel observed at each one of the 10 tandem sites on the GESTALT recorder. We then reconstructed trees from these character matrices using one of five algorithms: Camin-Sokal (used in the original studies), Neighbor-Joining, Cassiopeia’s greedy method, Cassiopeia’s Steiner Tree method, and Cassiopeia’s hybrid method.

For each reconstruction, we record the parsimony of the tree, corresponding to the number of mutations that are inferred along the reconstructed tree. We display these findings in Figure 3.6a, where we have Z-normalized the parsimonies across the methods for each dataset to enable easier visualization of relative performances.

**3.2.23 Visualization of Trees**

To visualize trees we use the iTOL interface [38]. Colors in the heatmap denote a unique mutation, gray denotes an uncut site, and white denotes dropout.
3.2.24 Supplementary Figures

Figure 3.7: **Time complexity of lineage reconstruction approaches.** Time complexity, as measured in seconds, of each algorithm tested in this manuscript is compared using simulated datasets ranging from 100 cells to 10,000 cells. Default settings for the simulations were used (0.025 mutation rate, 40 characters, 10 states, and 0.18 median dropout rate). Cassiopeia was tested using default parameters of a maximum neighborhood size of 3000, time to converge of one hour, and a greedy cutoff of 200 cells. Cassiopeia was tested using 5 threads and 20 threads, illustrating the advantage of parallelizing the reconstruction algorithm. ILP, which was only run until 500 cells due to the infeasibility of running on larger datasets, was allowed 10000s to converge on a maximum neighborhood size of 20,000 (the default settings). Neighbor-Joining could not reconstruct a tree for 10,000 cells within 4 days when the reconstruction was terminated.
Figure 3.8: Evaluation of the stability of the maximum neighborhood size parameter. The maximum neighborhood size is a central parameter provided by the user when inferring the potential graph necessary as input to the Steiner-Tree solver (see methods). Here, we benchmark the stability of solutions with respect to several maximum neighborhood sizes using 10 trees with default parameters (40 characters, 40 states, 2.5% per-character mutation rate, depth of 11, and an average dropout rate of 17% per character). We quantify both the reconstruction accuracy with respect to the reconstructions found with the largest maximum neighborhood size (14,000 nodes) which displays a saturation at around 9,000 nodes. To provide intuition for the accuracy of the potential graph (represented as the maximum distance to the ‘latest common ancestor’ (LCA) which is dynamically solved for, given a maximum neighborhood size) we display the LCA allowed for each maximum neighborhood size parameter. In both figures, we display lines connecting the mean values; shaded regions are the standard deviation of the measurements across the 10 replicates.
Figure 3.9: **Observed Frequency of Mutations is Measure of True Mutation Count.** The true number of occurrences of a mutation is estimated well by the observed frequency at leaves. We use a Linear Least Squares Estimate to quantify the relationship between the expected number of times a mutation occurred given the observed frequency at the leaves (Eq. 1). Using various rates for character and indel mutation rates ($p$ and $q$, respectively) we show that this relationship is negative (i.e. greater observed frequencies tend to correspond to mutations that occurred few times near the top of the phylogeny) for a range of biologically-relevant values.
Figure 3.10: **Precision of Cassiopeia-Greedy First Split.** (a) The precision of greedy splits of 400 cells was measured with varying mutation rates and states per character, without dropout. For each pair of parameters (number of states and mutation rate), we measure precision as a function of the conditional probability of the selected (character, state) pair and the frequency of that mutation observed in the 400 cells. (The conditional probability for state $j$, $q(j)$ is defined as $Pr(X \rightarrow j | X \text{ mutates})$). Precision was defined as the proportion of true positives in the greedy split (see Methods). Each point indicates a replicate (100 per plot) and the heat represents the precision. (b) The density histogram (smoothed using a kernel density estimation procedure) of all first-split precision statistics from Cassiopeia-Greedy on default simulations (i.e. 40 characters, 40 states, 2.5% mutation rate, 11 generations, 400 cells, and 18% dropout rate). We measured a median precision of 0.99 across all default simulations.
Figure 3.11: Benchmarking of parallel evolution on the greedy heuristic. The greedy heuristic, inspired by algorithms to solve the case of perfect phylogeny (see methods), is impacted by two factors: (1) the number of parallel evolution events (i.e. the same mutation occurs more than once in the experiment) and (2) the depth from the root these mutations occur at. Here, each line represents a series of experiments increasing the number of 'double mutations' (i.e. the simplest case of parallel evolution where a mutation occurs exactly twice) where the 'latest common ancestor' (LCA) is a set depth from the root.
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Figure 3.12: Determination of mutation rates used in simulation. We use an interpolation of the empirical indel distribution as input for the conditional probability of a state arising given a mutation. (a) A comparison of the empirical and 'splined' indel distributions; a zoomed in version is provided for comparison at low probabilities. (b-c) A comparison of three metrics between an observed clone (clone 3) and a simulated clone using inferred parameters. We used the number of character, states, per-character mutation rate, and dropout probabilities inferred from the empirical data; the indel formation rates were calculated using a polynomial spline function. (b) measures the 'minimum compatibility distance' for all pair-wise character combinations (see methods). (c) compares the number of observable states per cell. (d) compares the number of observable states per character.
Figure 3.13: **Triplets Correct Statistic.** (a) Schematic for the Triplets Correct statistic, the combinatorial metric used to compare between trees. In this metric, we compare the relative orderings of three leaves between two trees (e.g. the “Ground Truth” and a reconstruction). There are four possible ways that a triplet could be ordered here, based on the relationship between each leaf and the Latest Common Ancestor (LCA) of the triplet. The statistic tallies the number of correct triplets and reports this value weighted by the depth of the LCA from the root. Importantly, this statistic is designed to avoid concerns of inappropriately weighting early splits as these might dominate the statistic. Specifically, the triplets are stratified in accordance to the depth of the LCA and the triplets correct is reported as an average across all LCA depths. This way, LCAs near the root will not dominate the score. (b) A comparison between the triplets correct statistic and the phylogenetic distance correlation (defined as the correlation of node-node distances between a simulated and reconstructed tree; see Methods) where we observe a Pearson correlation of 0.96.
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Figure 3.14: **Unthresholded Triplets Correct.** The Triplets Correct statistic reported for synthetic benchmarks presented in Figure 2 without removing triplets whose LCA-depth was sampled deeply enough (by default, a given triplet at depth $D$ is only considered if a sufficient number of triplets at depth $D$ is observed). Here, the effective threshold is 0.
Figure 3.15: **Parsimony of reconstructed trees of 400 cell simulated datasets.** Parsimony scores (or number of evolutionary events) for each reconstructed network presented in Figure 2 were calculated and compared across phylogeny reconstruction methods. Results are presented for the number of characters, the mutation rate, tree depth, number of states and dropout rate for all five algorithms used in this study. Standard error is represented by shaded area.
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Figure 3.16: Benchmarking of lineage tracing algorithms on 1000 cell synthetic datasets. Phylogeny reconstruction algorithms were benchmarked on simulated trees consisting of 1,000 cells. The number of characters, character-wise mutation rate, length of experiment or tree depth, number of states, and dropout rate were tested. Due to scalability issues, only greedy, hybrid, and neighbor-joining were tested. Standard error is represented by shaded area.
Figure 3.17: **Benchmarking of greedy and hybrid algorithms on large experiments.** Triplets correct is used to measure the accuracy of reconstructions using both hybrid and greedy algorithms on large trees (up to 50,000 cells). Of note, hybrid and greedy have comparable results on larger trees, which remain accurate even in these massive regimes. In addition, the knowledge of prior probabilities of particular states confers a large increase in accuracy.
Figure 3.18: **Bootstrapping analysis of Cassiopeia and Neighbor-Joining with the Transfer Bootstrap Expectation statistic.** Bootstrap analysis of robustness for Cassiopeia-Greedy (a), -ILP (b), and Neighbor-Joining (c). 100 bootstrap samples (B = 100) were taken for 10 simulated trees (N = 10) by sampling characters with replacement and each matrix was used for reconstruction by each of the tree algorithms. The Booster software [61] was used to assess robustness of each clade in the original reconstruction, as measured with the Transfer Bootstrap Expectation (TBE) statistic. The distribution of TBE’s is shown for each algorithm as a function of the size of the clade (i.e. a clade with two leaves underneath it will be of size 2.
Figure 3.19: **Reconstruction accuracy under over-dispersed state distributions.** The effect of the indel distribution (i.e. the relative propensity for a given indel outcome) was explored in various regimes using a mixture model. Here, the mixture model consisted of mixing the inferred indel distribution with a uniform distribution between 0 and 1 with some probability $\theta$ (i.e. when $\theta = 1.0$, the indel distribution was uniform). In all simulations, we used default parameters for the simulated trees unless stated otherwise (40 characters, 40 states, depth of 11, median dropout rate of 17%, and a character mutation rate of 2.5%).

(a) displays the results of all five algorithms over 400 samples. (b) displays results for simulations over 1000 samples for hybrid, greedy, and neighbor-joining methods. (c) Simulations for 400 samples using 10 states rather than 40 states per character. Dashed lines represent reconstructions performed with priors. (d) Simulations over 400 samples and 40 states, comparing results with and without priors. Dashed lines represent reconstructions performed with priors.
Figure 3.20: **Observed Proportion of Parallel Evolution in Simulations.** Inferred proportion of parallel evolution, as defined by the proportion of mutations that are observed more than once in a given tree, for the simulations presented in Figure 2 and Fig S10.
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Figure 3.21: Determination of the indel prior transformation function. The effect of incorporating the prior probabilities of mutation events into the greedy algorithm is explored using synthetic datasets. The exact mutation probabilities used for simulations are used during reconstruction (i.e. the mutations drawn during simulation). Five possible transformations $f(n_{i,j})$, representing an approximation of the future penalty of not choosing this mutation (see methods) were tested for incorporation with the priors. The transformations were: (i) Identity ($f(n_{i,j}) = n_{i,j}$), (ii) Log2 ($f(n_{i,j}) = \log_2(n_{i,j})$), (iii) None ($f(n_{i,j}) = 1$), (iv) Lower Bound ($f(n_{i,j}) = \min(n_{i,j}, \frac{N}{20})$), and (v) $\frac{3}{4}$ root ($f(n_{i,j}) = (n_{i,j})^{\frac{3}{4}}$). $n_{i,j}$ denotes the number of cells which report the mutation $j$ in character $i$ and $N$ is the total number of samples. To test these transformations, we evaluated the resulting tree accuracy via Triplets Correct. Standard error is represented by shaded area.
Figure 3.22: Incorporation of priors into Cassiopeia. A comparison of tree accuracy when using priors for both the greedy-only method and Cassiopeia. We compared performance as we varied the number of characters per cell, the mutation rate per character, the length of the experiment, the number of states per character, and the amount of missing data. Standard error is represented by shaded area.
Figure 3.23: Quality control metrics for the target site sequencing library processing pipeline. (a-d) present quality control metrics after the processing pipeline. (a) Cells are ranked by the number of UMIs they contain, showing a median of 76; (b) The number of reads per UMI after UMI error correction and collapsing, showing a median of 137; (c) The number of UMIs per integration barcode (intBC), showing a median of 7; (d) is the concordance between reads per cellBC and UMIs per cellBC, showing a pearson correlation of 0.96
Figure 3.24: Processing Pipeline for the in vitro dataset. (a) shows a more in-depth flowchart of the Cassiopeia processing pipeline taking as input the raw FASTQs from a sequencing run and converting the observed reads into final trees. Cellranger “count” is used to map reads to dummy transcriptome (junk sequence that nothing will align to), filter cells, and read off the 10x cell barcodes and UMIs. The resulting BAM file is then passed through a series of cell filtering, UMI error correction, and allele mapping before becoming the final allele table that can be converted to character matrices for clone reconstruction. See methods for more detailed information for each step. (b-d) present additional summary statistics for the final allele table. (b) displays the number of cells per clone; (c) shows the median number of intBCs observed in each clone; (d) shows the distribution of the number of intBCs observed in each cell (red points are references to indicate the number of intBCs used to reconstruct the particular clone).
Figure 3.25: Identification of doublets using intBCs. IntBCs are used to identify doublets. (a-b) report the ability to identify doublets arising from the same clone, referred to as “intra”-doublets; (c-d) report the ability to identify doublets arising from different clones, referred to as “inter”-doublets. Doublets were simulated using the final allele table and 200 “intra”- and “inter”-doublets were created in each of 20 replicates. Precision-recall curves for intra- and inter-doublet detection methods are presented in (a) and (b), respectively. (c) and (d) present the F-measure (defined as the weighted harmonic mean between precision and recall) of detection methods for intra- and inter-doublets, respectively. Red-dashed lines denote the optimal decision rule for doublet detection. Standard error is represented by shaded area.
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Figure 3.26: Estimation of Prior Probabilities for Tree Reconstruction. Prior probabilities to be used during tree reconstruction can be determined from both a bulk assay and independent clonal populations. Prior probabilities of mutations were determined by calculating the proportion of unique intBCs that report a particular indel (see methods). The bulk assay consisted of several independent clones with non-overlapping intBCs grown over the course of 28 days. (a-c) report the correlation of indel formation probabilities between various time points in the bulk experiment. A strong correlation is observed between all time points: 7 and 14 (a), 14 and 28 (b) and 7 and 28 (c). Indel formation probabilities can also be calculated using the intBCs from each clone as independent measurements. Using this method, (d) reports the correlation between this lineage-group specific probability calculation and the last time point of the bulk assay.
Figure 3.27: Evaluation of algorithms on in vitro lineage tracing clones, First Split. Trees were reconstructed for the remaining clones in the in vitro dataset that consisted of more than 500 unique cell states. LG2, LG4, LG6, and LG8 passed this threshold and were reconstructed with Cassiopeia (with and without priors), greedy-only (with and without priors) and Neighbor-Joining. The statistics provided were taken with respect to the first split ID (see methods). For both Cassiopeia with and without priors, we used a cutoff of 200 cells and each instance of the ILP was allowed 5000s to converge on a maximum neighborhood size of 6000. For example, for Clone 5 it is difficult to pinpoint a single reason for the observed variability other than the fact it has a very small proportion of unique cells, namely that every leaf represents multiple cells (which can come from different plates), thus potentially making the performance criteria less robust.
Figure 3.28: Evaluation of algorithms on in vitro lineage tracing clones, Second Split. Trees were reconstructed for the remaining clones in the in vitro dataset that consisted of more than 500 unique cell states. LG2, LG4, LG6, and LG8 passed this threshold and were reconstructed with Cassiopeia (with and without priors), greedy-only (with and without priors) and Neighbor-Joining. The statistics provided were taken with respect to the second split ID (see methods). For both Cassiopeia with and without priors, we used a cutoff of 200 cells and each instance of the ILP was allowed 5000s to converge on a maximum neighborhood size of 6000.
Figure 3.29: Exhaustion of Target Sites across Clones. Target site exhaustion for each clone, as measured by the proportion of sites observed as edited after the experiment. (a) presents the percentage of mutated cells across all cut sites per clone. (b) details the distribution of mutated cells per cut site in each clone.
Figure 3.30: **Vignette of Inferential Mistakes for Clone 3.** An example from the reconstruction of Clone 3 with Cassiopeia-Hybrid where a cell has been misplaced in the tree due to several factors. In this case, it is clear that the cell was placed where it is due to an instance of parallel evolution of the state in character 43 (as annotated in the figure). Because the cell contained this state, it was grouped with cells of a different plate also containing this mutation. Furthermore, the cell contains few distinguishing mutations thus making it difficult to infer the true value of the missing values located in characters 37-39.
Figure 3.31: Parsimony scores from reconstructions of the GESTALT datasets. (a) Raw and (b) normalized parsimony scores for the parsimony scores from the GESTALT datasets. Camin-Sokal, Neighbor-Joining, Cassipeia-Greedy, -Hybrid, and -ILP were run on datasets from Raj et al [6] and McKenna et al [3]. Raw parsimony scores are calculated as the number mutations present in a phylogeny (summing over the mutations along every edge of the tree). The normalized scores correspond to z-scores for each dataset.
**Figure 3.32: “Phased Recorder” leverages variability across target sites.** (a) Design concept of the “Phased Recorder.” (a) We simulated a “phased” editor, where each character is mutated at variable rates. (b-c) We varied the amount each character could vary across 5 different experiments and simulated using two different indel formation rate models. Each cell had 50 characters with 10 states per character and a mean dropout of 10%. The amount of mutation variability is described with the ratio between the maximum and minimum mutation rates ($\frac{\mu_{\text{max}}}{\mu_{\text{min}}}$). Standard error is represented by shaded area. (b) Model 1 consists of drawing indels from a negative binomial distribution $\text{NB}(5, 0.5)$ where there are few “rare” indels. (c) Model 2 consists of drawing indels from the splined distribution of the empirical dataset’s indel formation rates, as used in other synthetic benchmarks.
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3.3.2 Abstract

CRISPR-Cas9 lineage tracing technologies have emerged as a powerful tool for investigating development in single-cell contexts, but exact reconstruction of the underlying clonal relationships in experiment is plagued by data-related complications. These complications are functions of the experimental parameters in these systems, such as the Cas9 cutting rate, the diversity of indel outcomes, and the rate of missing data. In this paper, we develop two theoretically grounded algorithms for reconstruction of the underlying phylogenetic tree, as well as asymptotic bounds for the number of recording sites necessary for exact recapitulation of the ground truth phylogeny at high probability. In doing so, we explore the relationship between the problem difficulty and the experimental parameters, with implications for experimental design. Lastly, we provide simulations validating these bounds and showing the empirical performance of these algorithms. Overall, this work provides a first theoretical analysis of phylogenetic reconstruction in the CRISPR-Cas9 lineage tracing technology.

3.3.3 Introduction

Phylogenetic trees are routinely constructed to describe the developmental relationships within sets of extant taxa such as different organisms, proteins, or single cells. A landmark early example of using phylogenetics to describe cellular relationships was that of Sulston and colleagues reporting the development of C. elegans as deduced from meticulous visual observation [44, 170]. Recent progress in CRISPR-Cas9 based lineage tracing technologies now enables the inference of cellular lineage relationships in more complex organisms where visual observation is not possible. This is owing CRISPR-Cas9’s ability to generate heritable, irreversible, and information-rich mutation events that can be read through single-cell assays (such as RNA-seq) and subsequently used to infer the underlying phylogeny [130,146,147]
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Typically, these technologies start by engineering a single progenitor cell with artificial transcribed recording sites that accumulate stable insertions or deletions (“indels”) as a result of repair of Cas9 double-stranded breaks. These indel mutations are subsequently inherited by future descendants, and the accumulation of these mutations is used to infer the clonal relationships between the observed cells, stratifying them into clades of increasing resolution. Thus far, studies have paired these technologies with single-cell transcriptomic profiling [108] to study questions in development (e.g., inferring lineage relationships between cellular compartments) [4, 165, 147, 146, 27] and cancer progression (e.g., inferring rates and routes of metastases) [145].

Despite the many advantages of CRISPR-Cas9 lineage tracing systems, an outstanding goal is to develop methods to accurately infer the underlying developmental process and to determine under what experimental conditions the problem is tractable. Exact reconstruction of the ground truth phylogenetic tree, defined here as having a reconstructed tree that exactly matches that of the ground truth clonal relationships, is plagued by various data-related complications (Fig.1). First, convergent evolution (or homoplasy) events can occur whereby the cells might appear to be incorrectly related to each other because the same indel occurs in unrelated clades. [128, 179, 98]. Second, substantial missing data is observed in these experiments in which the information at recording sites is lost due to partial RNA capture, recording site resection, or transcriptional silencing [98, 199, 155, 146, 147]. Finally, a mis-tuned “Cas9 editing rate” - the rate at which Cas9 induces heritable mutations used for lineage tracing - can lead to scenarios where there is a lack of mutation information sufficient for discerning relationships between cells. If the editing rate is too low, then “mutation-less edges” will occur in which a cell divides before it acquires a mutation, generating a irresolvable polytomy on the underlying phylogeny. If the editing rate is too high, then “mutation saturation” occurs in which the recording sites all acquire mutations before cell division ceases, making differentiation of the bottom of the phylogeny impossible [155]. As these complications are functions of parameters of the CRISPR-Cas9 lineage tracing system, a question of experimental design arises. Specifically, which configurations of the many experimental parameters involved in the CRISPR-Cas9 lineage tracing technology can alleviate these complications and make the problem of exact reconstruction more feasible? Our goal in this study is to address this question and identify configurations that are sufficient to theoretically guarantee exact reconstruction while also providing the accompanying phylogeny inference algorithms.

While there is extensive work establishing theoretical guarantees for exact reconstruction in other (arguably simpler) phylogenetic models, these models do not capture the specific features of CRISPR-Cas9 lineage tracing. One such example is the Cavender-Farris-Neyman (CFN) 2-state model (a.k.a. binary Jukes-Cantor). In this setting, for $n$ taxa, algorithms have been developed to exactly reconstruct subtrees with the number of characters $k = O\left(\frac{\log(n)}{\ell^2}\right)$ [72, 137, 41] if the length (duration) of every edge is greater than some value $\ell$, and complete reconstruction is possible if the length of each edge is also upper-
bounded by \( \frac{\log(2)}{4} \). Unfortunately, the CFN model cannot be readily applied to data of this type as it differs from the CRISPR-Cas9 settings in several critical ways: there are only two states (mutated, non-mutated) as opposed to the arbitrary state space of indels caused by Cas9 repair, reversibility of mutations is allowed as opposed to the irreversible mutations of Cas9, and there is no missing data. This motivates the development of theoretical bounds for the CRISPR-Cas9 lineage tracing model in particular.

Despite this need, to our knowledge there has yet to be any work directly exploring guarantees for exact reconstruction in the general CRISPR-Cas9 lineage tracing model. There do exist a few regimes where theoretical guarantees exist (e.g., under perfect phylogeny where every mutation occurs exactly once \([74, 98]\)), but these regimes rarely exist in experimental settings. When these conditions are not met, other methods rely on criteria defined over the reconstructed phylogeny to guide reconstruction. Maximum-likelihood \([55, 199]\), parsimony-based \([21, 129, 98, 165]\) and distance-based \([154, 164]\) methods optimize over likelihood, the minimum number of mutations, and variations of the ME (minimal evolution) criterion respectively \([63, 138]\). Unfortunately, optimizing these criteria does not necessarily correspond to reconstructing the correct tree. While there have been results regarding exact reconstruction for Neighbor-Joining in particular given certain error bounds between the true and observed distance metric \([136, 12]\), there has yet to be work characterizing how and when mutation-based distances meet these criteria. Additionally, while existing studies have used simulations to provide insight into the relationship between reconstruction accuracy and experimental parameters \([155, 98, 69]\), there has been limited theoretical exploration into CRISPR-Cas9 lineage tracing experimental design and how to optimize parameters in order to achieve accurate reconstruction.

In this paper, we derive such bounds for the CRISPR-Cas9 lineage tracing model. We develop two algorithms with theoretical guarantees for exact reconstruction of the underlying phylogenetic tree of a group of cells, showing that exact reconstruction can indeed be achieved with high probability given sufficient information capacity in the experimental parameters. In particular, we begin with an algorithm for a lower bounded edge constraint model whereby we prove that, in the absence of missing data, high probability of exact reconstruction can be achieved in polynomial time with \( O\left(\frac{\log(n)}{\ell}\right) \) characters, matching the CFN 2-state model. The lower bound assumption translates to a reasonable assumption over the minimal time until cell division \([168]\). We further extend this algorithm and bound to account for missing data, showing that the same bounds still hold assuming a constant probability of missing data. We then consider the case of imposing an additional upper bound on edge lengths in our tree, to which we apply a bottom up approach that decreases the asymptotic number of characters required to \( O\left(\frac{\log(n)}{\ell}\right) \) characters, improving on previous bounds. The upper bound corresponds to an assumption on the maximum time until cell division, which can be evaluated in lineage-traced populations, as they by definition should not be post-mitotic. Using these asymptotic bounds we characterize the dependence between the necessary number of characters and other experimental parameters, such as the mutation
### Parameters of Interest

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>Number of characters</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of leaves in the tree, i.e., number of observable samples</td>
</tr>
<tr>
<td>$\ell$</td>
<td>The minimum edge length on the ground truth phylogeny, normalized to the height of the tree</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Rate at which each character mutates. Corresponds to rate at which recording sites are cut by Cas9</td>
</tr>
<tr>
<td>$q$</td>
<td>Probability of collision for independent mutation events</td>
</tr>
<tr>
<td>$p_d$</td>
<td>The probability that the state at a given character/leaf pair is indeterminable because of missing data</td>
</tr>
<tr>
<td>$d^*$</td>
<td>Depth such that any triplet rooted above $d^*$ that is well separated enough can be recovered with high probability. Normalized to the height of the tree</td>
</tr>
<tr>
<td>$\delta(d)$</td>
<td>When all other parameters are fixed, $\delta(d)$ is a function that is proportional to the expected difference between ingroup-ingroup similarity and ingroup-outgroup similarity for triplet at depth $d$. It is the primary function used for the triplets oracle for making decision</td>
</tr>
</tbody>
</table>

**Table 3.1: A summary of key model variables**

rate (controlled by guide affinity [27]), thus offering insight into how experimental design may be improved as the field develops. Lastly, we validate these relationships between $k$ and the experimental parameters via a large set of simulations and present empirical bounds on the $k$ required for exact reconstruction.

Taken together, our results provide a first theoretical analysis into the feasibility of phylogeny inference in the single-cell CRISPR-Cas9 based setting. As this field continues to grow and generate excitement as exemplified by the recent Allen Institute Dream Challenge [69], we anticipate that this work will inform the emerging dependencies between the experimental parameters and will serve to guide future studies both in terms of technology development (which parameters should be optimized) and tailoring the CRISPR-Cas9 lineage tracing system for specific case studies (e.g., dependent on the expected number of cell generations in the entire process). The algorithms and simulation engine presented here are available as an open source software in [https://github.com/YosefLab/Cassiopeia](https://github.com/YosefLab/Cassiopeia).

### Problem Setup and Model Assumptions

In order to tackle the problems of guarantees on exact reconstruction and optimizing experimental design, it is helpful to consider a more abstract theoretical model. We begin with a single-cell with $k$ unmutated characters, corresponding to $k$ unedited recording sites
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Figure 3.33: **General Problem Setup.** In particular, we note that $a$ and $b$ are the ingroup, whereas $c$ is the outgroup. In addition, we point out some of the key variables used throughout this manuscript: $d^*$, $k$, $n$, $q$, $\lambda$, $\ell$.

at which CRISPR-Cas9 can induce mutations. This cell then undergoes cell division. Over time, characters may mutate from their unedited states at instantaneous rate $\lambda$ according to an exponential distribution. While previous models have assumed a per-generation mutation rate $[98, 169, 199]$, in our model, mutations occur independently from cell division. We believe this is a more accurate representation of current experimental regimes.

When a mutation occurs, the respective character adopts a state (corresponding to an indel) according to some probability distribution over the space of possible indels. We assume that once a character mutates, it can never change its state again and that this mutation will be inherited by all descendants of this cell. This irreversibility assumption is derived from the fact that after an indel is introduced at a recording site by Cas9, the guide RNA no longer has affinity at that site preventing future edits $[155, 87]$. After a set period of time has elapsed, a subset of the contemporary cells (leaves of the tree) are collected for sequencing. We denote the size of this set by $n$.

Finally, some proportion with expectation $p_d$ of each cell’s characters will have their states rendered indeterminable. This missing data may be due to low capture at the sequencing step and affect only one cell, or through resection (excision) or transcriptional silencing events which are inherited throughout the cell division process and persist in all descendant cells $[98, 155, 146, 55, 147]$. We refer to the former as stochastic missing data and the latter
as heritable missing data.

Given the set of samples collected at the end of the experiment, the goal is to construct the phylogenetic tree that relates the observed cells to one another, based on their character/state information. Note that even though we collect a subset of the cells, the underlying “ground truth” phylogeny is still a binary tree. Formally, this problem can therefore be viewed as a character-based inference of a rooted phylogeny where the tree is binary, the root is unmutated, the mutations are irreversible, and some mutation data may be missing. In addition to offering algorithms to the problem, our goal is to shed light on the relationship between the various experimental parameters $k, q, n, \lambda$, and $p_d$ (summarized in Table 3.1), finding the regimes in which exact lineage reconstruction is tractable. We next explore the generative model in more detail.

**Generative Process**

Let $T$ be a binary tree representing the ground truth phylogeny in a CRISPR-Cas9 lineage tracing experiment. Let $S$ be the set of leaves in $T$, with each leaf representing a single cell in our input. Each edge $(u, v)$ of $T$ has a length, $l(u, v)$, representing the duration of time between the two respective cell division events. Furthermore, we define the distance $\text{dist}(u, v)$ between two vertices $u, v$ as the sum of the lengths of the edges in the path between $u$ and $v$. In addition, we denote the root node by $r$ and say that a vertex $u$ is at depth $d$ if $\text{dist}(r, u) = d$. Finally we assume that the distance between the root and any leaf is equal to 1 (normalizing arbitrary time units), as all leaves are sampled at one time point, making the tree an ultrametric.

Each node in the tree has $k$ independently evolving characters, each of which can take on states in \{0, 1, ...m\}. Each character starts in an unedited state (0) at the root. Once a cell acquires a mutation at a certain character, this mutation is inherited by all descendants of that cell, and mutations cannot occur at that character in these descendants (irreversibility). For each character, the time it takes for a mutation to occur on a path in the tree is exponentially distributed with rate $\lambda$, and is independent of cell division events. That is, if $r = 0^k$ is the root then the probability that a mutation occurs along the path from $r$ to some downstream descendant vertex $u$ for any particular character is

$$\int_0^{\text{dist}(r, u)} \lambda e^{-\lambda t} dt = 1 - e^{-\lambda \text{dist}(r, u)}$$

We assume that each character mutates independently of all other characters. Once a character mutates, it takes on state $j \in \{1, ...m\}$ with probability $q_j$. Let $q = \sum_{j=1}^{m} q_j$ be the probability that two independent mutations at the same character index arrive at the same state. At the end of the experiment, each character in the leaves has a $p_d$ probability of becoming indeterminable and adopting the “missing” state. Finally, another measure of
similarity between nodes, which we will use throughout, is derived from their mutation profiles. Here, we define by \( s(u, v) \) the number of mutations shared by nodes (cells) \( u \) and \( v \). The definitions of the primary variables used in our analysis are summarized in Table 3.1 and Figure 3.33.

**Additional Definitions**

For a triplet of nodes \( a, b, c \in \mathcal{T} \), we use the notation of \( (a, b|c) \) to denote that \( c \) is the “outgroup”, namely that \( LCA(a, b) \) is a descendent of \( LCA(a, b, c) \), where \( LCA \) gives the lowest common ancestor in \( \mathcal{T} \). This leads us naturally to the concept of a triplets oracle.

**Definition 27** (Triplets Oracle). We say that a function \( O : S^3 \to S \) is a triplets oracle if for every leaf triplet \( (a, b|c) \in S \), \( O(a, b, c) = c \).

It is known that \( \mathcal{T} \) can be reconstructed exactly in \( O(n \log n) \) time given a triplets oracle. Typically, it is unreasonable to expect to have exact triplet oracles in practical applications, so instead we define a relaxed version of this oracle.

**Definition 28** ((\( \ell^*, d^* \))−accurate partial oracle). We say that \( O \) is an \( (\ell^*, d^*) \)−accurate partial oracle, if for every triplet \( (a, b|c) \) such that \( \text{depth}(LCA(a, b, c)) \leq d^* \), then \( O(a, b, c) \) returns either \( c \) or Null. In addition, if it also follows that \( \text{dist}(LCA(a, b), LCA(a, b, c)) \geq \ell^* \), then the oracle is guaranteed to return the correct answer, i.e. \( O(a, b, c) = c \).

In other words, the partial oracle does not return the wrong answer for triplets whose LCA is close to the root (max depth \( d^* \)). If in addition the triplet is separated by a distance of at least \( \ell^* \) it is guaranteed to return the correct outgroup. In the remaining cases (e.g., triplets with an LCA far from the root, which are thus more difficult to resolve), the partial oracle can be wrong.

Throughout the paper, we will use the first order approximation \( 1 - e^{-x} \approx x \) when suitable. We will also be using the following versions of Hoeffding’s inequality:

If \( Y \sim Bin(n, p) \), and \( \mu = np = E(Y) \), then we have:

\[
Pr[Y \geq (1 + \beta)\mu] \leq \exp\left(-\frac{\beta^2\mu}{2(1 + \beta)}\right) \text{ for } \beta > 0
\]

\[
Pr[Y \leq (1 - \beta)\mu] \leq \exp\left(-\frac{\beta^2\mu}{2}\right) \text{ for } \beta \in (0, 1)
\]
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3.3.4 Results

In the first section of this paper we show that in an experiment where each sample has sufficiently high number of characters and states (where the required number of characters and states depends on $\lambda$, $q$, $\ell$, $d^*$ and $p_d$), that it is possible to construct $(\ell, d^*)$-partial oracles with high probability. Given these partial oracles, we have top-down algorithms that can exactly reconstruct $T$ up to depth $d^*$, either with or without missing data. In particular, note that if $d^* = 1$ and $\ell$ is at most the minimum edge length, then an $(\ell, d^*)$-partial oracle is a triplets oracle, which leads to an exact reconstruction of $T$ in $O(n \log n)$ time. In this paper, we study guarantees in full and partial exact reconstruction of the ground truth tree. We will give the guarantees about full reconstruction as corollaries of our main theorems as follows:

**Corollary 1.** Given a ground truth tree, $T$, of height normalized to 1 under the lineage tracing model with $k$ characters, $n$ samples, minimum edge length $\ell$, and constant mutation rate and state space, there exists a polynomial time algorithm to reconstruct $T$ with high probability when $k = O\left(\frac{\log n}{\ell^2}\right)$.

Accounting for the possibility of missing data (incomplete information on the mutation profile of each cells in our study), we get:

**Corollary 2.** Under the same conditions above, assume that information of the state of any given character in a given cell can be masked with probability $p_d$ independently for each character. In that case, there exists polynomial time algorithms to reconstruct $T$ with high probability when $k = O\left(\frac{\log n}{\ell^2(1-p_d)}\right)$.

As another extension, we consider a less constrained case with no lower bound on edge length. We show that in that case we can still get partial recovery as follows:

**Corollary 3.** Under the same conditions as in corollary 1 and with no lower bound on edge length $\ell$, there exists a polynomial time algorithm that with high probability will return a tree which correctly resolves all triplets, $(a, b|c)$ such that $\text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b)) \geq \ell^*$ when $k = O\left(\frac{\log n}{\ell^2}\right)$.

Finally, we consider a more constrained case, where edge lengths are both upper- and lower-bounded. We demonstrate that it is possible to achieve a stronger lower bound on the number of characters required via a bottom-up algorithm. This part is based on an alternative strategy, in which we conduct a bottom up tree reconstruction without using an oracle. This alternative approach gives the following theoretical guarantee:

**Corollary 4.** If we assume that edge lengths are between $\ell$ and $O(\sqrt{\ell})$ then for a sufficiently low mutation rate, there exists polynomial time algorithms to reconstruct $T$ with high probability when $k = O\left(\frac{\log n}{\ell}\right)$. 
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Partial Reconstruction of Phylogenies with Top-down Oracle-based Algorithms

For a triplet \(a, b, c\), suppose WLOG that \(s(a, b) \geq s(b, c) \geq s(a, c)\). Our goal is to define a sufficiently high threshold \(t\) such that \(s(a, b) - \max(s(b, c), s(a, c)) > t\) then with high probability, \(c\) is the outgroup. Since leaf node similarities can be readily computed from our input, this will help define a triplets oracle.

First, consider the case in which there is no missing data and all character states are determinable at the end of the experiment. Let \((a, b, c)\) be a triplet where

\[
dist(LCA(a, b), LCA(a, b, c)) \geq \ell^* \quad \text{and} \quad \text{depth}(LCA(a, b, c)) = d \leq d^*
\]

Given our assumptions on the mutation process, the similarities \(s(a, c)\) and \(s(b, c)\) have the same distribution, since \(c\) is the outgroup. Thus, we will focus on analyzing the quantity \(E[s(a, b) - s(b, c)]\) WLOG. Let \(w(u, v)\) be the number of mutations shared by \(u\) and \(v\) that occurred after the point when the three lineages diverged from \(LCA(u, v, w)\). Then we have that \(s(a, b) - s(b, c) = s_c(a, b) - s_b(b, c)\) since any mutation that occurred before \(LCA(a, b, c)\) is inherited by all three nodes and will contribute equally to \(s(a, b)\) and \(s(b, c)\). The number of mutations shared by \(a\) and \(b\) after their divergence is distributed according to \(\text{Binomial}(k, p)\) where \(p\), the probability of a given character having the same mutation in \(a\) and \(b\), is

\[
g \geq e^{-\lambda d}((1 - e^{-\lambda \ell^*}) + e^{-\lambda \ell^*}(1 - e^{-\lambda(1 - \ell^* - d)})^2 q)
\]

where \(e^{-\lambda d}\) is the probability that the mutation did not occur before \(LCA(a, b, c)\). The left term inside the parentheses is the probability that the mutation occurred on the path from \(LCA(a, b, c)\) to \(LCA(a, b)\). The right term is the probability that the shared mutation came from two independent events that happened downstream of \(LCA(a, b)\) (i.e., homoplaspy).

Considering there are \(k\) characters, we then have:

\[
E[s_c(a, b)] \geq k e^{-\lambda d}((1 - e^{-\lambda \ell^*}) + e^{-\lambda \ell^*}(1 - e^{-\lambda(1 - \ell^* - d)})^2 q)
\]

A similar computation shows that:

\[
E[s_b(b, c)] = k e^{-\lambda d}(1 - e^{-\lambda(1 - d)})^2 q
\]

Thus, we have that:

\[
E[s(a, b) - s(b, c)] \geq k e^{-\lambda d}(1 - e^{-\lambda \ell^*} + q e^{-\lambda \ell^*}(1 - 2e^{-\lambda(1 - \ell^* - d)} + e^{-2\lambda(1 - \ell^* - d)})
\]

\[
- q(1 - 2e^{-\lambda(1 - d)} + e^{-2\lambda(1 - d)})
\]

\[
= k e^{-\lambda d}(1 - e^{-\lambda \ell^*} + q(e^{-\lambda \ell^*} - 1 + e^{-2\lambda(1 - d)} + \lambda \ell^* - e^{-2\lambda(1 - d)}))
\]

\[
= k e^{-\lambda d}((1 - e^{-\lambda \ell^*})(1 - q) + q e^{-2\lambda(1 - d)} (e^{\lambda \ell^*} - 1))
\]

\[
\geq k e^{-\lambda d}((1 - e^{-\lambda \ell^*})(1 - q) + q e^{-2\lambda(1 - d)} \lambda \ell^*)
\]

\[
\approx k (e^{-\lambda d} \lambda \ell^*(1 - q) + q e^{-\lambda(2 - d)} \lambda \ell^*)
\]

\[
= k \lambda \ell^*(e^{-\lambda d}(1 - q) + q e^{-\lambda(2 - d)})
\]
Let $\delta(d) = e^{-\lambda d}(1 - q) + qe^{-\lambda(2 - d)}$. We then have that for any triplet $(a, b|c)$, where $\text{depth}(\text{LCA}(a, b, c)) = d$ and $\text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b)) \geq \ell^*$:

$$E[s(a, b) - s(b, c)] \geq k\lambda\ell^*\delta(d)$$

**Defining a $(\ell^*, d^*)$-Oracle** We are now ready to define the decision rule that will be used by the partial oracle. Let $d^* \in [0, 1]$ be an arbitrary depth to which we expect the oracle to be correct, and let $\delta^* = \min_{x \in [0, d^*]} \delta(x)$. Notably, the $\delta^*$ function has a closed form that depends on $\lambda, q$, and $d^*$ (see supplemental). For a particular triplet $a, b, c$, the oracle proceeds as follows:

i) Set a threshold $t = \frac{1}{2} k\lambda\ell^*\delta^*$.

ii) If there exists a pair $a, b$ out of the triplet, such that $s(a, b) - \max(s(a, c), s(b, c)) > t$,
then return $c$ as the outgroup. Otherwise return $\text{Null}$.

In the following we will prove that for a sufficiently large $k$, the function defined above is a $(\ell^*, d^*)$-Oracle. In particular, let $(a, b|c)$ be any triplet where $\text{LCA}(a, b, c)$ is at depth $d < d^*$. We will prove that the following two conditions hold with high probability:

i) If $\text{dist}(\text{LCA}(a, b), \text{LCA}(a, b, c)) \geq \ell^*$, then $s(a, b) - \max(s(b, c), s(a, c)) > t$

ii) In all cases, $\min(s(b, c), s(a, c)) - s(a, b) < t$.

To see that conditions i) and ii) imply correctness of the $(\ell^*, d^*)$-Oracle, note that the second condition guarantees that it is unlikely that the oracle will return the wrong answer when called on a triplet rooted at depth at most $d^*$. It will therefore return either the correct outgroup or $\text{Null}$. The first condition guarantees that if the triplet is also separated by a path of length at least $\ell^*$, then the outgroup will be correctly returned.

Figure 3.36 in supplemental provides an empirical visualization of the $(\ell^*, d^*)$-Oracle using simulations. The simulations mimic the CRISPR-Cas9 lineage tracing system, and are also described in supplemental.

Before computing the $k$ necessary to make conditions i) and ii) hold, we first state the following lemma which allow us to derive a worst case bound on the probability of triplets failing to satisfy condition i).

**Lemma 10.** (proof in supplemental): Let $(a, b|c)$ be a triplet with $\alpha = \text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b))$. $P[s(a, b) - s(b, c) \geq t]$ is increasing with $\alpha$.

Now we can compute the $k$ that ensures that both conditions i) and ii) are satisfied with high probability.
Lemma 11. (proof in supplemental): Condition i) holds with probability at least $1 - \zeta$ if we have the following guarantees on the parameters $q, \lambda, \ell^*, d^*$ and $k$:

$$k \geq \frac{(96\log n + 32\log 1/\zeta)(\ell^* + (1 - e^{-\lambda})q)}{\lambda \ell^* \delta^*(1 - q + qe^{-2\lambda})}$$

Both conditions i and ii hold with probability at least $1 - \zeta$ if we have:

$$k \geq \max\left(\frac{(96\log n + 32\log 1/\zeta)q}{\ell^* \delta^*}, \frac{(96\log n + 32\log 1/\zeta)(\ell^* + (1 - e^{-\lambda})q)}{\lambda \ell^* \delta^*(1 - q + qe^{-2\lambda})}\right)$$

An empirical demonstration and validation of the tightness of lemma 11 using simulations w.r.t. $\lambda$ and $q$ is provided in Figure 3.34, and w.r.t. $n$ in supplemental Figure 3.37. The simulations are described in supplemental.

Sufficient Conditions for $(\ell^*, d^*)$–Oracle in the Presence of Missing Data: Now we consider the possibility of missing data (dropout) and give several simple strategies to handle it. In our analysis we consider two types of dropout events that may occur. A stochastic dropout is an event that occurs in and affects an individual cell (leaf), e.g., due to the limited sensitivity of single-cell RNA sequencing. A heritable dropout is an event that affects an entire clade, e.g., due to resection. Note that although we assume dropouts occur independently in each character, dropouts observed in the same character at two different cells are not necessarily independent as they could have originated from the same heritable dropout event. Now let $p_d$ be the probability that a particular character of a particular cell suffers either heritable or stochastic dropout. Let $(a, b|c)$ be an arbitrary triplet and let $\epsilon$ be the probability that no dropout occurred in a particular character in either $a$, $b$ or $c$. The probability that at least one cell of this triplet suffers a dropout at a particular character is maximized when the three cells share no common lineage and minimized when the three cells are phylogenetically proximal. We therefore have that $(1 - p_d)^3 \leq \epsilon \leq 1 - p_d$ (see proof in supplemental). To account for this when revising our oracle definition, we now define $s(a, b)$ as the number of characters shared by $a, b$ that do not have dropout in either $a, b$ or $c$. Note that in this case the definition of $s(a, b)$ depends on $c$ but is well defined for every triplet $a, b, c$ so we can consider the same threshold-based triplet oracle before using this new similarity function. This means that for triplet $(a, b|c)$, we have the following:

$$E[s(a, b) - s(b, c)] \geq k\epsilon \lambda \ell^* \delta(d) \geq k(1 - p_d)^3 \lambda \ell^* \delta(d)$$

$$E[s(b, c)] \leq k\lambda^2 (1 - p_d)q$$

We can similarly define conditions i) and ii) with the threshold $t = \frac{1}{2}(1 - p_d)^3 k\lambda \ell^* \delta^*$, and see that if these conditions hold, then we have an $(\ell^*, d^*)$ partial oracle. We can also apply the same Chernoff bounds from the previous sections to get the following conditions on $k$ to ensure conditions i) and ii) hold.
Lemma 12. (proof in supplemental): In the presence of missing data at a rate of $p_d$, condition $i$ holds with probability at least $1 - \zeta$ if we have the following guarantees on the parameters $q, \lambda, \ell^*, d^*$ and $k$:

$$k \geq \frac{(96 \log n + 32 \log 1/\zeta)(\ell^* + (1 - e^{-\lambda})q)}{\lambda \ell^2 \delta^*(1 - p_d)^3(1 - q + q e^{-2\lambda})}$$

Both conditions $i$) and $ii$) hold with probability at least $1 - \zeta$ if we have:

$$k \geq \max \left(\frac{(96 \log n + 32 \log 1/\zeta)q}{\ell^2 \delta^2(1 - p_d)^5}, \frac{(96 \log n + 32 \log 1/\zeta)(\ell^* + (1 - e^{-\lambda})q)}{\lambda \ell^* \delta^*(1 - p_d)^3(1 - q + q e^{-2\lambda})}\right)$$

Top-down Algorithms for Oracle-Based Partial Tree Inference  Given our results on the correctness of the $(\ell^*, d^*)$—oracle, we are now ready to define the respective algorithm. Assuming $\ell$—bounded edge lengths in the ground truth tree, we use an oracle in which $\ell^*$ is set to $\ell$. With that $(\ell, d^*)$—oracle, the algorithm guarantees accurate reconstruction up to depth $d^*$ when given a sufficiently large $k$.

Theorem 13. In the lineage tracing regime, if

$$k \geq \frac{(96 \log n + 32 \log 1/\zeta)(\ell + (1 - e^{-\lambda})q)}{\lambda \ell^2 \delta^*(1 - q + q e^{-2\lambda})}$$

and all edges in $\mathcal{T}$ at depth at most $d^*$ have length at least $\ell$, there exist polynomial time algorithms that return a tree which correctly resolves all triplets whose LCA is at depth at most $d^*$ with probability at least $1 - \zeta$.

Proof: By taking $\ell^* = \ell$, condition $i$) will hold for all triplets $(a, b|c)$ whose LCAs are at depth at most $d^*$ on $\mathcal{T}$ as $\text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b)) \geq \ell$ for all triplets. The above bound on $k$, by lemma [11] implies condition $i$) is satisfied with probability $1 - \zeta$. It then suffices to show that whenever condition $i$) is satisfied, there exists a polynomial time algorithm that constructs a tree which correctly resolves all triplets whose LCAs are at depth at most $d^*$. We present a simple top-down recursive splitting algorithm which is guaranteed to return correct splits up to depth $d^*$. This algorithm has a runtime of $O(kn^2)$ for each recursive call, where $n$ is the size of the input to the call.

To prove correctness, let $V$ be the set of samples at some recursive call in the algorithm. Let $r'$ be the LCA of $V$ in $\mathcal{T}$ at depth $d \leq d^*$. Let $L$ and $R$ be the samples in the left and right subtrees of $r'$ respectively. Let $a \in L$ and $b \in R$ be arbitrary. By condition $i$), we know that for any $c \in L$, $s(a, c) > s(a, b)$ and for any $c' \in R$, $s(b, c') > s(a, b)$. This means that whenever $(a, b)$ is in the graph, and right after $(a, b)$ is deleted from the graph if it ever happens, all neighbors of $a$ and $b$ will remain connected to them. Thus, the graph
Algorithm 1 Threshold Algorithm

1: procedure SplitSamples(V)
2: \( G \leftarrow \text{Complete graph over } V \)
3: while \( G \) is connected do
4: \((u^*, v^*) = \arg\min_{(u, v) \in E} s(u, v)\)
5: Delete \((u^*, v^*)\) from \( G \)
6: \( C_1, C_2 \leftarrow \text{connected components of } G \)
7: \( T_1, T_2 \leftarrow \text{SplitSamples}(C_1), \text{SplitSamples}(C_2) \)
8: Return binary tree with \( T_1 \) and \( T_2 \) as children of the root.

must remain connected until all all edges in the cut \( L|R \) are deleted, and \( L \) and \( R \) will still remain connected immediately after all cut edges are deleted, giving us the correct split. This means that the algorithm will keep returning correct splits as long as the LCA of all samples in a recursive call has depth at most \( d^* \).

Proof of Corollaries 1 and 2: If we take \( \lambda \) and \( q \) as constants and \( d^* = 1 \), Theorem 13 implies that it is asymptotically sufficient to have \( k = O(\frac{\log n}{\delta^2}) \) in order to ensure exact recovery of the entire ground truth tree with high probability. When dropouts are taken into account in the general case, the bound becomes \( k = O(\frac{\log n}{e^2(1-p_d)^3}) \) by lemma 12 because \( \frac{1}{1-(1-p_d)^3} \) factor is needed to ensure condition i) still holds. Notably, when only stochastic dropouts are considered, the bound becomes \( k = O(\frac{\log n}{e^2(1-p_d)^2}) \) by lemma 18 (see supplemental).

In the next theorem, we see that when we don’t have a lower bound on edge lengths, we can still construct a tree that correctly resolves all triplets that are well separated.

Theorem 14. In the lineage tracing regime, if the number of characters satisfy

\[
\begin{align*}
  k & \geq \max \left( \frac{(96 \log n + 32 \log 1/\zeta)q}{\ell^* \delta^2}, \frac{(96 \log n + 32 \log 1/\zeta)(\ell^* + (1 - e^{-\lambda})q)}{\lambda \ell^* \delta^2 (1 - q + qe^{-2\lambda})} \right)
\end{align*}
\]

and \( \ell^* \) is an arbitrary parameter, then there exist polynomial time algorithms that return a tree which correctly resolves all triplets, \((a, b|c)\) such that \( \text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b) \geq \ell^* \) and at depth(\(\text{LCA}(a, b, c) \leq d^* \) with probability at least \( 1 - \zeta \).

Proof: Again, by lemma 11, it suffices to show that if conditions i) and ii) both hold, then there exists an algorithm which resolves all triplets, \((a, b|c)\) such that \( \text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b) \geq \ell^* \) and at depth(\(\text{LCA}(a, b, c) \leq d^* \). We can apply the classical Aho’s algorithm to recover a tree that is consistent with all triplets resolved by the \((\ell^*, d^*)-\text{oracle}, which is guaranteed to us by conditions i) and ii). The algorithm is specified below for completeness; other supertree algorithms can be used here as well.

Let \( \mathcal{R} \) be the set of triplets for which we received a non-NULL answer from the oracle, and let \( V \) be the set of leaf nodes. Note that \( \mathcal{R} \) must include all triplets that are at depth at
most $d^*$ and whose internal nodes are separated by a path of length at least $\ell^*$, since they satisfy condition $i$). It may also include incorrect triplets that are of depth more than $d^*$.

**Algorithm 2 Aho’s Algorithm**

```plaintext
1: procedure AHO($R, V$)
2:     $E \leftarrow \emptyset$
3:     for $(u, v|w) \in R$ do
4:         $E \leftarrow E \cup \{(u, v)\}$
5:     if $G = (V, E)$ is connected then
6:         If $V$ is a singleton, return the single vertex.
7:         Otherwise, return an unresolved star-tree with $V$ as leaves.
8:     else
9:         $T \leftarrow$ new tree with root $r'$
10:        $C_1, C_2, ..., C_k \leftarrow$ connected components of $G$
11:        for $i = 1$ to $k$ do
12:            $R_i = \{(a, b|c) \in R : a, b, c \in C_i\}$
13:            $T_i \leftarrow AHO(R_i, C_i)$
14:            Connect each $T_i$ to $T$ by adding an edge from $r'$.
15:        Return $T$
```

To prove the correctness of the algorithm, we must show that if $(a, b|c)$ is a triplet in the ground truth tree with depth($\text{LCA}(a, b, c)$) $\leq d^*$ and \(\text{dist}(\text{LCA}(a, b), \text{LCA}(a, b, c)) \geq \ell^*\), then $(a, b|c)$ is correctly resolved in the tree returned by the algorithm. First, assume by contradiction that the triplet is represented wrongly (WLOG) as $(a, c|b)$ in the returned tree. The presence of a wrong triplet $(a, c|b)$ in the returned tree means that at some point, there was a recursive call on a set of leaves, $V \ni a, b, c$ such that $a, c$ were in a connected component of $G$ not containing $b$. However, condition $i$), combined with the assumption that \(\text{dist}(\text{LCA}(a, b), \text{LCA}(a, b, c)) \geq \ell^*\), implies that if $a, b, c \in V$ then there is an edge between $a$ and $b$, which means $b$ must be in the same connected component as $a$ and $c$.

Next, assume by contradiction that $a, b, c$ all have the same parent in the tree returned by the algorithm. First note that this cannot happen in line 15. This follows trivially since by definition $a$ and $b$ are initially in the same connected component. Therefore, the only way a trifurcation can happen is if a connected component that contains $a$, $b$ and $c$ is split into three or more component (with $a$, $b$ and $c$ on different components), each sent to a separate recursive call (line 14). This cannot happen since the presence of $a$, $b$ and $c$ entails the inclusion of an edge between $a$ and $b$ in that component (per line 4). This means that there was a recursive call on a set of leaves $V \ni a, b, c$ such that the connectivity graph, $G$ over $V$ is connected (i.e. the algorithm reached step 8). Let $r'$ be the LCA of all vertices of $V$ in $T$. Let $L$ and $R$ be the vertices in $V$ descended from the left and right children of $r'$.
CHAPTER 3. BUILDING NETWORKS - RECONSTRUCTING PHYLOGENIES OF SINGLE CELL

respectively. Since \( \text{depth}(r') < d^* \) condition \( \text{ii} \) implies that any triplet with all leaves in \( V \) will be either correctly classified or assigned “Null” by the oracle. But, there are no edges between \( L \) and \( R \), which means \( V \) is not connected, thus arriving at a contradiction once again. Thus, the only possibility is for \((a, b|c)\) to be correctly classified in the inferred tree.

Proof of corollary 3: We take \( \lambda \) and \( q \) as constants and \( d^* = 1 \). Additionally, we make no lower bound assumptions on the edge length \( \ell \) and take \( \ell^* \) to be an arbitrary parameter. Theorem 14 then implies that it is asymptotically sufficient to have \( k = O\left(\frac{\log n}{\ell^*}\right) \) in order to ensure exact recovery of all triplets \((a, b|c)\) such that \( \text{dist}(LCA(a, b, c), LCA(a, b)) \geq \ell^* \) with high probability.

Simulations for the Threshold Algorithm:

Theorem 13 gives a lower bound on the number of characters \( k \) sufficient for exact phylogenetic reconstruction in the case where there is a minimum edge length \( \ell \). In order to both validate our asymptotic relationships between experimental parameters, as well as get a better sense for the number of characters that may be necessary in practice (a number that may be lower than our estimated of sufficiency), we turn to simulations. Specifically we chose to explore the empirical number of \( k \) necessary for exact reconstruction (all triplets resolved correctly) up to some depth \( d^* \) and as a function of the state collision probability \( q \) and the mutation rate \( \lambda \) (see supplemental for description of our simulations).

Figures 3.34A,C depict the dependence of \( k \) for high probability (0.9) of exact reconstruction with varying \( \lambda \) and \( q \) for \( \ell = \frac{1}{9} \) or 0.05. We observe that in the regions where \( q > \ell/\lambda \), the sufficient \( k \) increases sharply. This is since for lower values of \( q \) the asymptotic requirement for \( k \) becomes \( O\left(\frac{\log n}{\ell^*}\right) \), whereas for higher values of \( q \) we get the general result of \( O\left(\frac{\log n}{\ell^*}\right) \). Additionally, we observe interesting behaviors in \( \lambda \). In particular when \( d^* \) is large enough (requiring exact reconstruction of the entire ground truth phylogeny or its top half), both excessively small and large values of \( \lambda \) lead to a larger requirement for \( k \). Intuitively this is due to the lack of mutations or due to mutation saturation, in both cases leading to less informative input (Figure 3.34H). When the goal becomes partial reconstruction of only the top (20%) of the phylogeny and \( d^* \) is small, \( k \) no longer increases with large \( \lambda \). This is because \( \delta^* \) in the denominator of the bound shifts from \( e^{-\lambda} \) to 1 as \( d^* \to 0 \). Intuitively, towards the top of the phylogeny characters are yet to be saturated, allowing cells whose LCAs are near the top of the tree to be resolved. This suggests that saturation is less problematic if only distal relationships need to be resolved correctly, i.e. in the case of \( d^* << 1 \).

In order to test the performance of the Threshold Algorithm in realistic settings, we simulate CRISPR-Cas9 induced phylogenies over two topological regimes: one with uniform edge lengths separating cell divisions with \( \ell = \frac{1}{9} \) and one with an asynchronous cell division topology (\( \ell = 0.05 \)) described in supplemental (Figure 3.34B,D). The first regime aims to
mimic a cell division process that has a regular molecular clock with bounded edges lengths both from above and below. The second regime is meant to mimic a more general stochastic cell division process that only has a minimum bound on edge length.

We find that the theoretical analysis and the simulations are consistent, both in terms of the direction dependence on the parameters, and on the inflection points at which the minimal $k$ increases more rapidly. The largest discrepancies in the trends occur in the regions in which $\lambda q$ is high. In these regions the empirical increase in $k$ is not nearly as sharp as the theoretical bound suggests. Hence the theoretical bound overestimates $k$ relative to other values in these regions. Additionally, we observe that as $d^*$ decreases the empirical $k$ decreases (Figure 3.34). This last result validates the trend in the bounds regarding $d^*$. Ultimately, the theoretical estimate predicts the empirical trends well, however, we do find that the absolute number of necessary characters (as found by the simulation) is much lower than the theoretical estimate.

Overall, these simulations provide validation that the asymptotic trends on $k$ given by the theoretical parameters apply in realistic scenarios under the Threshold Algorithm. In addition, we provide necessary conditions for the number of characters required for exact reconstruction via the Threshold Algorithm for a series of parameter regimes.
Figure 3.34: Comparing the Threshold Algorithm in Theory and Simulation. Simulated trees with 256 leaves, $n = 256$. (A, C) Theoretical sufficient lower bound on $k$ required for 0.9 probability of perfect tree reconstruction up to depth $d$ for varying values of $d$, $q$ and $\lambda$ for (A) $\ell = 1/9$ and (C) $\ell = 0.05$. (B, D) Minimum $k$ required for 0.9 probability of perfect tree reconstruction in simulation with a cell division topology with (B) uniform edge lengths ($\ell = 1/9$) and with (D) an asynchronous cell division topology ($\ell = 0.05$). (A-D) Entries are $\log_{10}$ scaled. (E, F) Plots comparing the dependence of the minimum $k$ in simulation with the theoretical bound on varying parameters (0.9 probability of perfect reconstruction, $\ell = 0.05$, $d^* = 1$). We report the dependence of $k$ on (E) $\lambda$ for fixed values of $q$ and (F) $q$ for fixed values of $\lambda$. (H) Comparison of the dependence of the bound on $k$ for 0.9 probability of perfect reconstruction on $\lambda$ for various values of $d$. (I) Comparison of the dependence of minimum $k$ for 0.9 probability of perfect reconstruction in the asynchronous simulation on $\lambda$ for various values of $d$. (E, F, I) For ease of comparison, the values of $k$ are rescaled by the median value of $k$ in each line. (E, F, I) Point-wise 95% confidence intervals for the minimum $k$ in simulation are generated from the regression coefficients using the delta method, see supplemental.
Upper-Bounded Edge Lengths and Bottom-Up Approaches:

In the previous sections, we saw that when \( \lambda \) and \( q \) are fixed to be a constant, then the number of characters needed for exact recovery with high probability is \( O\left(\frac{\log n}{\ell^2}\right) \), where \( \ell \) is the minimum edge length. It can also be shown that if we are able to bound \( \lambda \) and \( q \) such that \( \lambda q \leq \ell \) then the bound becomes tighter: \( k = O\left(\frac{\log n}{\ell}\right) \). However, while \( \lambda \) can be controlled experimentally by calibrating the affinity of the lineage tracer’s guide RNAs, there is currently no way to control the entropy of the indel state distribution - a quantity which relies on the endogenous DNA repair process.

In order to achieve this tighter bound without direct dependence on \( q \), we instead use an additional assumption on \( \ell \) - namely that there is some maximal (in addition to a minimal) possible period of time between the birth of a given node and the birth of its parent. If our set of leaves includes all the cells in the phylogeny, then this translates to an upper bound on the time between cell divisions. In the more common scenario of sampling only a small subset of cells from a given clone, each edge in the ground truth tree can correspond to a series of cell division events. However, in either case, a strict upper bound on the length always exists, corresponding to the duration of the lineage tracing experiment. In the following section, we show that with such an upper bound on edge length, we can achieve exact recovery with high probability when \( k = O\left(\frac{\log n}{\ell}\right) \), provided an upper bound on the probability of the most likely mutation (\( \max_j(q_j) \)) and on \( \lambda q \). The latter bound can be less strict than \( \ell \), depending on the ratio between the lengths of the longest and shortest edges.

More importantly, under these revised assumptions, we can achieve a bound on the minimal required \( k \) that is independent of the value of \( q \).

**Theorem 15.** *(proof in supplemental):* Let \( T \) be a tree of height 1 over \( n \) leaves. Let \( \ell \) and \( c \) be constants such that each edge, \( (u,v) \in T \) has \( \ell \leq l(u,v) \leq \sqrt{c\ell} \). Suppose that for each character we have: \( q_{\text{max}} := \max_j(q_j) \leq \frac{3}{16(1-e^{-\lambda \sqrt{c\ell}})} \) and \( \lambda q < \frac{\beta}{\max(1, c)} \) where \( \beta < \frac{1}{1+C+2(e^{-\lambda \ell}+2\lambda \sqrt{c\ell q_{\text{max}}})^2} \) and \( C = 2\sqrt{c\ell e^{-\lambda}} + 4\lambda c\ell q_{\text{max}} \). Then there exists an algorithm that, with high probability, will recover \( T \) if the number of characters satisfies:

\[
k \geq \frac{20 \log n + 10 \log \left(\frac{1}{\zeta}\right)}{\lambda e^{-\lambda \ell}(1-\beta(1+C))(1-\beta(1+C)) - 2\beta(1-e^{-\lambda \ell} + 2\lambda \sqrt{c\ell q_{\text{max}}})^2}
\]

If we take the limit as \( \ell \rightarrow 0 \) or \( n \rightarrow \infty \) we get the following result:

**Corollary 5.** Let \( T \) be a tree of height 1 over a sufficiently large number of leaves \( n \). Define \( \ell, c \) and \( q_{\text{max}} \) as in Theorem 15 with similar bounds. If \( \lambda q \leq \frac{\beta}{\max(1, c)} \) where \( \beta < \frac{1}{3} \) then there exists an algorithm that can, with high probability, recover \( T \) if the number of characters satisfies:

\[
k \geq \frac{20 \log n + 10 \log \left(\frac{1}{\zeta}\right)}{\lambda e^{-\lambda \ell}(1-3\beta)}
\]
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Note that the bound on $\beta$ is not the tightest possible, and it was chosen to simplify calculations. Additionally, we present an alternative analysis in supplemental (Theorem 16) that yields a bound which has a looser constraint on the $\lambda$ and $q$ parameters as $\ell$ tends to 0. Consider the following greedy algorithm which iteratively joins partially constructed subtrees by picking the pair with the most similar roots, and then joining them by inferring a new root by maximum parsimony. Let $S$ denote the set of subtrees at any particular iteration. Let $T \in S$ denote an inferred subtree, and let $r(T)$ denote the root of that subtree. Let $r(T)_i$ denote the state of the inferred $i^{th}$ character of $r(T)$.

Algorithm 3 Bottom-Up Algorithm

1: procedure Build Tree
2:  $S \leftarrow$ leaves of $T$
3:  while $|S| > 1$ do
4:     $T_1, T_2 = \arg\min_{(T,T') \in S} s(r(T), r(T'))$
5:     $r \leftarrow$ new node
6:     for $i = 1$ to $k$ do
7:         if $r(T_1)_i = r(T_2)_i$ then
8:             $r_i \leftarrow r(T_1)_i$
9:         else
10:            $r_i \leftarrow 0$
11:     $T \leftarrow$ new tree with $r$ as root and $T_1$ and $T_2$ as subtrees under the root
12:     $S \leftarrow S \cup \{T\}$

(We note a similar algorithm has been presented in Sugino et. al [169], although no theoretical guarantees on accuracy are given in that work.) In the supplemental, we prove that under the conditions in Theorem 15, this algorithm correctly returns the ground truth tree $T$ with high probability. An empirical demonstration and validation of the tightness of Theorem 15 using simulations w.r.t. $\lambda$ and $q$ is provided in Figure 3.35 and w.r.t. $n$ in supplemental Figure 3.37. The simulations are described in supplemental.

Proof of Corollaries 4 and 5: The Bottom-Up Algorithm shows that there exists a polynomial-time algorithm that ensures $k = O(\frac{\log n}{\ell})$ characters is sufficient asymptotically for exact recovery of the tree. As $n \to \infty$ we get that $\ell \to 0$ and $C \to 0$. With these we get that $\beta < \frac{1}{3}$. With the simpler bound on $\beta$, we also get that $k = O(\frac{\log n}{\ell})$ characters are sufficient asymptotically for exact recovery of the tree.

Simulations for the Bottom-Up Algorithm:

As above, we begin by examining the theoretical bounds for the necessary $k$. In particular, Figure 3.35A visualizes the bound for $k$ across varying values of $\lambda$ and $q$ for high probability (0.9) of exact reconstruction. We consider two regimes: one with $\ell = 1/9, c = 1/9$ and one with $\ell = 0.05, c \approx 3.85$. Since $q$ does not explicitly appear in the bound for $k$, we
instead use it to define a value for $\beta$, using its lower bound: $\beta := \lambda q \cdot \max(1, c)$. Plugging this in provides a lower bound for the necessary $k$, which we plot here. Regions where the lower bound on $\beta$ becomes larger than its upper-bound requirement (per theorem 15) are excluded.

From this figure it can be seen that $k$ depends on $\lambda$ in the same way as in Theorem 13. That is, $k$ increases significantly for both excessively small and large values of $\lambda$. However, there is a contrast in the dependence of $k$ on $q$. Although in the bound for Theorem 15 $k$ does increase with $q$ through the dependence of $\beta$, $k$ is not as sensitive to large values of $q$ as in Theorem 13. Further, as the bound is quadratic in $\frac{1}{1-\beta}$, the $k$ increases rapidly with respect to $\beta := \lambda q \cdot \max(1, c)$.

We tested the Bottom-Up Algorithm in the same simulation regimes (same tree and lineage tracing parameters) as the Threshold Algorithm (Figure 3.35B). Concordant with the theoretical results, we observed that the minimum required $k$ is less sensitive to $q$, compared with the Threshold Algorithm. Furthermore, in both results we see similar trends in dependence on $\lambda$ (Figure 3.35C, E), and $q$ (Figure 3.35D, F). The main discrepancy between the theory and the simulation occurs where $\beta := \lambda q \cdot \max(1, c)$ approaches our upper bound for $\beta$ (i.e., the values that border the regions that were excluded from Figure 3.35A). In those cases, we see that the theoretical bound is looser and overestimates $k$ relative to the simulations. These simulations validate the relationships observed in the asymptotic trends on $k$ and give tighter empirical conditions on the necessary $k$ for exact reconstruction. We observe that the empirical necessary $k$ in the Bottom-Up Algorithm is overall lower than that of the Threshold Algorithm, except the cases of non-uniform edge length with high value of $c$ in which the minimal $k$ is comparable (Figure 3.35A-B right, and Figure 3.35E-F). These results suggest that the Bottom-Up Algorithm can achieve exact reconstruction with fewer characters empirically than the Threshold Algorithm, but requires that the variance in the division times of the ground truth phylogeny to be small (corresponding to the assumption on upper bounded edge lengths).
Figure 3.35: Comparing the Bottom-Up Algorithm in Theory and Simulation. Simulated trees with 256 leaves, $n = 256$. (A-B) Entries are $\log_{10}$ scaled. (A) Theoretical sufficient lower bound on $k$ required for 0.9 probability of perfect tree reconstruction on varying values of $q$ and $\lambda$, taking $\beta = \lambda q \max(1, c)$. As the state distributions are uniform, $q_j = q$ for each value of $q$. Left: $\ell = 1/9$ and $c = 1/9$ for comparison with the simulated case where the branch lengths are uniform. Right: $\ell = 0.05$ and $c \approx 3.85$ such that $>99.99\%$ of simulated branch lengths in the realistic simulation regime fall within the upper bound. (B) Minimum $k$ required for 0.9 probability of perfect tree reconstruction in simulations, with Left: a cell division topology with uniform branch lengths, $\ell = 1/9$ and Right: an asynchronous cell division topology (description in supplemental), $\ell = 0.05$. (C-F) Plots comparing the dependence of the minimum $k$ in simulation with the theoretical lower bound on varying parameters (0.9 probability of perfect reconstruction). We report the dependence on (C, E) $\lambda$ for fixed values of $q$ and on (D, F) $q$ for fixed values of $\lambda$, in simulations with uniform edge lengths (C-D) and with asynchronous topologies (E-F). (C-F) For ease of comparison, the values of $k$ are rescaled by the median value of $k$ in each line. Point-wise 95% confidence intervals for the minimum $k$ in simulation are generated from the regression coefficients using the delta method, see supplemental.
3.3.5 Discussion:

In this paper we have established sufficient conditions for high probability of exact reconstruction of the ground truth phylogeny in the CRISPR-Cas9 lineage tracing setting. These guarantees show that despite complications with the lineage tracing process such as homoplasy, missing data, and lack of mutation information, exact reconstruction can still be achieved given sufficient information capacity in the experiment (as measured by the number of recording sites). In addition to showing the feasibility of exact reconstruction, these theoretical results relate the difficulty of the reconstruction problem in the number of sufficient characters to the experimental parameters. We anticipate these results can inform researchers as to how to reduce the number of necessary characters or best aid downstream reconstruction of the phylogeny given the available number of characters through careful engineering of CRISPR-Cas9 lineage tracing experiments.

The theoretical results shown here provide insight into how the CRISPR-Cas9 lineage tracing experimental parameters relate to the reconstruction problem. One key insight is that for exact reconstruction, a mutation rate that is neither too high or low gives the best results, which is in line with the intuition that a middling rate balances mutation saturation and mutation-less edges. We also formalize the intuition that having a state distribution with a low rate of collision $q$ makes the reconstruction problem easier in avoiding homoplasy. Additionally we show the difficulty that missing data poses for the problem of exact reconstruction. Using the presented methods, the number of additional characters needed to overcome missing data is cubic (quadratic in the case of only stochastic missing data) in $\frac{1}{1-p_d}$, where $p_d$ is the probability of missing data. A final key result is that the $(\ell^*, d^*)$-oracle in the Top-down Algorithms allows researchers to tailor the granularity of their reconstruction accuracy to what is achievable given the number of available characters. Here, substantially fewer characters are required if one is only interested in correctly resolving triplets that diverged early in the tree (small $d^*$) and well-separated triplets (large $\ell^*$, regardless of the true minimum edge length $\ell$).

Although having more characters is preferable, we recognize that currently there are practical limits on the number of recording sites that can be incorporated into CRISPR-Cas9 systems. Current methods to incorporate recording sites into the genome (such as lentiviral transduction \[130, 98, 145\] or transposition \[146, 147, 27\]) are limited by the low uptake of these sites into the progenitor cell, only offering on the scale of tens of recording sites \[98, 147, 146, 145, 130, 27, 165, 4\]. One alternate technology of particular interest is the base-editor, which uses a modified Cas9 complex to induce direct base-pair substitutions \[7\]. Base-editors, while yet to be explored in lineage tracing contexts, have the potential to offer one hundred or more editable sites \[82\], although careful engineering is required as $q$ is high in these regimes owing to the limited state space of nucleotide outcomes. Ultimately though, we see in our simulations that even this increase in characters is far insufficient for exact reconstruction in most settings, especially considering the considerable amounts of missing data and the large number of samples ($n$) that we see in real CRISPR-Cas9 lineage tracing experiments. We thus challenge the field to develop systems that allow for considerably more
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characters.

The limitations in adding more characters motivates the optimization of the other experimental parameters in engineering CRISPR-Cas9 lineage tracing experiments. We discuss here current and potential strategies for engineering the discussed parameters: the editing rate, the collision probability, and the missing data probability. There is a large body of literature showing that the editing activity of Cas9 (as in lineage tracing experiments) can be tuned with relative precision using mismatches between the guide RNA and recording site [27, 155, 98, 145]. In regards to the collision probability, experimenters are currently unable to dictate the collision rate in state outcomes due to the random indel outcomes of Cas9 editing. Recent strategies - such as pairing terminal deoxynucleotidyl transferase (TdT) with Cas9 [179] - have shown potential to increase indel diversity. Further, prime editors offer an avenue to more finely control the state distribution by dictating a-priori which indel will result in a given edit, though this technology has yet to be adopted for lineage tracing [8, 33, 36]. Fortunately, current CRISPR-Cas9 lineage tracing systems are capable of generating “un-problematic indel distributions”. In those cases, the collision probabilities $q$ lie outside of the range where $k$ explodes with $q$ [27, 98, 145]. Additionally, we see in the bounds and simulations that decreasing $q$ has diminishing returns on $k$. Taken together, in designing CRISPR-Cas9 lineage tracing systems effort is better put on carefully engineering the Cas-9 cutting rate than optimizing the state distribution. Unfortunately, current strategies to control for missing data experimentally are more limited. Experimenters are at the mercy of the efficacy of single-cell assays in the case of low capture (leading to stochastic missing data), but can attempt to control the rate of resection and transcriptional silencing (both of which leading to heritable missing data). Recent designs have mostly relied on distributed designs to reduce the rate of resection, utilizing many “cassettes” (DNA segments that contain many proximal recording sites) with a small number of recording sites per cassette [165, 27, 98, 145]. Although not addressed in current designs, transcriptional silencing can be potentially limited by placing recording sites in regions of the genome that are more robust to silencing (“safe-harbor” regions) using emerging methods for guided transposition [114].

In addition to motivating the design of CRISPR-Cas9 lineage tracing experiments, our model motivates theoretical and algorithmic development for these systems. The sufficient bounds that we reach in our asymptotic analyses are not tight, as demonstrated by simulation. We believe that these bounds can likely be further improved to give a better sense of the necessary $k$ analytically. Future approaches may take advantage of aspects of the model or engineering designs that are not leveraged in this work. For example, in our analysis we assume that the mutation rate $\lambda$ is constant throughout the entire phylogeny and across recording sites. However, using a gradually increasing mutation rate or designing characters with variable rates, whose affinity is estimated a-priori may lead to better reconstruction results. Such a design can simultaneously alleviate issues of mutation saturation near the leaves of the tree as well as lack of sufficient mutations near the root. We also assume that the characters mutate and acquire missing data independently, although indels and missing data events can span multiple recording sites. Future approaches could take advantage of the structure present in these multi-site events. Finally, although our analysis handles missing
data by ignoring missing characters, the structure of heritable data offers additional information that could be better leveraged (i.e., utilized in the same way as any other mutation). The challenge, naturally, is to distinguish between the two types of missing data. Here, we perform a first theoretical analysis of CRISPR-Cas9 phylogenetic reconstruction. In doing so, we have developed a generative model for this type of data, which we hope will frame future analysis of CRISPR-Cas9 lineage tracing systems, akin to the Jukes-Cantor model in other molecular phylogenetic studies. With this theoretical framework and the accompanying algorithms, our work naturally complements recent efforts to develop and understand algorithms for this lineage tracing data [69]. Ultimately, we believe that this work will continue to inform and orient both algorithmic and experimental methods as the technology and field evolve.

3.3.6 Materials and Methods:

Simulations and algorithms are implemented in Python in Cassiopeia software suite [98] (https://github.com/YosefLab/Cassiopeia), utilizing the NetworkX package [76]. Implementation specifics are provided in the supplemental.

Simulating Lineage Tracing Experiments:

In our simulations, we simulated forward-time lineage tracing experiments using our generative model. We split the simulation into two steps.

Simulating Cell Division Topologies: First, we simulate a continuous-time, binary, symmetric cell division topology. Then, we simulate CRISPR-Cas9 lineage tracing data over the given topology. The end result is a phylogenetic tree representing the single-cell lineage tracing experiment. The tree topology also records the ground truth phylogenetic relationships between the observed cells.

We begin by describing the two simulation schemes used for the tree topology. The first scheme simulates a cell division regime with regular cell division (uniform edge lengths). We start with a complete binary tree and add an implicit root, attaching this root to the root of the complete binary tree by an edge. The edge represents the lifetime of the root along which mutations can be acquired. For all figures besides Figure 3.37 we generated trees with 256 leaves representing cells observed at the end of the experiment. For Figure 3.37, we generated trees of various sizes, exponentially increasing \( n \). Given that the number of edges in the path from the implicit root to each leaf has \( \log(n) + 1 \) edges, each edge has uniform length, and the length of the experiment is normalized to one, each edge has length \( \frac{1}{\log(n)+1} \). The second simulation scheme represents an asynchronous cell division regime, with stochastic waiting times between cell divisions and cell death. We model a forward-time Bellman-Harris model with extinction [77]. This generalizes the birth-death process [140], a commonly used phylogenetic model, such that the distribution of waiting times between division and death events are arbitrary. In our case, waiting times between division events are distributed
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according to an exponential distribution that is shifted by a constant $a = 0.05$, representing minimum time between cell division events. The distribution of death waiting times is distributed exponentially, as we assume that cell death does not have a minimum time. The stopping condition is when all lineages reach time $= 1$, meaning that each lineage will have total path length from the root of 1.

To control for the number of leaves in the simulated trees, we take only trees that have between 205 and 307 leaves (if the procedure terminates with no living lineages, then we consider that tree to have 0 leaves). Note that in the trees generated by this process sister nodes need not have the same edge length and the root will have a singleton edge as in the binary case along which mutations can occur. We chose rates for the division and death waiting distributions (23.70 and 2.12, respectively) that gave an average of around 256 leaves over 1000 simulations. These rates were chosen assuming that the rate of division was 10 times that of the rate of death, and then correcting the death rate to increase the mean waiting time by $a = 0.05$ to match the shift in mean in the distribution of division times.

Due to the stochastic nature of this division process, we cannot exactly control for $\ell$ if we stop the experiment at a specified time. This is due to the fact that edges at the leaves of the tree may be very small if the stopping criterion is reached before the length can reach $a$, thus making the minimum edge length in the tree technically potentially smaller than $a$. We contend that these edges should not impact the analysis though. Small edges make it difficult to discern which neighboring clades are actually closer in relation. These small edges only occur at the bottom of the tree though and would only affect the edge lengths leading to single leaves, which are trivially discerned as a cherries with their neighbors, meaning that $\ell$ would still effectively be 0.05 in this case.

Simulating CRISPR-Cas9 Lineage Tracing Data:  Given a tree topology, we simulate a CRISPR-Cas9 mutagenesis process over it. Along each edge with length $t$, independently for each character, we simulate the probability that a mutation will occur as $1 - e^{\lambda t}$. If a character has been chosen to mutate, we then draw from the state distribution to determine the state the character acquires. In this case, this is a uniform distribution with $m = 1/q$ states (note that in the uniform case, $q = \sum_{j=1}^{m} \frac{1}{m} = 1/m$). Once a mutation is acquired on an edge, that mutation persists in all downstream nodes. Then the mutations acquired along the path from the implicit root is maintained for each leaf node, which then forms the observed character information for all observed cells. If the simulation involves missing data, then $p_s$ proportion of characters are uniformly at randomly changed to a state representing missing data (-1). This character information is the input to the reconstruction algorithm.

Simulating the Minimum Necessary $k$ for each Algorithm:

Here we describe the process by which we determined the minimum $k$ necessary for 90% probability of a given reconstruction criterion in our simulations: either full reconstruction, partial reconstruction for triplets whose LCA is up to depth $d$, or triplets correct. For a given value of $k$ and a given a set of parameters, we verify if it is sufficient for 90% probability
of full reconstruction as follows: we simulate 10 ground truth trees, reconstruct each tree from its observed cells (leaves) using the relevant algorithm, and compare the corresponding reconstructed tree to each ground truth tree. If \( \geq 9 \) out of those 10 trees meet a scoring criterion, then we say that this \( k \) is sufficient. To alleviate the effect of noise, if 7-8 out of 10 trees meet the criterion, then we construct 20 additional trees and say \( k \) is sufficient if \( \geq 18 \) of those trees meet the criterion.

To efficiently explore the space of \( k \), we first exponentially (base 2) increase the value of \( k \) until a max value is reached (4098 in the case of no missing data and 16384 in the case of missing data). Once we find a sufficient \( k \), we perform a binary search in the bin between that value and the value before it. Finally, we record the number of trees correctly reconstructed out of 10 for each value of \( k \) in the binary search and perform a logistic regression on these data points. We report the value of \( k \) that first reaches 90% reconstruction probability predicted by the logistic regression. If no \( k \) is sufficient up to the max value, then we deem that the necessary value of \( k \) is too large for our simulations to discern and we report a missing value.

To calculate the point-wise confidence intervals used in Figures 3.34, 3.35, 3.37 for each regression on a set of parameters, we calculate the upper and lower bounds of the 95% confidence interval from the regression coefficients using the delta method. Then, we take the upper bound on the necessary \( k \) as the first \( k \) where the lower bound exceeds 90%, and we take the lower bound as the first \( k \) where the upper bound exceeds 90%.

### 3.3.7 Supplemental Information

**Proofs**

**Analysis of the \( \delta \) Function** Since \( \delta(d) \) is the only part of the bound that varies according to depth, any universal threshold to the oracle decision must take it into account. It can be verified that \( \frac{d^2}{dx^2} \delta(x) \geq 0 \) which means \( \delta \) is convex. Setting \( \delta'(x) = 0 \), we have that the minimum of \( \delta \) occurs at:

\[
0 = -\lambda e^{-\lambda x} (1 - q) + q \lambda e^{\lambda x - 2\lambda} \\
e^{-2\lambda x} = \frac{q}{(1 - q)e^{2\lambda}} \\
x = \frac{1}{2\lambda} \ln\left(\frac{1 - q}{q}\right) + 1
\]

Let \( x^* \) be the minimum of \( \delta \). If \( q < 1/2 \), then \( \ln\left(\frac{1 - q}{q}\right) > 0 \), which means that \( x^* > 1 \), so on the interval \([0, 1]\), the minimum occurs at \( x = 1 \), at which point \( \delta(x) = e^{-\lambda} \). On the other hand, if \( q \geq 1/2 \), then the minimum will occur at \( \delta(x^*) = 2e^{-\lambda}\sqrt{q(1 - q)} \) if \( x^* \in [0, 1] \) and \( \delta(0) = 1 - q + q e^{-2\lambda} \) if \( x^* < 0 \). Note, \( x^* \) gets smaller as \( q \to 1 \), so if \( q = 1 \), then the minimum is precisely \( e^{-2\lambda} \). Let \( d^* \in [0, 1] \) be an arbitrary depth, and let \( \delta'(d^*, q, \lambda) = \min_{x \in [0, d^*]} \delta(x) \).
We then have:

\[
\delta^* = \begin{cases} 
(1 - q) + qe^{-2\lambda} & \text{if } \frac{1}{2\delta} \ln \left(\frac{1-q}{q}\right) + 1 < 0 \\
2e^{-\lambda} \sqrt{q(1-q)} & \text{if } \frac{1}{2\delta} \ln \left(\frac{1-q}{q}\right) + 1 \in [0, d^*] \\
e^{-\lambda d^*} (1 - q) + qe^{-\lambda(2-d^*)} & \text{if } \frac{1}{2\delta} \ln \left(\frac{1-q}{q}\right) + 1 > d^*
\end{cases}
\]

**Proof of lemma 10**: Let \((a, b | c)\) be a triplet with \(\text{depth}(\text{LCA}(a, b, c)) = d\), and let \(\alpha = \text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b))\). Let \(Y = s(a, b)\) and \(X = s(b, c)\). For a particular character \(\chi_i\), let \(Y_i = \mathbb{1}_{\chi_i(a) = \chi_i(b)}\) and let \(X_i = \mathbb{1}_{\chi_i(b) = \chi_i(c)}\). We use the following results:

**Lemma 13.** If for every character \(\chi_i\), \(P[Y_i - X_i = -1]\) is a decreasing function of \(\alpha\) and \(P[Y_i - X_i = 1]\) is an increasing function of \(\alpha\) for all \(\alpha \in [0, 1]\), then for any \(t\), \(P[Y - X \geq t]\) is an increasing function of \(\alpha\).

**Proof:** For a given character \(\chi_i\), \(Y_i - X_i = \mathbb{1}_{\chi_i(a) = \chi_i(b)} - \mathbb{1}_{\chi_i(b) = \chi_i(c)}\) has 3 possible outcomes: \(\{0, 1, -1\}\). Thus, if \(P[Y_i - X_i = -1]\) is a decreasing function of \(\alpha\) and \(P[Y_i - X_i = 1]\) is an increasing function of \(\alpha\) for all \(\alpha \in [0, 1]\), then \(P[Y_i - X_i \geq t]\) for any \(t\) is an increasing function of \(\alpha\). Stating that \(P[Y_i - X_i \geq t]\) is an increasing function of \(\alpha\) is identical to stating that for any \(\alpha_1\) and \(\alpha_2\) such that \(\alpha_1 \geq \alpha_2\), \(P_{\alpha_1}[Y_i - X_i \geq t] \geq P_{\alpha_2}[Y_i - X_i \geq t]\).

We use the known result from probability theory that for random variables \(A_i \sim A\) and \(B_i \sim B\) such \(P[A > t] \geq P[B > t]\) for all \(t\), then \(P[\sum_{i} A_i > t] \geq P[\sum_{i} B_i > t]\). Thus, as \(Y - X = \sum_i Y_i - X_i\) and \(Y_i - X_i\) is independent and identically distributed as we assume each character operates independently and identically, then \(P_{\alpha_1}[Y - X \geq t] \geq P_{\alpha_2}[Y - X \geq t]\). Thus, \(P[Y - X \geq t]\) is an increasing function of \(\alpha\) for any \(t\).

**Lemma 14.** For every character \(\chi_i\), \(P[Y_i - X_i = -1]\) is a decreasing function of \(\alpha\) and \(P[Y_i - X_i = 1]\) is an increasing function of \(\alpha\) for all \(\alpha \in [0, 1]\). Additionally, this result holds in both the general case and stochastic-only missing data cases.

**Proof:** We prove this lemma in each case:

**Case with no missing data:** First, we examine \(P[Y_i - X_i = -1]\). \(Y_i - X_i = -1\) for a character \(\chi_i\) corresponds to that character acquiring the same mutation on both the path from \(\text{LCA}(a, b)\) to \(b\) and the path from \(\text{LCA}(a, b, c)\) to \(c\), and not acquiring that mutation on the path from \(\text{LCA}(a, b)\) to \(a\). Additionally, no mutation must be acquired at \(\chi_i\) on the path from the \(r\) to \(\text{LCA}(a, b, c)\) nor the path from \(\text{LCA}(a, b, c)\) to \(\text{LCA}(a, b)\). Thus we have:

\[
P[Y_i - X_i = -1] = \sum_j e^{-\lambda d}e^{-\lambda \alpha}(1 - e^{-\lambda(1-d-\alpha)})q_j(1 - e^{-\lambda(1-d)})q_j(1 - (1 - e^{-\lambda(1-d-\alpha)})q_j)
\]

Taking only the terms that depend on \(\alpha\), we have:

\[
e^{-\lambda \alpha}(1 - e^{-\lambda(1-d-\alpha)})q_j(1 - (1 - e^{-\lambda(1-d-\alpha)})q_j)
\]

\[
\]
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To show that this value decreases with $\alpha$, we show that the first derivative is negative with respect to $\alpha$. We use the following form of the derivative:

$$\lambda(q - 1)q_j e^{2\lambda - \lambda(\alpha + 2)} - \lambda q_j^2 e^{2\lambda(d + \alpha) - \lambda(\alpha + 2)}$$

This value is positive owing to the fact that $q_j \in [0, 1]$ for all $j$. Thus, the function within the summation is decreasing in terms of $\alpha$. Using the fact that the summation of decreasing functions is decreasing, the overall function is thus decreasing in terms of $\alpha$.

Secondly, we examine $P[Y_i - X_i = 1]$. $Y_i - X_i = 1$ for $\chi_i$ corresponds to a mutation occurring in both $a$ and $b$, but not in $c$. A mutation can occur in $a$ and $b$ if it appears on the path from $LCA(a, b, c)$ to $LCA(b, c)$, or if it appears independently in the paths from $LCA(a, b)$ to both $a$ and $b$. Additionally, this mutation cannot appear on the path from $LCA(a, b, c)$ to $c$, and no mutations can occur on the path from $r$ to $LCA(a, b, c)$. Thus, we have:

$$P[Y_i - X_i = 1] = \sum_j e^{-\lambda d}((1 - e^{-\lambda\alpha})q_j + e^{-\lambda\alpha}((1 - e^{-\lambda(1 - d - \alpha)})q_j)^2)(1 - (1 - e^{-\lambda(1 - d)})q_j)$$

Taking on the terms that depend on $\alpha$, we have:

$$(1 - e^{-\lambda\alpha}) + e^{-\lambda\alpha}(1 - e^{-\lambda(1 - d - \alpha)})^2q_j$$

To show that this value is increasing with $\alpha$, we show that the first derivative is positive with respect to $\alpha$. We use the following form of the derivative:

$$\lambda q e^{2\lambda(d + \alpha) - \lambda(\alpha + 2)} - \lambda(q - 1)e^{2\lambda - \lambda(\alpha + 2)}$$

This value is positive owing to the fact that $q_j \in [0, 1]$. Thus, the function within the summation is decreasing in terms of $\alpha$. Using the fact that the summation of decreasing functions is decreasing, the overall function is thus decreasing in terms of $\alpha$.

**General Missing Data Case:** Next, we examine the general case with both stochastic and heritable missing data. In this case, we define $s(a, b)$ (analogously $s(b, c)$) as the number of characters shared by $a, b$ that do not have dropout in either $a, b$ or $c$. As we now simply condition on the fact that $a, b, c$ must all be present, we add an additional $(1 - p_d)$ term to both $P[Y_i - X_i = 1]$ and $P[Y_i - X_i = -1]$. As this term does not depend on $\alpha$, both functions depend on $\alpha$ as they do in the case without missing data.

**Stochastic-only Missing Data Case:** Finally, we examine the case with only stochastic missing data. Here we define $s(a, b)$ as the number of mutations shared by $a$ and $b$ in characters that did not suffer dropout in either sample. Thus, in analyzing $Y_i - X_i$ we must consider additional cases in which dropout in one cell can hide the fact that two cells inherited the same mutation.

First, we examine $P[Y_i - X_i = -1]$. $Y_i - X_i = -1$ for a character $\chi_i$ corresponds to that character acquiring the same mutation in $b$ and $c$, not acquiring dropout in neither $b$ nor $c$, and either observing dropout or not observing that mutation in $a$. For this to occur, a mutation can occur on the path from $r$ to $LCA(a, b, c)$ while $a$ acquires dropout,
or the same mutation can occur on the path from LCA(a, b, c) to LCA(a, b) and the path from LCA(a, b, c) to c while a acquires dropout, or the mutation can occur on the path from LCA(a, b) to b and the path from LCA(a, b, c) to c while not appearing in a. The probability of this is:

$$\sum_j (1-p_d)^2 (p_d(1-e^{\lambda d}) + e^{\lambda d}(1-e^{-\lambda(1-d)})q_j(p_d(1-e^{-\lambda\alpha})q_j + e^{-\lambda\alpha}(1-e^{-\lambda(1-d-\alpha)})q_j(1-(1-p_d)(1-e^{-\lambda(1-d-\alpha)})))q_j$$

Taking the terms that depend on \(\alpha\):

$$p_d(1-e^{-\lambda\alpha})q_j + e^{-\lambda\alpha}(1-e^{-\lambda(1-d-\alpha)})q_j(1-(1-p_d)(1-e^{-\lambda(1-d-\alpha)}))q_j$$

To show that this value decreases with \(\alpha\), we show that the first derivative is negative with respect to \(\alpha\). We use the following form of the derivative:

$$\lambda q_j (p_d - 1) e^{-\lambda(\alpha+2)} (q_j e^{2m(d+\alpha)} - e^{2\alpha}(q_j - 1))$$

This value is positive owing to the fact that \(q_j \in [0, 1]\) for all \(j\) and that \(p_d \in [0, 1]\). Thus, the function within the summation is decreasing in terms of \(\alpha\). Using the fact that the summation of decreasing functions is decreasing, the overall function is thus decreasing in terms of \(\alpha\).

Secondly, we examine \(P[Y_i - X_i = 1]\). \(Y_i - X_i = 1\) for \(\chi_i\) corresponds to a mutation occurring in both \(a\) and \(b\), not acquiring dropout in neither \(a\) nor \(b\), and either observing dropout or not observing that mutation in \(c\). For this to occur, a mutation can occur on the path from \(r\) to LCA(a, b, c) while \(c\) acquires dropout, on the path from LCA(a, b, c) to LCA(a, b) while the mutation is not acquired in \(c\) or \(c\) acquires dropout, or the mutation occurs independently on the path from LCA(a, b) to \(a\) and \(b\) while not appearing in \(c\). The probability of this is:

$$\sum_j (1-p_d)^2 (p_d(1-e^{-\lambda d})q_j + e^{-\lambda d}(1-(1-p_d)(1-e^{-\lambda(1-d)})))q_j ((1-e^{-\lambda\alpha})q_j + e^{-\lambda\alpha}(1-e^{-\lambda(1-d-\alpha)})q_j^2)$$

Taking on the terms that depend on \(\alpha\), we have:

$$(1-e^{-\lambda\alpha}) + e^{-\lambda\alpha}(1-e^{-\lambda(1-d-\alpha)})^2 q_j$$

Note that this is the same value as above in the case without missing data, and hence the function will have the same dependence on \(\alpha\) as in that case. Hence, the function is overall decreasing with \(\alpha\).

**Proof:** By lemmas [13] and [14] \(P[s(a, b) - s(a, c) \geq t]\) is an increasing function of \(\alpha\). Thus, the minimum value of \(\alpha\) results in the minimum value of \(P[s(a, b) - s(a, c) \geq t]\). This value occurs at \(\alpha = \ell^*\), showing lemma [10]
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Proof of lemma 11: First, we will show that condition (i) will hold with probability $1 - \zeta$ if:

$$\frac{ke^{\lambda d}(\ell^* \delta(d))^2}{32(\ell^* + (1 - e^{-\lambda})q)} \geq 3\log(n) + \log 1/\zeta$$

To see this, first note that $\text{dist}(\text{LCA}(a, b, c), \text{LCA}(b, c)) \geq \ell^*$. By lemma 10, we can WLOG assume that $\text{dist}(\text{LCA}(a, b, c), \text{LCA}(b, c)) = \ell^*$ because that is the worst case, i.e. the case where $P[s(a, b) - s(b, c) \geq t]$ is minimized. Any condition sufficient for this case will be sufficient overall. Let $Y = s_c(a, b)$ and $X = s_a(b, c)$. Since $E(Y) - E(X) \geq k\lambda\ell^*\delta(d) \geq k\lambda\ell^*\delta^* = 2t$, in order to ensure that $Y - X \geq t$, it suffices to have $Y - X \geq k\lambda\ell^*\delta(d)/2$ which holds when $Y \geq E(Y) - k\lambda\ell^*\delta(d)/4$ and $X \leq E(X) + k\lambda\ell^*\delta(d)/4$. Thus, we have

$$P[Y - X < t] \leq P[Y < E(Y) - k\lambda\ell^*\delta(d)/4] + P[X > E(X) + k\lambda\ell^*\delta(d)/4]$$

To bound the probability of both events using the above versions of Hoeffding’s inequality, we have:

$$P[Y < E(Y) - k\lambda\ell^*\delta(d)/4] = Pr[Y \leq E(Y)(1 - \frac{k\lambda\ell^*\delta(d)}{4E(Y)})]$$

$$\leq \exp\left(-\frac{k^2\lambda^2\ell^*\delta^2(d)^2}{32E(Y)}\right)$$

$$\leq \exp\left(-\frac{k^2\lambda^2\ell^*\delta^2(d)^2}{32ke^{-\lambda d}(\lambda\ell^* + \lambda(1 - e^{-\lambda})q)}\right)$$

$$P[X > E(X) + k\lambda\ell^*\delta(d)/4] = Pr[X \geq E(X)(1 + \frac{k\lambda\ell^*\delta(d)}{4E(X)})]$$

$$\leq \exp\left(-\frac{k^2\lambda^2\ell^*\delta^2(d)^2}{32E(X) + 4k\lambda\ell^*\delta(d)}\right)$$

$$\leq \exp\left(-\frac{k^2\lambda^2\ell^*\delta^2(d)^2}{32ke^{-\lambda d}(\lambda\ell^* + \lambda(1 - e^{-\lambda})q)}\right)$$

The last line follows from the fact that $\delta(d) \leq e^{-\lambda d}$ and $E(X) \leq ke^{-\lambda d}(1 - e^{-\lambda})^2q \leq ke^{-\lambda d}\lambda(1 - e^{-\lambda})q$. Since $e^{\lambda d}\delta(d) = 1 - q + qe^{-2\lambda(1-d)} \geq 1 - q + qe^{-2\lambda}$, in order to ensure that both bad events have probability at most $\zeta n^{-3}$, it suffices to take

$$\frac{k\lambda(1 - q + qe^{-2\lambda})\delta(d)\ell^*\delta^2}{32(\ell^* + (1 - e^{-\lambda})q)} \geq 3\log(n) + \log 1/\zeta$$

Since $\delta^* \leq \delta(d)$, the above condition holds as long as

$$k \geq \frac{(96\log n + 32\log 1/\zeta)(\ell^* + (1 - e^{-\lambda})q)}{\lambda\ell^*\delta^*(1 - q + qe^{-2\lambda})}$$

Applying the same argument to $s_c(a, b) - s_b(a, c)$ and combining both results gives

$$P[s_c(a, b) - \max(s_b(a, c), s_a(b, c)) < t] \leq 4\zeta n^{-3}.$$ Taking a union bound over all $\binom{n}{3} = O(n^3)$
Thus, if we take:

\[
\text{SINGLE CELL}
\]
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triplets, we see that the probability of condition \(i\) failing for any triplet is at most \(\zeta\).

To get guarantees on the second condition, note that condition \(i\) implies that condition \(ii\) holds for all triplets separated by an edge of length at least \(\ell^*\). Thus we can focus on the triplets that are not covered by condition \(i\). Let \((a, b|c)\) be an arbitrary triplet such that \(\text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b)) < \ell^*\) and again let \(Y = s_c(a, b), X = s_a(b, c)\) and \(d\) be the depth of \(\text{LCA}(a, b, c)\) (note that we are focusing WLOG on \(s_a(b, c)\) since it has the same distribution as \(s_b(a, c)\)).

We want to show that with high probability, \(X - Y < t\). Again, it suffices to upper bound \(P[Y \leq E(Y) - t/2]\) and \(P[X \geq E(X) \geq t/2]\) because \(E(Y) \geq E(X)\). Note that we have already bounded the second quantity. To bound the first quantity, note that the worst case scenario is that \(\text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b))\) is as small as possible. Since in this lemma we make no assumption on the minimal edge length, this quantity can be arbitrarily small and in the worst case, \(\text{dist}(\text{LCA}(a, b, c), \text{LCA}(a, b)) = 0\), which means \(Y\) has the same distribution as \(X\). Note that this case technically cannot happen as it would imply that \(T\) has a trifurcating branch but it is possible to get arbitrarily close to this case with no restrictions on edge lengths. This gives:

\[
Pr[Y \leq E(Y) - k\lambda\ell^*\delta^*/4] \leq Pr[X \leq E(X) - k\lambda\ell^*\delta^*/4] \\
= Pr[X \leq E(X)(1 - k\lambda\ell^*\delta^*/4E(X))] \\
\leq \exp\left(-\frac{k^2\lambda^2\ell^*\delta^*/2}{32e^{-\lambda}\lambda^2(1 - d^2)q}\right) \\
\leq \exp\left(-\frac{k\ell^*\delta^*/2}{32}\right)
\]

Thus, if we take:

\[
k \geq \max\left(\frac{96\log n + 32\log 1/\zeta}{\ell^*\delta^*/2}, \frac{96\log n + 32\log 1/\zeta}{\lambda\ell^*\delta^*(1 - q + qe^{-2\lambda})}\right)
\]

then we have \(P[X - Y \geq t] < \zeta n^{-3}\). By symmetry, this means \(P[s_a(b, c) - s_c(a, b) \geq t| s_b(a, c) - s_c(a, b) \geq t] \leq 2\zeta n^{-3}\) since we can union bound over one bad event of probability at most \(2\zeta n^{-3}\) for each of the \(\binom{n}{3}\) triplets, we have that conditions \(i\) and \(ii\) both hold with probability at least \(1 - \zeta\).

**Proof of lemma 12.** Given a triplet \((a, b|c)\), with LCA at depth at most \(d^*\), we defined \(\epsilon\) to be the probability that no dropout occurs in a particular character of all three cells. First we will justify the assumption that \(\epsilon \geq (1 - p_d)^3\), which is to say the dropout events are positively correlated. Let \(p_h\) be the probability that heritable dropout occurs on the path from \(r\) to \(a\). Let \(p_h\) be the probability that a heritable dropout occurs on the path from
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$LCA(a, b)$ to $b$ given that no dropout has occurred on the path from $r$ to $LCA(a, b)$ and define $p_c$ similarly. Note that $p_b \leq p_c \leq p_b$ since the probability a dropout occurs along a path increases with the length of the path. Let $p_s$ be the probability that a stochastic dropout occurs at given character on a leaf given that no heritable dropout has occurred yet on that character. Then we have $\epsilon = (1 - p_b)(1 - p_b)(1 - p_s)(1 - p_s)^3 \geq ((1 - p_b)(1 - p_s))^3 = (1 - p_d)^3$. Since at least one of the cells in the triplet needs to not incur dropout at a character in order for all three of them to have no dropout, we also have $\epsilon \leq 1 - p_d$.

To prove the bounds on $k$ we will proceed as in the proof of lemma 11 and assume that $dist(LCA(a, b, c), LCA(a, b)) = \ell^*$, noting that lemma 14 extends the result of lemma 10 to the general case with missing data. Let $Y = s_c(a, b)$ and $X = s_a(b, c)$. Thus, we have:

$$Pr[Y \leq E(Y) - k\epsilon\ell^*\delta(d)/4] = Pr[Y \leq E(Y)(1 - \frac{k\epsilon\ell^*\delta(d)}{4E(Y)})]$$

$$\leq exp(-\frac{\epsilon^2 k^2 \ell^2 \ell^2 \ell^2 \delta(d)^2}{32 E(Y)})$$

$$Pr[X \geq E(X) + k\epsilon\ell^*\delta(d)/4] = Pr[X \geq E(X)(1 + \frac{k\epsilon\ell^*\delta(d)}{4E(X)})]$$

$$\leq exp(-\frac{\epsilon^2 k^2 \ell^2 \ell^2 \ell^2 \delta(d)^2}{32 E(X) + 4k\ell^*\ell^2 \delta(d)})$$

Since $E(Y) \leq k\epsilon e^{-\lambda \ell^*} \text{ and } E(X) \leq k\epsilon e^{-\lambda \ell^2} q$, we see that both probabilities are at most $n^{-3}\zeta$ when

$$\frac{k(1-p_d)^3\lambda(1-q + qe^{-2\lambda})\delta(d)\ell^*^2}{32(\ell^* + (1-e^{-\lambda})q)} \geq \frac{k\epsilon\lambda(1-q + qe^{-2\lambda})\delta(d)\ell^*^2}{32(\ell^* + (1-e^{-\lambda})q)} \geq 3\log(n) + \log 1/\zeta$$

If both bad events don’t happen, then we have $Y - X \geq k\epsilon\ell^*\delta^*/2 \geq k(1-p_d)^3\lambda\ell^*\delta^*/2 = t$. This gives the necessary bound for condition $i$ to hold.

To get guarantees on the second condition, let $X = s_b(a, c)$ for any triplet $a, b, c$ whose LCA has depth at most $d^*$ and where $c$ is the outgroup. we have that

$$Pr[X \leq E(X) - k(1-p_d)^3\lambda\ell^*\delta^*/4] = Pr[X \leq E(X)(1 - \frac{k(1-p_d)^3\lambda\ell^*\delta^*}{4E(X)})]$$

$$\leq exp(-\frac{k(1-p_d)^6\ell^2\delta^*^2}{32\epsilon q})$$

$$\leq exp(-\frac{k(1-p_d)^5\ell^2\delta^*^2}{32 q})$$
To ensure that this probability is at most $n^{-3} \zeta$, it suffices to take

$$k \geq \frac{(96 \log n + 32 \log 1/\zeta)q}{\ell^2 \delta^2 (1 - p_d)^5}$$

The rest of the argument is exactly the same as in the proof of lemma 11.

**Proof of Theorem 15** To prove Theorem 15, we must first bound the effects of incorrectly inferred mutations at internal nodes. Assume that $r'$ is an internal node generated in line 5 of the algorithm. Further assume that the tree rooted by $r'$ is correct (i.e., it is a sub-graph of $T$). The process of assigning a mutation state to $r'$ (lines 6–12) may incorrectly include mutations that emerged independently at its two child trees. To account for this, we define $P_{i,j}(r')$ to be the probability that every leaf beneath $r'$ has character $i$ mutated to state $j$, given that character $i$ is not mutated at $r'$. This probability is bounded according to the following lemma (proof shown later).

**Lemma 15.** Given the constraints on $\lambda$, $\ell$ and $q$ in Theorem 3, it follows that $P_{i,j}(r') \leq 2\lambda^2 c\ell q_j^2$ for any internal node $r' \in T$, character $i$ and state $j$.

To guarantee that the algorithm has a low probability of making mistakes in forming cherries (line 13), we focus on a pair of “active” nodes $u, w$ in a given iteration of the algorithm (i.e., nodes that are roots of trees in the current set $S$; defined in lines 2 and 14). We assume that up until this point, the algorithm did not form any incorrect cherries (i.e., all trees in $S$ are sub-graphs of $T$). It suffices to show that with high probability, if $u$ and $w$ do not form a cherry in $T$, there must be some internal node, $v$ on the path from $r' = \text{LCA}(u, w)$ to $u$ such that $s(u, v) > s(u, w)$ (note that $r'$ is LCA in $T$). If this holds, then if $u, w$ are the first incorrect pair to be merged, then there must be some descendent $u'$ of $v$ such that $s(u, u') \geq s(v, u) > s(u, w)$, contradicting the fact that $u, w$ was the most similar pair. Note that $u$ and $w$ can be either leaves or internal nodes. Let $d$ be the depth of $r'$ and let $\alpha = \text{dist}(r', v)$. Since the maximum edge length is $\sqrt{c\ell}$, we have WLOG that $\text{dist}(r', u), \text{dist}(r', w) \leq \alpha + \sqrt{c\ell}$ (if $\text{dist}(r', w)$ is greater than this quantity we can simply switch the roles of $u$ and $w$ and redefine $\alpha$ to be the distance from $r'$ to the parent of $w$). Let $Z$ be the number of mutations that occurred on the path from $r'$ to $v$. This gives:

$$E(Z) = ke^{-\lambda d}(1 - e^{-\lambda \alpha})$$

Note that due to irreversibility the mutations tallied in $Z$ will be present in all nodes under $v$, including $u$ and $u'$. Let $X$ be the number of character assignments that are shared between $u$ and $w$ (assigned by the algorithm per lines 7–11) and that are not present in $r'$ (per the ground truth). There are two ways in which a character can be assigned state $j$ at $u$ (or $w$). Firstly, in the ground truth tree, a character can mutate to state $j$ on the paths from $r'$ to $u$ (or $w$), with probability at most $(1 - e^{-\lambda(\alpha + \sqrt{c\ell})}) q_j$. In that case, the mutation will be present...
in all downstream leaves, and thus assigned by the algorithm to $u$ (or to $w$). Secondly, if it did not mutate on that path, it could instead have mutated in enough places in the sub-tree rooted beneath $u$ (or $w$) such that every leaf in that sub-tree has the mutation at that character. By lemma 15, we see that the probability of this occurring is at most $2\lambda^2 c\ell q^2_j$. Requiring that in both $u$ and $w$ we have an occurrence of at least one of these scenarios for a given state $j$ and summing over all states, we get:

$$E(X) \leq ke^{-\lambda d} \sum_j ((1 - e^{-\lambda(\alpha + \sqrt{c\ell})}) q_j + e^{-\lambda(\alpha + \sqrt{c\ell})} 2\lambda^2 c\ell q^2_j)^2$$

$$\leq ke^{-\lambda d} \sum_j ((1 - e^{-\lambda(\alpha + \sqrt{c\ell})}) q_j + 2\lambda^2 c\ell q^2_j)^2$$

$$= ke^{-\lambda d} \sum_j (1 - e^{-\lambda(\alpha + \sqrt{c\ell})} + 2\lambda^2 c\ell q_j)^2 q_j^2$$

$$\leq ke^{-\lambda d}(1 - e^{-\lambda(\alpha + \sqrt{c\ell})} + 2\lambda^2 c\ell \max_j q_j)^2 q$$

Let $q_{\text{max}} = \max_j q_j$. Assume $E(Z) > E(X)$ and let $\Delta = E(Z) - E(X)$. Again by the above versions of Hoeffding’s inequality, we have the following concentration inequalities:

$$Pr[Z < E[Z] - \Delta/2] \leq \exp(-\frac{\Delta^2}{8E(Z)})$$

$$\leq \exp(-\frac{\Delta}{10E(Z)})$$

$$Pr[X \geq E(X) + \Delta/2] \leq \exp(-\frac{\Delta^2}{8E(X) + 2\Delta})$$

$$\leq \exp(-\frac{\Delta^2}{8E(X) + 2(E(Z) - E(X))})$$

$$\leq \exp(-\frac{\Delta}{10E(Z)})$$
Suppose \( \lambda q \leq \frac{\beta}{\max(1,\ell)} \). Let \( \gamma = 2\sqrt{\ell} \). Then, we have:

\[
\Delta \geq ke^{-\lambda d}(1 - e^{-\lambda\alpha} - (1 - e^{-\lambda(\alpha + \sqrt{\ell})}) + 2\lambda^2 c\ell q_{\max}^2 q)
\]

\[
= ke^{-\lambda d}(1 - e^{-\lambda\alpha} - (1 - e^{-\lambda\alpha}e^{-\lambda\sqrt{\ell}} + 2\lambda^2 c\ell q_{\max}^2 q))
\]

\[
\geq ke^{-\lambda d}(1 - e^{-\lambda\alpha} - (1 - e^{-\lambda\alpha}e^{-\lambda\sqrt{\ell}} + 2\lambda^2 c\ell q_{\max}^2 q))
\]

\[
= ke^{-\lambda d}(1 - e^{-\lambda\alpha} - (1 - e^{-\lambda\alpha} + e^{-\lambda\alpha}\sqrt{\ell} + 2\lambda^2 c\ell q_{\max}^2 q))
\]

\[
= ke^{-\lambda d}(1 - e^{-\lambda\alpha} + e^{-\lambda\alpha}\sqrt{\ell} + 2\lambda^2 c\ell q_{\max}^2 q))
\]

\[
= ke^{-\lambda d}(1 - e^{-\lambda\alpha} + e^{-\lambda\alpha}\sqrt{\ell}(e^{-\lambda\alpha} + \lambda\gamma q_{\max})^q)q)
\]

\[
\geq ke^{-\lambda d}(1 - e^{-\lambda\alpha}q - \beta \gamma(e^{-\lambda\alpha} + \lambda\gamma q_{\max})) - \beta \lambda(e^{-\lambda\alpha} + \lambda\gamma q_{\max})^2 \ell)
\]

\[
\geq ke^{-\lambda d}(1 - e^{-\lambda\alpha}(1 - \beta(1 + \gamma e^{-\lambda\alpha} + \lambda\gamma q_{\max}))) - \beta \lambda(e^{-\lambda\alpha} + \lambda\gamma q_{\max})^2 \ell)
\]

Where the last line follows from the fact that the maximum of the function \( \alpha + \gamma e^{-\lambda\alpha} \) occurs at \( \alpha = 1 \).

Now, it remains to find a bound on \( \beta \) so that \( \Delta > 0 \) and \( \frac{\Delta^2}{E[Z]} \) is lower bounded. Let \( C = \gamma e^{-\lambda} + \lambda\gamma q_{\max} \). To ensure that \( \Delta > 0 \), we see that the last line from the previous block needs to be \( > 0 \). Taking this inequality and rearranging terms, it suffices to show that:

\[
1 > \beta(1 + C + \frac{\lambda\ell(e^{-\lambda\alpha} + \lambda\gamma q_{\max})}{1 - e^{-\lambda\alpha}})
\]

Note that

\[
\frac{\lambda\ell(e^{-\lambda\alpha} + \lambda\gamma q_{\max})^2}{1 - e^{-\lambda\alpha}} \leq \frac{\lambda\ell(e^{-\lambda\ell} + \lambda\gamma q_{\max})^2}{1 - e^{-\lambda\ell}} \approx (e^{-\lambda\ell} + \lambda\gamma q_{\max})^2
\]

so our sufficient condition can be written as

\[
1 > \beta(1 + C + (e^{-\lambda\ell} + \lambda\gamma q_{\max})^2)
\]
We lower bound $\frac{\Delta^2}{E[Z]}$ by the following:

$$\frac{\Delta^2}{E[Z]} \geq \min_{\alpha \in [t, 1]} \frac{k^2e^{-2\lambda t}((1 - e^{-t\alpha})(1 - \beta(1 + C)) - \beta \lambda (e^{-t\alpha} + \lambda q_{\text{max}})^2\ell)^2}{ke^{-\lambda t}(1 - e^{-t\alpha})}$$

$$= \frac{k^2e^{-2\lambda t}((1 - e^{-t\ell})(1 - \beta(1 + C)) - \beta \lambda (e^{-t\ell} + \lambda q_{\text{max}})^2\ell)^2}{ke^{-\lambda t}(1 - e^{-t\ell})}$$

$$\geq ke^{-\lambda t}((1 - e^{-t\ell})(1 - \beta(1 + C))^2 - 2(1 - e^{-t\ell})(1 - \beta(1 + C))\beta \lambda (e^{-t\ell} + \lambda q_{\text{max}})^2)$$

$$= ke^{-\lambda t}(1 - \beta(1 + C))(1 - \beta(1 + C) - 2\beta(e^{-t\ell} + \lambda q_{\text{max}})^2)$$

In order for this bound to be positive, we need

$$1 > \beta(1 + C + 2(e^{-t\ell} + \lambda q_{\text{max}})^2)$$

Note that this condition satisfies the above condition on $\beta$ and thus would imply $E[Z] > E[X]$. Thus, if

$$\beta < \frac{1}{1 + C + 2(e^{-t\ell} + \lambda q_{\text{max}})^2} = \frac{1}{1 + 2\sqrt{c}e^{-\lambda} + 4\lambda c\ell q_{\text{max}} + 2(e^{-t\ell} + 2\lambda c\ell q_{\text{max}})^2}$$

both $\Delta$ and $\frac{\Delta^2}{E[Z]}$ are strictly positive.

To bound the probability that $Z < E[Z] - \Delta/2$ and $X \geq E(X) + \Delta/2$ is at most $n^{-2}\zeta$, we need:

$$\exp(-\frac{\Delta^2}{10E[Z]}) \leq n^{-2}\zeta$$

This is satisfied if $k$ satisfies the following:

$$k \geq \frac{20 \log n + 10 \log (1/\zeta)}{\lambda e^{-\lambda \ell}(1 - \beta(1 + C))(1 - \beta(1 + C) - 2\beta(e^{-\lambda \ell} + \lambda q_{\text{max}})^2)}$$

In other words, for any pair of vertices $u, w$ that are not children of the same node, there will be a vertex $u'$ such that $LCA(u, u')$ is a descendent of $LCA(u, w)$ and $P[s(u, u') \leq s(u, w)] \leq 2n^{-2}\zeta$. If $s(u, u') > s(u, w)$, then $(u, w)$ cannot be the first pair of incorrectly joined vertices. Taking a union bound over at most $n^2/2$ pairs of vertices, we see that with probability at least $1 - \zeta$, there is no first pair of incorrectly joined vertices, which means the algorithm is correct.
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Proof of lemma 15: For this proof, we use the following results:

Lemma 16. Let $\rho$ be the maximum edge length in $T$. For any character, state pair $(i, j)$, if there exists a number $p > 0$ which satisfies $((1 - e^{-\lambda \rho})q_j + p)^2 \leq p$, then $p$ is an upper bound on $P_{i,j}(v)$ for any node $v \in T$.

Proof: We will proceed by induction on $T$. Suppose $v$ is a leaf. Then $P_{i,j}(v) = 0$, since if the $i^{th}$ character does not mutate, it cannot take on state $j$. Now let $v$ be an arbitrary non-leaf vertex, with children $u$ and $w$. By our inductive hypothesis, $P_{i,j}(u) \leq p$ and $P_{i,j}(w) \leq p$. Since the length of the edge from $v$ to either of it’s children is at most $\rho$, the probability that the character mutates to state $j$ on either edge is at most $(1 - e^{-\lambda \rho})q_j$. Thus, if we condition on the fact that $\chi_i$ is not mutated on $v$, we have:

$$P_{i,j}(v) \leq ((1 - e^{-\lambda \rho})q_j + e^{-\lambda \rho}P_{i,j}(u))((1 - e^{-\lambda \rho})q_j + e^{-\lambda \rho}P_{i,j}(w))$$

$$\leq ((1 - e^{-\lambda \rho})q_j + P_{i,j}(u))((1 - e^{-\lambda \rho})q_j + P_{i,j}(w))$$

$$\leq ((1 - e^{-\lambda \rho})q_j + p)^2$$

Where the last inequality follows from our assumption on $p$. Given the above lemma, we can simply solve for $p$ to find an upper bound on all $P_{i,j}(v)$ in $T$.

Lemma 17. Suppose the maximum edge length satisfies:

$$\rho \leq -\frac{1}{\lambda} \ln[(1 - \frac{3}{16 \max_j(q_j)})]$$

Then we have $P_{i,j}(v) \leq 2\lambda^2 \rho^2 q_j^2$ for any node $v \in T$.

Proof: Let $y = (1 - e^{-\lambda \rho})q_j$. Note that by our above assumption, $y \leq 3/16$. By our above assumption, we have:

$$\rho \leq -\frac{1}{\lambda} \ln[(1 - \frac{3}{16 \max_j(q_j)})]$$

$$\quad \quad (1 - e^{-\lambda \rho}) \max_j(q_j) \leq \frac{3}{16}$$

$$\quad \quad (1 - e^{-\lambda \rho})q_j \leq \frac{3}{16}$$

$$\quad \quad y \leq \frac{3}{16}$$

Next, by lemma 16, we know that if there is a $p > 0$ such that $(y + p)^2 \leq p$, then such a $p$ would be an upper bound on all $P_{i,j}(v)$. We can find such a $p$ by setting the inequality to an equality and finding the smallest root of the resulting polynomial.

$$y^2 + 2yp + p^2 = p$$

$$y^2 + (2y - 1)p + p^2 = 0$$
Our initial assumption of $\rho$ guarantees that $4y < 1$, which means the smallest root of the polynomial above can be given as

$$p = \frac{1}{2} \left(1 - 2y - \sqrt{(2y - 1)^2 - 4y^2} \right)$$

$$= \frac{1}{2} \left(1 - 2y - \sqrt{4y^2 - 4y + 1 - 4y^2} \right)$$

$$= \frac{1}{2} \left(\sqrt{1 - 4y + 4y^2} - \sqrt{(1 - 4y)} \right)$$

$$= \frac{1}{2} \frac{4y^2}{\sqrt{1 - 4y + 4y^2} + \sqrt{1 - 4y}}$$

Where the last line follows by multiplying the numerator and denominator by $\sqrt{1 - 4y + 4y^2} + \sqrt{1 - 4y}$. To upper bound $p$, we have

$$p \leq \frac{1}{2} \frac{4y^2}{2\sqrt{1 - 4y}}$$

$$= \frac{y^2}{\sqrt{1 - 4y}}$$

$$\leq 2y^2$$

Where the last inequality follows from the fact $y \leq 3/16$, which means the denominator is at least $1/2$. Finally, we have $2y^2 = 2(1 - e^{-\lambda\rho})^2 q_j^2 \leq 2\lambda^2 \rho^2 q_j^2$.

Now simply take $\rho = \sqrt{c\ell^*}$ and apply lemma 17 to show lemma 15

**Additional Analyses**

**Alternative Strategy for Regime with only Stochastic Missing Data** Now we assume that missing data only occurs due to technical difficulties in reading out mutation sequences in cells, i.e. that only stochastic missing data occurs. Specifically, for any given cell and any given Cas9 recording site, we assume that the sequence of this site is missing from our data with probability $p_s$ and that this omission occurs independently from all other cells or mutation sites. With this definition, we consider a slightly modified oracle by defining $s(a, b)$ as the number of mutations shared by $a$ and $b$ in characters that did not suffer dropout in either sample. Note that this definition of $s(a, b)$ is independent of a third cell $c$ unlike in the general case. Accordingly we revise conditions $i)$ and $ii)$ by setting the decision threshold $t$ to be $k(1 - p_s)^2 \lambda \ell \delta^*$. These modified definitions lead to a more relaxed dependency between the mutation rate and the extent of missing data:

**Lemma 18.** In the presence of stochastic missing data at a rate of $p_s$, condition $i)$ holds with probability at least $1 - \zeta$ if we have the following guarantees on the parameters $q, \lambda, \ell^*, d^*$, and $k$:

$$k \geq \frac{(96 \log n + 32 \log 1/\zeta)(\ell^* + (1 - e^{-\lambda})q + e^{\lambda d^* d^*})}{(1 - p_s)^2 \lambda \ell^* \delta^*(1 - q + q e^{-2\lambda})}$$
Both conditions $i$ and $ii$ hold with probability at least $1 - \zeta$ if we have:

$$k \geq \max \left( \frac{(96 \log n + 32 \log 1/\zeta)(\ell^* + \lambda q + e^{\lambda\ell^*} d^*)}{(1 - p_s)^2 \lambda \ell^* 2 \delta^*(1 - q + q e^{-2\lambda})}, \frac{(96 \log n + 32 \log 1/\zeta)(d^* + (1 - e^{-\lambda}) q)}{(1 - p_s)^2 \lambda \ell^* 2 \delta^* 2} \right)$$

An empirical demonstration and validation of the tightness of lemma 18 using simulations is provided in supplemental Figure 3.38.

**Proof:** For a triplet $(a, b|c)$ in the case without dropout, any mutation that occurred on the path from the root to LCA$(a, b, c)$ is inherited by each member of the triplet, and thus $s(a, b) - s(b, c) = s_c(a, b) - s_a(b, c)$. But in the case of missing data, this is no longer true as mutations that occurred before LCA$(a, b, c)$ may be obscured by dropout and therefore not present in the character information of $a$, $b$, or $c$. We must now account for these early mutations in our calculations.

Let $p_s$ be the stochastic missing data rate and let $s(a, b)$ be the number of mutations shared between $a$ and $b$, ignoring characters that have dropout in either $a$ or $b$. The number of mutations shared by $a, b$ after their divergence is now Binomial$(k, p)$ where $p$ is

$$p = (1 - p_s)^2 (1 - e^{-\lambda d} + e^{-\lambda d}((1 - e^{-\lambda \ell^*}) + e^{-\lambda \ell^*} (1 - e^{-\lambda (1 - \ell^*-d)^2})^2 q)$$

Here $(1 - p_s)^2$ is the probability that this character does not acquire dropout in neither $a$ nor $b$, $1 - e^{-\lambda d}$ is the probability that a given mutation occurred before $d$, and of the remaining terms the left term is the probability the mutation occurred on the path from LCA$(a, b, c)$ to LCA$(a, b)$, and the right term is the probability a given mutation is shared by $a, b$ due to convergent evolution.

Thus:

$$E[s(a, b)] \geq k(1 - p_s)^2 (1 - e^{-\lambda d} + e^{-\lambda d}((1 - e^{-\lambda \ell^*}) + e^{-\lambda \ell^*} (1 - e^{-\lambda (1 - \ell^*-d)^2})^2 q)$$

Similarly:

$$E[s(b, c)] \leq k(1 - p_s)^2 (1 - e^{-\lambda d} + e^{-\lambda d} (1 - e^{-\lambda (1-d)})^2 q)$$

Thus, we have that:

$$E[s(a, b) - s(b, c)] \geq (1 - p_s)^2 k(1 - e^{-\lambda d} + e^{-\lambda d}((1 - e^{-\lambda \ell^*}) + e^{-\lambda \ell^*} (1 - e^{-\lambda (1 - \ell^*-d)^2})^2 q - (1 - e^{-\lambda d} + e^{-\lambda d} (1 - e^{-\lambda (1-d)})^2 q))$$

$$= (1 - p_s)^2 k e^{-\lambda d}(1 - e^{-\lambda \ell^*} + q(e^{-\lambda \ell^*} - 1 + e^{-2\lambda (1-d) + \lambda \ell^*} - e^{-2\lambda (1-d)}))$$

$$= (1 - p_s)^2 k e^{-\lambda d}((1 - e^{-\lambda \ell^*})(1 - q) + q e^{-2\lambda (1-d)}(e^{\lambda \ell^*} - 1))$$

$$\geq (1 - p_s)^2 k e^{-\lambda d}((1 - e^{-\lambda \ell^*})(1 - q) + q e^{-2\lambda (1-d)} \lambda \ell^*)$$

$$\approx (1 - p_s)^2 k e^{-\lambda \ell^*} (1 - q) + q e^{-\lambda (2-d) \ell^*}$$

$$= (1 - p_s)^2 k \lambda \ell^* (e^{-\lambda d} (1 - q) + q e^{-\lambda (2-d)})$$
Again taking $\delta(d) = e^{-\lambda d}(1 - q) + q e^{-\lambda(2-d)}$. We then have that for any triplet $(a, b|c)$, where depth$(LCA(a, b, c)) = d$ and dist$(LCA(a, b, c), LCA(a, b)) \geq \ell^*$

$$E[s(a, b) - s(b, c)] \geq (1 - p_s)^2 k \lambda^* \delta(d)$$

First, we will show that condition i) will hold with probability $1 - \zeta$ if:

$$\frac{(1 - p_s)^2 k e^{\lambda d}(\ell^* \delta(d))^2}{32(\ell^* + (1 - e^{-\lambda})q + e^{\lambda d}d)} \geq 3 \log(n) + \log 1/\zeta$$

To see this, let $(a, b|c)$ be any triplet at depth at most $d^*$ and the distance between their LCAs be at least $\ell^*$. By lemma 10 we can WLOG assume that $\text{dist}(LCA(a, b, c), LCA(b, c)) = \ell^*$ because that is the worst case, i.e. the case where $P[s(a, b) - s(b, c) \geq t]$ is minimized. Note that lemma 14 extends the result of lemma 10 to the case with only stochastic missing data. Any condition sufficient for this case will be sufficient overall. Let $Y = s(a, b)$ and $X = s(b, c)$. Since $E(Y) - E(X) \geq (1 - p_s)^2 k \lambda^* \delta^* = 2t$, in order to ensure that $Y - X \geq t$, it suffices to have $Y > E(Y) = t/2$ and $X < E(X) = t/2$. To show that both occur with high probability, we have:

$$Pr[Y \leq E(Y) - (1 - p_s)^2 k \lambda^* \delta(d)/4] = Pr[Y \leq E(Y)(1 - \frac{(1 - p_s)^2 k \lambda^* \delta(d)}{4 E(Y)})]$$

$$\leq \exp(-\frac{(1 - p_s)^4 k^2 \lambda^2 \ell^* \delta^2(d)^2}{32 E(Y)})$$

$$\leq \exp(-\frac{(1 - p_s)^4 k^2 \lambda^2 \ell^* \delta^2(d)^2}{32(1 - p_s)^2 k \lambda(e^{-\lambda d} \ell^* + e^{-\lambda d}(1 - e^{-\lambda})q + d)})$$

$$Pr[X \geq E(X) - (1 - p_s)^2 k \lambda^* \delta(d)/4] = Pr[X \geq E(X)(1 - \frac{(1 - p_s)^2 k \lambda^* \delta(d)}{4 E(X)})]$$

$$\leq \exp(-\frac{(1 - p_s)^4 k^2 \lambda^2 \ell^* \delta^2(d)^2}{32 E(X) + 4(1 - p_s)^2 k \lambda^* \delta(d)})$$

$$\leq \exp(-\frac{(1 - p_s)^4 k^2 \lambda^2 \ell^* \delta^2(d)^2}{32(1 - p_s)^2 k \lambda(e^{-\lambda d} \ell^* + e^{-\lambda d}(1 - e^{-\lambda})q + d)})$$

The last line follows from the fact that $\delta(d) \leq e^{-\lambda d}$ and $E(X) \leq (1 - p_s)^2 k e^{-\lambda d}(1 - e^{-\lambda})q + \lambda d \leq (1 - p_s)^2 k e^{-\lambda d}(1 - e^{-\lambda})q + \lambda d$. Since $e^{\lambda d} \delta(d) = 1 - q + q e^{-2\lambda(1-d)} \geq 1 - q + q e^{-2\lambda}$ and any $d < d^*$, in order to ensure that both bad events have probability at most $\zeta n^{-3}$, it suffices to take

$$\frac{(1 - p_s)^2 k \lambda(1 - q + q e^{-2\lambda}) \delta(d) \ell^*}{32(\ell^* + (1 - e^{-\lambda})q + e^{\lambda d}d^*)} \geq 3 \log(n) + \log 1/\zeta$$

Applying the same argument to $s(a, b) - s(a, c)$ and combining both results gives $P[s(a, b) - \max(s(a, c), s(b, c)) < t] \leq 4\zeta n^{-3}$. Taking a union bound over all $n^3$ triplets, we
see that the probability of condition $i$) failing for any triplet is at most $\zeta$.
To get guarantees on the second condition, note that condition $i$) implies that condition $ii$) holds for all triplets separated by an edge of length at least $\ell^*$. Thus we can focus on the triplets that are not covered by condition $i$). Let $(a, b; c)$ be an arbitrary triplet such that $\text{dist}(LCA(a, b, c), LCA(a, b)) < \ell^*$ and again let $Y = s(a, b)$, $X = s(b, c)$ and $d$ be the depth of $LCA(a, b, c)$ (note that we are focusing WLOG on $s(b, c)$ since it has the same distribution as $s(a, c)$). We want to show that with high probability, $X - Y < t$. Again, it suffices to upper bound $P[Y \leq E(Y) - t/2]$ and $P[X \geq E(X) \geq t/2]$ because $E(Y) \geq E(X)$.

Note that we have already bounded the second quantity. To bound the first quantity, note that condition $s$.

Thus, if we take:

$$k \geq \max \left(\frac{96 \log n + 32 \log 1/\zeta(\ell^* + \lambda q + e^{\lambda d^*} d^*)}{(1-p_s)^2 \lambda e^{\lambda^* \delta^*}(1 - q + ge^{-2\lambda})}, \frac{(96 \log n + 32 \log 1/\zeta(d^* + (1 - e^{-\lambda})q))}{(1-p_s)^2 \lambda e^{\lambda^* \delta^*}}\right)$$

then we have $P[X - Y \geq t] < \zeta n^{-3}$. By symmetry, this means $P[s(b, c) - s(a, b) \geq t \cup s(a, c) - s(a, b) \geq t] \leq 2\zeta n^{-3}$ since we can union bound over one bad event of probability at most $2\zeta n^{-3}$ for each of the $\binom{n}{3}$ triplets, we have that conditions $i$) and $ii$) both hold with probability at least $1 - \zeta$.

**Alternative Analysis of the Bottom-up Algorithm**

**Theorem 16.** The constraint on $\lambda$ and $q$ in Theorem [15] can be replaced with

$$\lambda < \min\left(\frac{1 - \lambda \ell/2}{2q\gamma_2}, -\ln(1 + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}} - \frac{1}{2q})\right)$$

Where $\gamma_1 = e^{-\lambda} \sqrt{\ell} + 2\lambda \ell q_{\text{max}}$ and $\gamma_2 = (\sqrt{\ell} + \sqrt{c} + 2\lambda c \sqrt{\ell})^2$. In that case, the Bottom-Up Algorithm returns the correct tree with probability at least $1 - \zeta$ if

$$k \geq \frac{e^\lambda (20 \log n + 10 \log (1/\zeta))}{\min(\lambda \ell(1 - \lambda \ell/2 - 2\lambda q \gamma_2), (1 - e^{-\lambda})(1 - 2(1 - e^{-\lambda} + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}})q)$$
Note this means that as \( \ell \to 0 \), our constraint on \( \lambda \) and \( q \) becomes \( \lambda q < \frac{1}{2c} \) and our bound on \( k \) approaches
\[
\frac{e^\lambda(20 \log n + 10 \log(1/\zeta))}{\lambda(1-2c\lambda q)} = O\left(\frac{\log n}{\ell}\right)
\]

**Proof of Theorem 16**: To upper bound the probabilities of the bad events, it suffices to ensure that \( E(Z) > E(X) \) and bound the quantity \( \frac{(E(Z) - E(X))^2}{E(Z)} = \Delta^2 \). Since this quantity depends on \( \alpha \), we will first derive a lower bound on this quantity and determine where the minimum occurs for \( \alpha \in [\ell, 1] \) as follows:
\[
\frac{\Delta^2}{E[Z]} \geq E[Z] - 2E[X]
= ke^{-\lambda d}(1 - e^{-\lambda a} - 2(1 - e^{-\lambda (\alpha + \sqrt{\ell})} + 2\lambda^2 c\ell q_{\max})^2 q)
\]

Now let \( f(\alpha) = 1 - e^{-\lambda \alpha} - 2(1 - e^{-\lambda (\alpha + \sqrt{\ell})} + 2\lambda^2 c\ell q_{\max})^2 q \). Next we will show that for any interval \( [a, b] \), the minimum of \( f \) on \( [a, b] \) occurs at either \( a \) or \( b \). Let \( y(\alpha) = e^{-\lambda \alpha} \), and let \( g(y) = 1 - y - 2(1 - ye^{-\lambda \sqrt{\ell}} + 2\lambda^2 c\ell q_{\max})^2 q \). Then \( f = g \circ y \). Note that \( g' \) is linear with negative slope, as
\[
g'(y) = -1 + 4(1 - ye^{-\lambda \sqrt{\ell}} + 2\lambda^2 c\ell q_{\max})q e^{-\lambda \sqrt{\ell}}
\]

Since \( f'(x) = -g'(e^{-\lambda x})e^{-\lambda x} \), \( f'(x) = 0 \) only when \( g'(e^{-\lambda x}) = 0 \). Since \( e^{-\lambda x} \) is an increasing function, there can be at most one point where \( f' \) is 0. On the other hand, one can verify that \( \lim_{x \to -\infty} f'(x) = \infty \), which means that if there is any \( x \) where \( f'(x) = 0 \), then \( f' \) is positive on \((\infty, x)\) and negative on \((x, \infty)\), which means \( x \) must be a local maximum. Thus, any minimum of \( f \) on an interval \( [a, b] \) can only occur on the boundaries.

**\( \alpha = 1 \)** case: In the case where \( \alpha = 1 \), our lower bound can be written as
\[
f(\alpha) = (1 - e^{-\lambda} - 2(1 - e^{-\lambda} e^{-\lambda \sqrt{\ell}} + 2\lambda^2 c\ell q_{\max})^2 q)
= (1 - e^{-\lambda} - 2(1 - e^{-\lambda} (1 - \sqrt{\ell}) + 2\lambda^2 c\ell q_{\max})^2 q)
= (1 - e^{-\lambda} - 2(1 - e^{-\lambda} + e^{-\lambda} \sqrt{\ell} + 2\lambda^2 c\ell q_{\max})^2 q)
\]

To make the notation easier to follow, let \( \gamma_1 = e^{-\lambda} \sqrt{\ell} + 2\lambda^2 c\ell q_{\max} \). Then we have
\[
\frac{\Delta^2}{E[Z]} \geq (1 - e^{-\lambda} - 2(1 - e^{-\lambda} + \gamma_1)^2 q)
= (1 - e^{-\lambda} - 2((1 - e^{-\lambda})^2 + 2(1 - e^{-\lambda})\gamma_1 + \gamma_1^2)q)
= (1 - e^{-\lambda})(1 - 2(1 - e^{-\lambda} + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}})q)
\]
Thus, in order for the bound to be non-trivial, we need \(2(1 - e^{-\lambda} + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}})q < 1\), which means

\[
e^{-\lambda} > 1 + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}} - \frac{1}{2q}
\]

\[
\lambda < -\ln(1 + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}} - \frac{1}{2q})
\]

Note that as \(\ell \to 0\), the RHS approaches \(\lambda < \ln(1 - \frac{1}{2q})\) which is at least \(\frac{1}{2q}\), and in general, when \(\lambda\) satisfies the constraint above, \(f(1)\) is lower bounded by a constant independent of \(\ell\). Also, note that the bound is trivial if the term inside the \(\ln\) is negative.

\(\alpha = \ell\) case: In this case, our lower bound becomes as follows:

\[
f(\alpha) = (1 - e^{-\lambda\ell} - 2(1 - e^{-\lambda(\ell + \sqrt{c\ell})} + 2\lambda\ell q_{\text{max}})^2 q)
\]

\[
\geq (\lambda\ell - \frac{\lambda^2\ell^2}{2} - 2\lambda^2(\ell + \sqrt{c\ell} + 2\lambda\ell q_{\text{max}})^2 q)
\]

\[
= \lambda\ell(1 - \frac{\lambda\ell}{2} - 2\lambda q\sqrt{\ell + \sqrt{c} + 2\lambda c\sqrt{\ell}q_{\text{max}}})^2
\]

Now let \(\gamma_2 = (\sqrt{\ell} + \sqrt{c} + 2\lambda c\sqrt{\ell}q_{\text{max}})^2\). Then in order for the bound to be non-trivial, we need \(\frac{\lambda\ell}{2} + 2\lambda q\gamma_2 < 1\), which means

\[
\lambda < \frac{1 - \lambda\ell/2}{2q(\sqrt{\ell} + \sqrt{c} + 2\lambda c\sqrt{\ell}q_{\text{max}})^2} = \frac{1 - \lambda\ell/2}{2q\gamma_2}
\]

Note that as \(\ell \to 0\), the RHS becomes \(\frac{1}{2q}\). Since \(\frac{\lambda^2}{E[Z]} \geq ke^{-\lambda d}f(\alpha)\), when the constraints:

\[
\lambda < \min\left(\frac{1 - \lambda\ell/2}{2q\gamma_2}, -\ln(1 + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}} - \frac{1}{2q})\right)
\]

are satisfied, and if we take

\[
k \geq \frac{e^\lambda(20\log n + 10\log(1/\zeta))}{\min(\lambda\ell(1 - \lambda\ell/2 - 2\lambda q\gamma_2), (1 - e^{-\lambda})(1 - 2(1 - e^{-\lambda} + 2\gamma_1 + \frac{\gamma_1^2}{1 - e^{-\lambda}}q)))}
\]

the probability that either of the above events occur is at most \(n^{-2}\zeta\). In other words, for any pair of vertices \(u, w\) that are not children of the same node, there will be a vertex \(u'\) that such that \(LCA(u, u')\) is a descendent of \(LCA(u, w)\) and \(P[s(u, u') \leq s(u, w)] \leq 2n^{-2}\zeta\). If \(s(u, u') > s(u, w)\), then \((u, w)\) cannot be the first pair of incorrectly joined vertices. Taking a union bound over at most \(n^2/2\) pairs of vertices, we see that with probability at least \(1 - \zeta\), there is no first pair of incorrectly joined vertices, which means the algorithm is correct.
Since the bound on $f(\ell)$ depends on $\ell$, it is generally much smaller than the bound on $f(1)$, which is lower bounded by a constant. Thus, asymptotically, the bound on $k$ is

$$\frac{e^{\lambda(20 \log n + 10 \log (1/\zeta))}}{\lambda \ell (1 - 2c\lambda q)} = O\left(\frac{\log n}{\ell}\right)$$
Additional Simulations

**Visualization of the** \((\ell^*, d^*)\)-**Oracle:** The \((\ell^*, d^*)\)-Oracle presented above attempts to determine the outgroup of a triplet using the difference in the number of shared mutations between its members. In Figure 3.36 we visualize how well the decision rule holds for correctly and incorrectly resolved triplets. We plot \(s(a, b) - \max(s(a, c), s(b, c))\) against \(\text{dist}(\text{LCA}(a, b), \text{LCA}(a, b, c))\) for triplets \((a, b, c)\) on simulated trees. The blue points show the difference between the mutations shared by the ingroup versus the mutations shared by the outgroup, and the orange points show the difference between the mutations shared by the outgroup and the ingroup. We see that 10% of triplets are such that \(s(a, b) - \max(s(a, c), s(b, c)) \leq t\) with \((a, b)\) as the ingroup and thus violate condition \(i\), and that 2.3% are such that \(s(a, b) - \max(s(a, c), s(b, c)) \leq t\) with \((a, b)\) as the outgroup. Note that as \(s(a, b) - \max(s(a, c), s(b, c)) \leq s(a, b) - s(a, c)\), requiring that \(s(a, b) - \max(s(a, c), s(b, c)) < t\) is a slightly weaker condition than condition \(ii\) and thus at most 2.3% of triplets violate it. For the set of parameters used here, \(t\) is chosen such that the probability that a triplet is indeterminable is low and the probability that the outgroup is given incorrectly is low, showing that the oracle is relatively accurate on this regime for the low number of characters \((k = 10)\). For for exact reconstruction of a tree though, we require that all triplets on that tree be separated by the threshold \(t\).

As \(\text{dist}(\text{LCA}(a, b), \text{LCA}(a, b, c))\) increases, this difference in the number of shared mutations between the ingroup and the non-ingroup pairs grows, making the triplets more separable. This gives us the V-shape in the figure. As the distance increases, the number of triplets that cross the threshold and thus violate either condition decreases, and after a certain point no triplets cross the threshold. This illustrates that in the result in Theorem 14 that, as we are only interested in triplets where \(\text{dist}(\text{LCA}(a, b), \text{LCA}(a, b, c)) > \ell^*\) for larger values of \(\ell^*\), them the bound on the number of characters \(k\) needed to separate these triplets decreases.

**Dependence on** \(n\): To compare the asymptotic dependence of \(k\) on \(n\) in the theoretical bounds with the dependence of the necessary \(k\) in the empirical case, we simulate varying trees of size. In Figure 3.37 we plot the values of \(k\) in simulation against the bounds for both algorithms, in a regime where \(\ell = 0.5, q = 0.05\). From this figure it can be seen that the bounds are tight (within a constant factor) against the empirical values and share the same shape in the dependence of \(k\) on \(n\). These results offer empirical validation of the asymptotic dependence of \(k\) in the bounds for both algorithms.

**Missing Data:** Here we present simulations for the minimum \(k\) to give 0.9 probability of exact reconstruction for the case of stochastic missing data only (lemma 18). The simulations are performed with uniform edge lengths and use \(p_s = 0.1\) proportion of stochastic missing data. Visualizing the bounds for lemma 18 show that indeed higher values of \(k\) are necessary to overcome the lost information (Figure 3.38A), consistent with the additional \((1 - p_d)^2\) term in the denominator and gap term of \(e^{\lambda d} d^*\) when compared to the bounds of Theorem 13. Notably, the reconstruction now becomes increasingly intractable for high values of \(\lambda\), due to
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Figure 3.36: Visualizing the \((\ell^*, d^*)\) - Oracle Decision Rule in Simulation. We sample 100 triplets uniformly for each of 100 trees simulated under the Asynchronous simulation framework described in supplemental with \(k = 10\), \(\lambda = 0.5\), \(q = 0.05\) and \(n \approx 256\). For each triplet, we plot \(s(a, b) - \max(s(a, c), s(b, c))\) for two cases: when \((a, b)\) notates the true ingroup of the triplet (blue) and 2) when \((a, b)\) notates one member of the ingroup and the outgroup (orange). The histograms show the density of each case for each triplet along the axes.

the gap term being exponential in \(\lambda\). In simulation (Figure 3.38B) we see that the necessary \(k\) is higher across the board, especially for values with high \(\lambda\), validating the theoretical trends.

Surprisingly, unlike in lemma 11, the bound on \(k\) in lemma 18 has no asymptotic dependence on \(q\). Taking \(q\) to be arbitrarily small (or even \(q < \ell/\lambda\)) causes the bound in lemma 11 to become \(O(\log n / \ell)\), yet an arbitrarily small \(q\) causes the bound in lemma 18 to remain in \(O(\log n / \ell^2)\). Examining the difference in the bounds between lemma 18 and lemma 11 (Figure 3.38C (Top)), we see that the difference grows larger in regions where \(q < \ell/\lambda\), indicating that the bound changes asymptotically in these regions. This same pattern is reflected in the empirical results, validating this change in dependence on \(q\) (Figure 3.38C (Bottom)).
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\[ \ell = 0.5, q = 0.05 \]

**Figure 3.37: Comparing the Dependence of \( k \) on \( n \) in Theory and Simulation.** The minimum necessary \( k \) given \( n \) of the Threshold Algorithm (left) and the Bottom-Up Algorithm (right) with the theoretical bounds for each case (90% of full reconstruction). Simulations performed with the uniform edge length regime for trees of size \( 2^2, 2^3, \ldots, 2^{11} \) leaves. For each value of \( n \), edge lengths were re-scaled to be \( \frac{\log_2(n) + 1}{\log_2(n)} \) to maintain uniform edge lengths. The bounds are rescaled by a constant factor, 100 for the Threshold Algorithm and 25 for the Bottom-Up Algorithm. Point-wise 95% confidence intervals are generated from the regression coefficients using the delta method, see supplemental.

**Triplets Correct:** Previous benchmarking works do not use exact reconstruction as a metric for the accuracy of phylogenetic reconstructions. A common, more relaxed metric is the triplets correct metric (or the closely related triples distance), which measures the proportion of sampled leaf triplets that are correctly (incorrectly in the case of triples distance) inferred by the reconstructed tree [98, 39, 69]. We present the minimum \( k \) necessary in simulation for high probability of a high (\( \geq 95\% \)) triplets correct score on uniformly sampled triplets, showing the necessary \( k \) when exact reconstruction is not required (Figure 3.39). We see that the empirical necessary \( k \) decreases substantially overall compared to the case of exact reconstruction for both algorithms, showing that these algorithms can perform well in practice with a low number of characters according to traditional standards of accuracy.

Regarding the Threshold Algorithm, the reduction in the necessary \( k \) is potentially due to the fact that if triplets are sampled uniformly, most of them will have an LCA close to the root. We saw from the partial reconstruction results that the necessary \( k \) decreases across the board as \( d^* \) (the depth up to which triplets must be correct) decreases. We see also that large values of \( \lambda \) coincide with lower relative \( k \) in the triplets case than in the case of full reconstruction, just as in the case of \( d^* \ll 1 \). Thus, we can treat the case of uniformly sampling triplets as similar to setting a low \( d^* \). We see that both of these effects, the lower overall necessary \( k \) and the lower \( k \) for high values of \( \lambda \), also hold true of the Bottom-Up Algorithm in the case of uniformly sampling triplets. This indicates that perhaps reconstruction of triplets that diverge at the top of the tree is easier and less affected by mutation saturation in the case of the Bottom-Up Algorithm as well.
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Figure 3.38: Comparing the Threshold Algorithm in the Case of Stochastic Missing Data in Theory and Simulation. The results of the Threshold Algorithm using the missing data strategy outlined in lemma 18 are shown. Simulated trees with 256 leaves, \( n = 256 \). Entries are \( \log_{10} \) scaled. (A) Theoretical lower bound on \( k \) required for 0.9 probability of perfect tree reconstruction for varying values of \( q \) and \( \lambda \) in the case of missing data, with \( \ell = 1/9 \), \( d^* = 1 \), and \( p_s = 0 \). (B) Minimum \( k \) required for 0.9 probability of perfect reconstruction in simulation with a cell division topology with uniform branch lengths, \( \ell = 1/9 \), \( d^* = 1 \), and \( p_s = 0 \). (C) Scalar difference in the values of \( k \) in the case with and without missing data. Top: Difference in theoretical bounds for \( k \) for 0.9 probability of perfect reconstruction, \( \ell = 1/9 \), \( d^* = 1 \), and \( p_s = 0 \). Bottom: Difference in minimum \( k \) required for 0.9 probability of perfect reconstruction in simulation with a cell division topology with uniform branch lengths, \( \ell = 1/9 \), \( d^* = 1 \), and \( p_s = 0 \).

Additional Implementation Details:

**Threshold Algorithm:** Due to ties in the number of shared characters, sometimes the edge-removal procedure produces more than two connected components on the sample graph \( G \). If this occurs, we enforce a bifurcation in the tree by merging the components \( C_1, C_2, \ldots, C_n \) into two groups. We expand the previous pseudocode as follows:

Here, we use a naive parsimony approach. We infer the character states of the LCA of each component as the most parsimonious states given the states of the leaves in that component (a mutation appears in the LCA of a component only if it shared by all samples in that component, discounting samples with missing data at that character). Then, the nu-
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Figure 3.39: Triplets Corrects Analysis for Both Algorithms. Simulated trees with 256 leaves, \( n = 256 \). Entries are \( \log_{10} \) scaled. Minimum \( k \) required for 0.9 probability of \( \leq 0.95 \) proportion of 500 uniformly sampled triplets correctly reconstructed in simulation. Top row: Results for the Threshold Algorithm in the case of (From left to right) uniform edge length topology without missing data (\( \ell = 1/9 \), \( p_s = 0.1 \)), uniform edge length topology with missing data (\( \ell = 1/9 \), \( p_s = 0.1 \)), asynchronous topology (\( \ell = 0.05 \)). Bottom row: Results for the Bottom-Up Algorithm in the case of (From left to right) uniform edge length topology (\( \ell = 1/9 \)) and asynchronous topology (\( \ell = 0.05 \)).

Mutation shared by the most LCAs is found. Heuristically, this mutation occurred early in the phylogeny and thus components sharing this mutation are more closely related. Thus, we separate components into two groups based on whether or not the LCA has this mutation. This algorithm is implemented as the “PercolationSolver” class in the “solver” module of the Cassiopeia codebase. Here, the default arguments are used, with “joining_solver” specified as an instance of the “VanillaGreedySolver” class.

Bottom-Up Algorithm: The implementation of the Bottom-Up Algorithm follows the description in the main text. If a tie occurs in the number of shared mutations between nodes, then an arbitrary pair is chosen to be merged first. This algorithm is implemented as the “SharedMutationSolver” class in the “solver” module of the Cassiopeia codebase. Here, the default arguments are used.

Simulating Cell-Division Topology We present the pseudocode used for this simulation here: The topology simulation framework is implemented in the Cassiopeia codebase as the “BirthDeath-FitnessSimulator” class in the “simulator” module. Here, “birth_waiting_distribution” is set to a lambda function that takes a rate and returns a random waiting time from an exponential distribution with that rate, shifted by 0.05. “initial_birth_scale” is set to \( \approx 23.70 \).
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1: procedure SplitSamples(V)
2:     G ← Complete graph over V
3:     while G is connected do
4:         (u*, v*) = argmin_{u,v} \in E S(u, v)
5:         Delete (u*, v*) from G
6:     C_1, C_2, ..., C_n ← connected components of G
7:     if length(C_1, C_2, ..., C_n) > 2 then
8:         C_1, C_2 ← MergeComponents(C_1, C_2, ..., C_n)
9:     T_1, T_2 ← SplitSamples(C_1), SplitSamples(C_2)
10:    Return binary tree with T_1 and T_2 as children of the root.

12: procedure MergeComponents(C_1, C_2, ..., C_n)
13:     LCA_1, LCA_2, ..., LCA_n ← InferParsimoniousStates(C_1, C_2, ..., C_n)
14:     m ← FindMostFrequentMutation(LCA_1, LCA_2, ..., LCA_n)
15:     for i in n do
16:         if m in LCA_i then
17:             Add C_i to GroupA
18:         else
19:             Add C_i to GroupB
20:    Return GroupA, GroupB

“death_waiting_distribution” is set to a lambda function that takes no arguments and returns a random waiting time from an exponential distribution with that rate 1/ ≈ 23.70 + 0.05. “experiment_time” is set to 1. The other arguments are set to their defaults.

Simulating CRISPR-Cas9 Lineage Tracing Data  The lineage tracing simulation framework is implemented in the Cassiopeia codebase as the “Cas9LineageTracingDataSimulator” class in the “simulator” module. Here, “number_of_cassettes” is set to the respective k, “size_of_cassette” is set to 1, “mutation_rate” is set to the respective λ, “state_priors” is set to a dictionary representing the q distribution, “heritable_silencing_rate” is set to 0, and “stochastic_silencing_rate” is set to 0 and 0.1, depending on whether the particular simulation has missing data. All other arguments are set to default.

Scoring Criterion

Full reconstruction: We say the reconstructed tree achieves perfect reconstruction if it has a Robinson-Foulds Distance of 0, meaning the trees are isomorphic with regard to their labels. Robinson-Foulds Distance is implemented in the codebase as the “robinson_foulds” method in the “critique” module. This method makes use of the the Ete3 package [94].
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Algorithm 4

1: procedure Forward Simulation($\lambda_{\text{birth}}, \lambda_{\text{death}}$)
2: \hspace{1em} Lineages ← Queue();
3: \hspace{1em} $T$ ← new empty tree;
4: \hspace{1em} Leaves ← {};
5: \hspace{1em} Lineages.push((root, None, 0))
6: \hspace{1em} SampleLineageEvent(node, parent, time, T, Leaves, Lineages, $\lambda_{\text{birth}}, \lambda_{\text{death}}$)
7: \hspace{1em} while Lineages is not empty do
8: \hspace{2em} node, parent, time ← Lineages.pop()
9: \hspace{2em} SampleLineageEvent(node, parent, time, T, Leaves, Lineages, $\lambda_{\text{birth}}, \lambda_{\text{death}}$)
10: \hspace{1em} Remove all nodes in $T$ that do not have a descendant in Leaves
11: \hspace{1em} Return $T$
12:
13: procedure SampleLineageEvent(node, parent, time, T, Leaves, Lineages, $\lambda_{\text{birth}}, \lambda_{\text{death}}$)
14: \hspace{1em} $t_{\text{birth}}, t_{\text{death}} ← \text{Exp}(\lambda_{\text{birth}}) + a, \text{Exp}(\lambda_{\text{death}})$;
15: \hspace{1em} if $\text{time} + \min(t_{\text{birth}}, t_{\text{death}}) > 1$ then
16: \hspace{2em} $T ← T \cup \{(\text{parent}, \text{node}), \text{weight} = 1 - \text{time}\}$;
17: \hspace{2em} Leaves ← Leaves $\cup \{\text{node}\}$;
18: \hspace{1em} else if $t_{\text{birth}} < t_{\text{death}}$ then
19: \hspace{2em} $T ← T \cup \{(\text{parent}, \text{node}), \text{weight} = t_{\text{birth}}\}$;
20: \hspace{2em} Lineages.push(Node(), node, time + t_{\text{birth}});

Partial Reconstruction: To determine the sufficient $k$ needed for exact partial reconstruction for triplets whose LCA is up to depth $d$, we use the same framework as in the case of full reconstruction but we change the scoring criterion. We can no longer compare ground truth and reconstructed trees by Robinson-Foulds Distance, which compares the entire tree. We instead present and show the correctness of an algorithm to determine if all triplets in a tree up to depth $d$ are resolved correctly in the reconstructed tree. The algorithm is as follows. Let $T$ be the ground truth tree, $T'$ be the reconstructed tree, and $d$ be the depth:

Next we prove its correctness:

Claim: All triplets whose LCA is at depth $< d$ in $T$ are resolved correctly in $T'$ iff for every node $n < d$ in $T$ there exists a node $n'$ in $T'$ whose daughter clades partition the set of leaf descendents of that node in the same way.

Proof: if: For a triplet $(a, b|c)$ whose LCA is node $n$, $a, b$ must be in the clade of one daughter of $n$ and $c$ on the other. If there exists a node $n'$ in $T'$ that partitions the leaf nodes into the same two clades, then for each triplet whose LCA is at $n$, $a, b$ will be grouped together in the same clade with $c$ on other side, hence every triplet will be resolved correctly. If there exists $n'$ for each $n < d$, then all triplets with LCA $< d$ will be resolved correctly.

only if: If there is a node $n < d$ in $T$ with no node $n'$ in $T'$ with an analogous partition, this implies that there is some partition of the leaves in $T'$ starting from the root at or
Algorithm 5

1: procedure CheckPartialReconstruction(\(\mathcal{T}, \mathcal{T}', d\))
2: \hspace{1em} CheckSplit(root(\(\mathcal{T}\)), root(\(\mathcal{T}'\)))
3: \hspace{1em} Return TRUE
4:
5: procedure CheckSplit\((n, n', d)\)
6: \hspace{1em} if depth\((n)\) < \(d\) then
7: \hspace{2em} return
8: \hspace{1em} \(l, r = \text{children}(n)\)
9: \hspace{1em} \(l', r' = \text{children}(n')\)
10: \hspace{1em} if leaves_beneath\((l)\) == leaves_beneath\((l')\) and leaves_beneath\((r)\) == leaves_beneath\((r')\) then
11: \hspace{2em} CheckSplit\((l, l', d)\), CheckSplit\((r, r', d)\)
12: \hspace{1em} else
13: \hspace{2em} Return FALSE

above \(n\) that does not match the partition in \(\mathcal{T}\), as if all partitions were correct then \(n'\) must exist. If there is a non-matching partition, there is some partition \(\{a_1, ..., a_m\}|\{b_1, ..., b_n\}\) in \(\mathcal{T}\) where in \(\mathcal{T}'\) there is at least one incorrect member in one of the partitioned sets: \(\{a_1, ..., a'_m, b_1, ..., b'_n\}|\{a'_{m+1}, ..., a_m, b_{n'+1}, ..., b_n\}\). Then in \(\mathcal{T}'\), WLOG \(b_1\) is closer to some \(a_i\) than some \(b_i\), and all triplets involving \(b_1\) and \(a_i\) are incorrect in \(\mathcal{T}'\). As the partition with the non-analogous partition is at depth < \(d\) in \(\mathcal{T}\), then some triplets whose LCA is at depth < \(d\) are incorrectly resolved in \(\mathcal{T}'\). The algorithm will find \(n'\) for every \(n < d\) by matching it to a node in \(\mathcal{T}'\) that has the same partition. If the algorithm does not find \(n'\) for a certain \(n < d\), then it does not exist as if all partitions checked by the algorithm match up to and including \(n\) in \(\mathcal{T}'\) then it must exist, and the given partition cannot be formed later as leaf descendant sets cannot add members down the tree.

**Triplets Correct:** Additionally, we report the necessary \(k\) needed for 95% triplets correct in simulation. The triplets correct score is determined by sampling 500 triplets uniformly from the ground truth tree and counting the proportion of triplets resolved accurately in the reconstructed tree.
Chapter 4
Inferring Network Activity - Th17 Tissue Specific Metabolism

4.1 Collaborators and Contributions

The last section of this dissertation describes a work in progress between the Yosef Lab and the Kuchroo Lab (Harvard University). While experimental validations are currently ongoing, the computational results look promising and are summarized below.

The primary collaborators of this work include: Alex Khodaverdian, Allon Wagner (Berkeley), Linglin Huang (Harvard), Alexandra Schnell (Harvard), Martina Spiljar (Harvard), Nir Yosef (Principal Investigator, Berkeley), and Vijay Kuchroo (Principal Investigator, Harvard).

4.2 Introduction

CD4$^+$ T-cells, and in particular Th17 cells play an important role in tissue homeostasis and pathology [81, 14, 183, 117, 106, 112, 22]. In fact not all Th17 cells are identical, and they can often be stratified into subpopulations such as Effector-like, ISG (interferon stimulated gene)high, Treg-like, amongst others, with different subpopulations playing varying roles in the function and response of Th17 cells [60, 83, 64, 159, 200]. Differentiation of Th17 cells is influenced by various factors such as the presence of SPB and Candida albicans as previously shown by Litteman and others. However, not only are Th17 cells regulated for phenotype by tissue or microenvironment, but abundance as well. For example, in the murine gut Th17 cells are found to be most abundant within the duodenum, and least abundant within the colon, with the inverse relationship being true for T-regs [43]. In addition, the microenvironment has a significant impact on T cell activation and subsequent differentiation. In the case of ulcerative colitis (UC), intestinal stromal subtypes associated with cytokine signaling and T cell activation, were observed to be present in UC and scarce in
healthy controls \cite{111}. Thus its understood that Th17 subpopulations and their abundance vary between tissues and microenvironments \cite{96}.

Another key component of CD4$^+$ T cell function emerges from cellular metabolism. In particular, different cell types may express different metabolic pathways and thus may rely on different metabolites for homeostasis. For example, effector-like T cell subsets all show an increase in the glycolysis pathway post activation \cite{141, 132, 162}. In contrast, Tregs have been observed to express genes involved in fatty acid oxidation, while effector-like cells down-regulate such pathways \cite{132}. Interestingly, inhibition of nutrients or pathways may also lead to a loss of phenotype \cite{181}. For example, within effector T cells, loss of L-glutamine results in the inability for such cells to proliferate \cite{197}. More specifically, within Th17 cells, the polyamine pathway was more recently discovered as a critical regulator of Th17 effector-like function, whose inhibition led Th17 cells towards a Treg-like state \cite{178}.

Tissue microenvironments were shown to have diverse metabolic programs that influence immune cell function. For example within tumor microenvironments proliferative cancer cells are often supported by aerobic glycolysis. In such an environment nutrients are limited, and there is competition between cancer cells and immune cells. This leads to a metabolic switch in the immune cells from aerobic glycolysis to fatty acid oxidation which causes immuno-suppression and evasion of cancer cells from the immune system \cite{19, 192, 121, 150, 24}. Within the gut, microbiota play an immense role in immunometabolism via metabolites such as short-chain fatty acids, bile acids, and tryptophan metabolites. For example, in CD8$^+$ T cells microbiota-derived short-chain fatty acids like butyrate help promote effector function by stimulating OXPHOS and mitochondrial mass, as well as glycolytic activity \cite{133}.

Therefore, given the observation of metabolic differences in tissues, and metabolism directly affecting Th17 function, it’s crucial to understand how the metabolic programs directly link to Th17 function. This knowledge can benefit in designing therapeutics to treat various pathologies.

To this end, we turn our attention to single cell RNA Sequencing (scRNA-seq), where we may transcriptionally profile immune cells within various tissues. As mentioned above, this profiling goes beyond broad categorizations, and in the case of Th17 cells, we find heterogeneity within Th17 cell subpopulations with vastly different phenotypic signatures. However, we can actually take a step further, and explore these cells at a metabolic level. For this, we use Compass, an in silico based approach, which uses cell transcriptomic data and models network wide metabolic flux using a Flux Balance Analysis (FBA) \cite{178}. The goal thus becomes to categorize and explore the heterogeneity of Th17 cells within various tissues at a metabolic difference, with the goal of identifying metabolic programs or metabolites of interest.

To tackle this goal, we turn our attention towards gut and lymphoid tissues. In particular,
Th17 cells within the gut are known for their role in tissue homeostasis and their influence in extra-intestinal autoimmune diseases. We utilize current and ex Th17 cells collected from mice across 5 tissues: colon, small intestine, peyer’s patches, mesenteric lymph nodes, and spleen. We consider ex Th17 cells to identify instances of Th17 plasticity. We apply a combination of transcriptomic analysis, both at a tissue level and phenotypic level, to identify metabolic genes and programs of interest at a tissue specific level. We further this analysis by utilizing Compass to explore these cells at a network wide metabolic level. Our work identifies a gut-specific metabolic target creatine kinase, which we are validating experimentally in-vitro, responsible for regulating effector-like function and gut homeostasis.

4.3 Results

4.3.1 Single Cell Sequencing of Th17 Cells from multiple tissues

To characterize the metabolic differences across Th17 cells, Th17 cell data procured by Schnell et al [159] via scRNA-seq in mice Th17 was used. In particular, in order to collect both cells which both currently expressed IL17A as well as once expressed IL17A, Schnell et al began by crossing active IL17A-GFP reporter mice (IL17A\textsuperscript{GFP}) with IL-17A fate-reporter mouse (IL17A\textsuperscript{CreRosa26\textsuperscript{tdTomato}}), generating IL17A\textsuperscript{GFP} x IL17A\textsuperscript{CreRosa26\textsuperscript{tdTomato}} mice.

From there CD4\textsuperscript{+} tdTomato\textsuperscript{+} cells were collected from 9 mice, spanning a subset of the following 5 tissues per mice: spleen (SPL), mesenteric lymph node (MLN), Peyer’s patches (PP), small intestine (SI), and colon (COL). From there, from the cells collected via scRNA-seq, IL17A-GFP\textsuperscript{+} tdTomato\textsuperscript{+} cells were labeled as current Th17 cells, whereas IL17A-GFP\textsuperscript{-} tdTomato\textsuperscript{+} cells were labeled as ex Th17 cells.

4.3.2 Differential expression analysis reveals metabolic differences between Th17 cells in different tissues

Although the heterogeneity of the whole transcriptional profiles in Th17 cells across different tissues has been characterized by Schnell et al, it remains unclear if the metabolic genes also show tissue-specific expression patterns. Differential expression analysis (Methods) identified a host of metabolic genes that are upregulated in at least one of the tissues (Figure 4.1B; FDR < 0.05, fold change > 1.5).

The UMAP visualization based on the metabolic latent space also showed clear separation of tissues (Figure 4.1C and Figure 4.3A), indicating that the tissues are distinct metabolically.

Lastly, we noted that the colonic Th17 cells had the biggest number of tissue-specific metabolic genes (Figure 4.1B) and are the most distinct from the splenic Th17 cells in the metabolic latent space (Methods; Figure 4.1C and Figure 4.1B), suggesting that Th17 cells
Figure 4.1: **Tissue Th17 cells are metabolically distinct** (a) Mouse model (b) Normalized expression of differentially expressed metabolic genes (rows) in a random sample of 1000 cells (columns) from all tissues. (DESeq2 was applied on pseudo-bulk data to compare each tissue to the average of all tissues; lowly expressed genes (expressed in < 10% of cells in every tissue) were excluded from the DE analysis; FDR < 0.05, fold change > 1.5) (c) Distance of tissues to SPL (measured as the inverse of the proportion of cells in each tissue being k-nearest neighbors of any SPL cells; k = 20) (d) UMAP based on metabolic gene expression only; colored by tissue. (e) Heatmap of top 25 metareactions per tissue in Compass. Each cell entry corresponds to the relative rank of that reaction relative to all other reactions of interest in a one versus all comparison. (f) Summary of all differentially expressed metareactions in a COL vs all comparison, summarized by subsystem (rows). Blue dots represent reactions lower in the colon, red dots represent reactions higher in the colon. Triangles represent mean cohen’s d, with cyan triangles representing overrepresentation of a subsystem calculated via a hypergeometric test (g) Top 10 metareactions in the COL vs all comparison and SI vs all comparison. Reactions are ranked by $-\log(FDR) \times sign(cohen_d)$.
may have adjusted to the complex metabolic environment in the colon and display differential and active metabolic characteristics.

4.3.3 Creatine kinase as a gut specific upregulated metabolic gene

Given the first hurdle, which is metabolic differences amongst tissues, has been cleared, the question now becomes what the specific differences between tissues are. To this end, we proceed by considering broad pathways upregulated per tissue, and from there proceed towards a gene level analysis.

Running a basic enrichment analysis amongst tissue specific differentially expressed genes, we find that within the spleen Urea Cycle and Arginine Biosynthesis are both upregulated. Elevating arginine levels in the spleen has been linked to a shift from glycolysis to oxidative phosphorylation in activated T cells, and promotes the generation of central memory-like T-cells with higher survival capacity [67]. Lastly, Arginine biosynthesis and Urea Cycle have been associated with both pro-Th17p and pro-Th17n cells [178].

Within the Peyer’s Patches we find the upregulation of Purine metabolism, Pyrimidine metabolism, and Glycolysis. Lastly within the gut (Colon and Small Intestine) we find upregulation of Glutamine metabolism and Arginine metabolism. This result is consistent with the fact that arginine metabolism has been associated with increased pathogenicity in Th17 cells [178]. Unlike the spleen however, the Urea cycle is not found to be upregulated. Within the colon, glutamine metabolism has been associated with differentiation of Th17 cells, while restraining Th1 cells [97].

Moving onto specific genes, we find the following: within the Spleen we find increased expression of ASS1, a gene known to play a functional role in T cells [172], and a gene often knocked out in cancer cells [5, 42, 13]. In addition, we find DGKa upregulated, which alongside DGKgamma, controls Th17 cell differentiation [195].

Within the Peyer’s patches, we find PLCG1, a gene associated with promoting Th17 trafficking to inflamed organs in the case of Lupus-prone mice, as well as a common finding in tumoral Cutaneous T-cell lymphomas [176, 142]. In addition, we find expression of NT5E (CD73), a marker typically associated with inflammatory Th17 cells, and a marker present in EAE model (Although whose KO doesn’t result in EAE severity differences) [80]. Lastly, CD73 expressed on Treg exosomes contribute to Treg suppressive activity.

Within the gut we find upregulation of ODC1, a cell typically found to be associated with pro inflammatory Th17 cell function, consistent with the belief that Th17 cells within the gut would be more active than in immune tissues such as the spleen [178]. In addition
in the gut, we find increased expression of DGAT1, a protein found to inhibit Treg function, consistent with the view of increased effector activity in the gut [70]. We also find both GCLC and GOT1 have been associated with increased autoimmune response, the KO of both leading to reductions in autoimmunity [122, 191].

Interestingly, although we did not see any broad Urea Cycle upregulation in the gut, we found the gene CKB upregulated in both the Colon and Small Intestine. From an immunological standpoint, creatine has been broadly associated with increased antitumor activity in CD8 cells [45]. However, on the flip side, there have been studies which suggest that CKB silencing can lead to pro-inflammatory responses for example in the case of white adipocytes [123]. In the gut specifically, creatine has been found to maintain intestinal homeostasis and protect against colitis [175]. However, there have been no studies on CKB and Th17 cells within the gut specifically.

4.3.4 In silico Flux Balance Analysis with Compass

Given the broad metabolic differences observed in the single cell gene expression data, as well as the metabolic differences in both pathways and at a gene level, we surmised that it would be of interest to further characterize our cells on the immunometabolism level. To this end we applied Compass, an Insilco Flux Balance Analysis based approach, characterizing and spanning the entire metabolic model provided (mouse), and providing confidence scores per reaction in the network (Methods).

We first begin by verifying once again, is there a metabolic difference between tissues at a reaction level? To answer this we note the heterogeneity observed between tissues, as seen in Figure 4.1E (rank normalized reactions per tissue, the higher meaning more active relative to all other reactions). Amongst this heterogeneity we make some interesting observations, in no particular order. We first note the upregulation of glycolysis/gluconeogenesis in the COL. In contrast, we notice an upregulation of Fatty Acid Oxidation, Urea Cycle, and Arginine and Proline Metabolism amongst the Spleen. These findings were mostly present in the gene expression analysis.

When zooming in on the Colon (Figure 4.1F), we note some of the top subsystems: Thiamine metabolism, Fructose and Mannose metabolism (a subsystem of Glycolysis), Aminosugar Metabolism, and Glycolysis, subsystems typically associated with energy hungry cells, i.e. Effector-like Th17 cells. In contrast some of the most downregulated subsystems include Bile Acid Synthesis and Lysine Metabolism.

Zooming in on the gut in particular, we can further focus ourselves on the top 10 reactions per tissue (Figure 4.1G). We note that amongst the many reactions, most are related to glycolysis (or a corresponding subsystem). However, we note of interest the reaction “ATP
Creatine Kinase. This reaction seems to be associated with the gene of interest discussed earlier (CKB). In addition, this reaction is upregulated in the Urea Cycle, despite being a part of a subsystem which is downregulated in the Colon (Figure 4.1F).

4.3.5 Cell state axis

Thus far, we have looked at every tissue in aggregate against one another. However, we know that various tissues can exhibit different distributions of subpopulations amongst their respective Th17 populations. Given this fact, we decided to further characterize each tissue by subpopulation similar to Schnell et al. Every tissue was clustered individually via Leiden clustering (Figure 4.2A, top row), and cluster-specific upregulated genes were identified within each tissue. Next, we computed the distance between pairs of tissue clusters based on the Spearman dissimilarity of average expression of the union of all cluster-specific upregulated genes. Then hierarchical clustering was performed to identify clusters amongst different tissues with the same characteristic phenotype (Figure 4.2B). In particular, we identified 7 “superclusters” that correspond to naive, proliferating, Treg-like, effector-like, Tfh-like, migratory and ISG-high (Figure 4.2A, bottom row), each were annotated based on the top cluster-specific upregulated genes (Figure 2C).

Given these subpopulations, our next steps were to focus on the gut (COL and SI). In particular, we ran a one versus all analysis per subpopulation intra-tissue (ex proliferating ex Treg). Given the presence of CKB largely upregulated in the COL and SI, the question became - is there a particular subpopulation where CKB is upregulated, or is it just broadly upregulated in the Colon. We note that the ATP Creatine Kinase observed in both the COL and SI was specifically up in the Effector-like populations in both tissues, and was in fact the top hit in both subpopulations (Highlighted in orange in Figure 4.2D).

4.3.6 An experimental target emergences in creatine kinase

Given the goals of this project, and the positive results observed for creatine kinase (CKB) across the various axes of analysis, our group has chosen to further explore this target experimentally. In particular, we were able to consider our problem from both the lens of transcriptomics and at a reaction level, giving us a working hypothesis of a possible regulator of gut specific Th17 cells. During this analysis, we also took careful consideration of the fact that different tissues can exhibit different subpopulations of Th17 cells, and even under such a lens, found creatine kinase to be upregulated. Given further time and analysis, I’m confident we would have been able to consider other metabolic targets of interest given the depth of our dataset.
Figure 4.2: **Common metabolic features of intra-tissue variation in Th17 cells across tissues** (a) Annotation of superclusters (b) Correlation of intratissue clusters in metabolic space (c) Genes used for supercluster annotation. (d) - (e) Average COMPASS scores of \( CK_{pos} \) reaction. Scores were rank-normalized within each tissue (higher score means more “active”). (f) COMPASS scores of \( CK_{pos} \) reaction. Scores were rank-normalized within each tissue (higher score means more “active”).
4.4 Methods

4.4.1 Single-cell RNA-seq data analysis

Preprocessed UMI count matrices were obtained from Schnell et al, where low quality or non-Th17 cells have been excluded. Given the cursory filtered single cell gene expression data collected originated from 9 different mice, our next step was to preprocess the data to correct for batch effects, and to generate an accurate latent space void of such covariates. To this end, we employed scvi-tools, a package designed for probabilistic modeling and analysis of single-cell omics data (Gayoso et al. 2022). Scvi-tools employs a variational autoencoder to train over gene expression data, with the ability to deal with natural problems related to single cell data such as dropout, imputation, and batch effects. To this end, we ran scvi-tools over the metabolic gene expression space generating a metabolic latent space of 10 dimensions, corrected for batch effects (Supplemental Fig 4.3).

Differential expression analyses were performed with edgeR [ref] on pseudo-bulk data. The tissue comparison in Figure 4.1B models the mean expression as a linear combination of tissue (categorical, summation coded) and batch (categorical, dummy coded) using a negative binomial regression (glmFit function). The effect of each tissue was tested against the average of all tissues using moderated likelihood ratio tests (glmLRTest function). Lowly detected genes were excluded prior to fitting the model. Results were intersected with the metabolic gene list. Tissue vs. spleen comparison in Figure S1A was computed using the same fitted model as in Figure 4.1B, but with different contrast vectors such that each tissue was compared to the spleen rather than the tissue averages.

Tissue distances in Figure 4.1D were measured by the non-overlapping of tissue cells’ nearest neighbors in the scVI latent space. Firstly, k-nearest neighbors (k = 30) were identified for every cell in the scVI latent space (top 10 dimensions; Euclidean distance). Next, for each pair of tissues, compute the number of times a cell in one tissue being a k-nearest neighbor of any other cells in the other tissue, then divide by the product of the number of cells in the two tissues. While the proportion is a measure of the tissue similarity, taking its inverse gives the tissue distance.

4.4.2 Metabolic Network Analysis via Compass

Compass takes in a single cell gene expression counts matrix alongside a metabolic network model (mouse). The output is a cell by reaction matrix M, spanning every reaction in the metabolic network, with a likelihood score per reaction.

Once we have our matrix M, our interest becomes to identify reactions and/or metabolites of interest which are upregulated in each tissue.
Given the inherent metabolic differences per tissue, if we were to run a simple one versus all analysis per tissue, the Colon would come up as metabolically more active for almost all reactions. As a result, our goal became to understand which metabolic programs are relatively more active in each tissue over another. To this end, for each cell in our matrix \( M \), we begin by \( Z \)-normalizing across all reactions. From there, for each tissue and for each reaction, we run a one versus all analysis as follows: For a particular reaction we run a Wilcoxon ranksum test between all cells in a tissue versus all cells in all other tissues to extract a p-value. For effect size, we take the cohen’s D between the two groups. Given we have many reactions, we adjust our p-values using the Benjamini-Hochberg procedure. At the end of this process, we’re left with 5 comparisons of interest, one per tissue, for all 5 tissues of interest. Each comparison contains an FDR, and cohen’s D for every reaction present in the metabolic network.

### 4.5 Supplementary Figures

![Figure 4.3: (a) Number of metabolic genes that are upregulated in each tissue (same DE method and criteria as Fig 1B) (b) UMAP based on metabolic gene expression only; colored by batch.](image)
Chapter 5

Conclusion

In this dissertation I have explored various abstractions of biological systems as networks, over which we have defined network optimization algorithms, with analysis of theoretical guarantees and applications to measurements of molecular abundance (phosphoproteomics, transcriptomics). Within each subsection, we discuss future directions. Here I summarize a few of the most interesting future directions, as well as other directions not considered in the past chapters.

When it comes towards subnetwork optimization in our Condition settings, an open question that has always remained on my mind is whether the generalized monotonic Directed Condition Steiner Network has an approximation algorithm that admits better approximation bounds than the trivial bound. Recall instances are monotonic: if an edge $e$ exists in some graph $G_c$, then it exists in all the subsequent graphs $G_{c'}, c' \geq c$. In Chapter 2 of this dissertation we successfully showed via approximation preserving reduction to Directed Steiner Tree that Monotonic Single-Source Directed Condition Steiner Network has an $O(k^\epsilon)$-approximation algorithm for every $\epsilon > 0$. Attempts to apply similar reduction techniques to the generalized monotonic Directed Condition Steiner Network have proved to be unsuccessful, but I believe this problem deserves some further thought.

Crispr/Cas9 lineage tracing systems, coupled with methodologies such as Cassiopeia have already seen use in a variety of biological studies. We’ve already seen these methods applied towards the unprecedented exploration of zebrafish [129, 147, 165, 180] and mouse development [103, 28] in regards to embryogenesis. More recent work by Yang et al considered the phylodynamics, plasticity and paths of tumor evolution. I believe we will continue to see applications of Crispr/Cas9 technology towards the study and analysis of naturally phylogenetic biological processes, and further improvements in methodology with time.

Lastly, I believe the applications of Compass and analysis of metabolic systems within cells is very early. Thus far, Compass has been primarily utilized for the study of Th17 cells, be it by Wagner et al, or by the work presented in Chapter 4 of this dissertation. I can
envision in the near future applications towards other cell types and other disease states, and to provide a view of cellular metabolism previously nebulous to when considering transcriptomics.

Overall, I'd like to say that I found this entire PhD program quite interesting and fulfilling. I really enjoyed approaching my research from the perspective of "What biological problem are we trying to solve? How do we model this problem as a network?". From this perspective, I was able to abstract our problem, analyze from the lens of a Computer Scientist, and then turn around and reapply those abstractions towards actual biological data. I’m grateful for the time spent at Berkeley and thankful for all the incredible people I was able to work with and learn from throughout this program.
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