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Abstract

Human speech contains a rich set of acoustic biomarkers. When properly leveraged, these biomarkers can give powerful insights into the physical and mental health of the speaker. By exploiting these vocal biomarkers, machine learning models can be trained to detect altered speech patterns caused by depression or other mental health disorders. These speech based models serve as powerful, accurate, and non-invasive diagnostic tools. Prior works have explored the potential of these models and proven the feasibility of such systems on toy datasets. To see if these models have potential as a medical device, I re-implement some of these works on a dataset two orders of magnitude larger. Additionally, I introduce a new model that dramatically outperforms the current standard of care. I end with an investigation into this model’s behaviour and a discussion of potentially relevant biomarkers.

1 Introduction

Major depression disorder is a serious mood disorder affecting an estimated 8.4% of US adults [26]. Despite the wide prevalence and seriousness of the disorder, general practitioners struggle to identify depression correctly [27], and many cases go undiagnosed. Multiple studies have examined the challenges of diagnosing depression in a general clinical setting and found significant barriers [38]. These barriers include the practitioner’s personal biases, the patient’s reluctance to speak about their mental health, and poor mental health training for physicians. Physicians have access to additional tools to assist in the diagnosis, but these tools have their own inadequacies. The most common diagnostic tools for depression are surveys such as the Patient Health Questionnaire-9 (PHQ-9) [10]. While the PHQ-9 has strong predictive power, it is not commonly administered and adds significant overhead to the doctor-patient interaction [38].

Because of survey-based diagnostic tools’ limitations, vocal-based diagnostic models have been considered as non-intrusive and lightweight alternatives. These models are appealing as they would not require any additional time to complete, provide a deterministic and objective measurement, and easily integrate into the standard healthcare workflow. Speech has long been studied as a way of profiling the speaker [40], and the potential of vocal biomarkers to diagnose depression has been explored previously with great success [13, 22]. However, there are some areas of concern in the field. Several of these studies disagree on whether certain features show positive or negative correlation with depression [22]. The majority of these studies were performed on small datasets without a varied population. With the exception of a few papers, none of these studies exceeded a thousand unique participants, with many failing to reach five hundred. Several of these studies use the same dataset [47, 30, 42, 49, 24, 23, 36, 9, 3, 48]. This dataset, the DAIC-WOZ dataset, contains only 189 unique speakers [16, 46].

In this work, I address the shortcomings of these other papers by working with a new, proprietary dataset that is two orders of magnitude larger than the
Figure 1: The PHQ-9. The PHQ-2 is comprised of the first two questions (1 and 2) [41]

DAIC corpus and twice as large as the next largest proprietary dataset [16, 17]. Using this dataset, I re-implement some prior work to determine if their findings generalize to a larger population. I also improve upon the state of the art by introducing a new model that can accurately detect the presence and severity of major depression using only thirty seconds of speech.

## 2 Background

### 2.1 Clinical Background

Depression is a serious mental disorder. Depending on the severity, depression can profoundly impact an individual with both physical and mental symptoms. The mental symptoms of depression include persistent sad or empty feelings, irritability, inability to focus, and reduced cognitive ability. Depression can also manifest physically, causing insomnia, decreased energy, and reduced fine motor control [25, 20].

There are several tools to help physicians and psychiatrists identify and diagnose depression. The most common of these tools are the Patient Health Questionnaire (PHQ), the Hamilton Rating Scale for Depression (HAM-D), and
the Structured Clinical Interview for DSM-5 (SCID). The SCID is the gold standard for depression diagnoses. It is a semi-structured interview between a patient and a psychiatrist which takes an hour to complete. While most clinical research is based on the SCID, the labels are costly to obtain. Additionally, the SCID is rarely, if ever, used in clinical practice [14]. Instead, the HAM-D is used. The HAM-D is a 17-question survey filled out by a psychiatrist after interacting with the patient. Each question attempts to score the prevalence of different depressive symptoms [39]. In this way, the PHQ is similar to the HAM-D. Unlike the HAM-D, the PHQ is taken by the patient and the scores are self reported. Because there is no psychiatrist involved in the diagnoses, the PHQ is mainly used as a screening tool. However, it is also the most accessible tool to administer and the most commonly seen in clinical settings. The PHQ comes in three variants: the PHQ-9, PHQ-8, and PHQ-2. The PHQ-9, shown in Figure 1, asks the patient nine questions. Similar to the HAM-D, each question targets a different depressive symptom and asks the patient to rank the severity [21]. The PHQ-8 and PHQ-2 comprise the first eight and the first two questions of the PHQ-9, respectively. The PHQ-8 is used more commonly in academic settings as the ninth question deals with the subject of suicide and is often omitted. The PHQ-2 is sometimes used as a faster alternative to the PHQ-9; however, the PHQ-2 has significantly lower sensitivity than the PHQ-9 as shown in Figure 2.

The PHQ and HAM-D rate individuals on a scale from no depressive symptoms (0) to severe depression (27 or 52, respectively). To convert these scores to a binary label, it is common to use a “cutoff” value where all scores higher are labeled depressed and all scores lower are labeled healthy [39, 21]. For the PHQ-9, that cutoff value is most commonly 10. However, converting the score into 3 or 5 class buckets is also common. This flexibility of labeling allows some freedom when designing a machine learning system, as we can phrase the problem as binary classification, ordinal regression, or regression.

Like any machine learning application, it is vital to obtain a properly labeled dataset. However, this can prove challenging. While many researchers may be drawn to the SCID due to the accuracy of the labels, creating a dataset would be costly and time-consuming. Obtaining HAM-D labels is difficult as well, and if one works with only a few psychiatrists to obtain the labels one risks having personal bias affect the model. The PHQ, being self-reported, is the most obvious choice for collecting data. However, these labels lack any official diagnosis or psychiatrist oversight. Attempting to labeling data using multiple scales is also problematic since the different scales often disagree with one another, as shown in Figure 2. Additionally, these disagreements are mainly one-sided, with the HAM-D labels reporting lower rates of depression than the self-reported PHQ-9. The different versions of the PHQ behave similarly, with the PHQ-2 also reporting lower rates of depression when compared to the PHQ-9. These discrepancies can make it difficult to determine the proper labels for a dataset. To add to the issue, a person’s PHQ or HAM-D score can fluctuate depending on the day, the patient’s recent experiences, or the doctor’s mood and biases. Unlike many classical machine learning problems, these data points
have no true “ground truth”.

2.2 Classical Audio Features

The use of speech and audio as input to machine learning systems predates neural models by decades. The study of automatic speech recognition (ASR) and related problems has led to a plethora of different audio features suited for various tasks. Libraries such as openSMILE [12] make extracting common feature sets from audio files trivial.

Perhaps the most well-known audio feature is the spectrogram, a more powerful representation of audio than the raw waveform. Spectrograms show how the frequencies in the signal change over time. A common variant of the spectrogram is the Mel spectrogram. Mel spectrograms are unique as they portray the frequency bands in logarithmic instead of linear space. Depending on the application, this can be advantageous, as this closely matches how humans perceive changes in frequencies.

Another commonly used feature is Mel frequency cepstrum coefficients (MFCCs). MFCCs are commonly used as the main feature in classical ASR systems. They are an alternate representation of the audio signal showing how the cepstrum (as opposed to spectrum) changes over time. MFCCs are the results of applying additional transforms to a Mel spectrogram and show the underlying structures and harmonic nature of the spectrogram itself. The harmonics found in the spectrogram are closely related to the physical production of speech and the acoustics of the vocal tract.

Spectrograms and MFCCs are powerful, but being time series they pose ad-
ditional challenges to work with and incorporate into a model. Because of this, it is common for audio feature sets (such as the sets extracted by openSMILE) to instead be comprised of a large collection of statistics extracted from these signals. Some examples of these features are the mean of the fifth frequency band or the interquartile range of a specific MFCC coefficient. Furthermore, in addition to MFCCs and spectrograms, it is common to extract the same statistics of the derivative or deltas of these signals. Including the deltas helps to capture information about how the signal changes over time.

2.3 Neural Audio Features

In stark contrast to the classical feature sets, which result from purposeful transforms and well studied acoustic properties, neurally learned representations are powerful but uninterpretable acoustic features. Representation learning and self supervised training is a recent but powerful trend in machine learning, and the past two years have seen several neural speech feature extractors be made available.

Useful speech representations are often learned during the training of end-to-end models. One such example is Pyannote [7]. Pyannote is a high-performance speaker diarization system. Speaker diarization is the problem of separating a given audio file with multiple speakers into several audio files each containing only a single speaker. In order to do so, the model must learn an internal representation capturing only the most relevant information for the task of speaker diarization. Pyannote includes an audio embedder as part of its pipeline. This embedding is a fixed length 512-dimensional vector that can be used for other speaker analysis tasks.

Representations are not always simply the byproduct of solving some other task. Self supervised learning has been a growing movement recently in deep learning. The goal of these algorithms is to learn powerful representations first and foremost. The resulting models are then later tuned for downstream tasks. One popular self supervised algorithm is SimCLR [8]. Using similar ideas, Meta AI has developed several different speech feature extractors [2, 18, 1]. Meta AI’s newest model, data2vec, uses a domain agnostic algorithm similar to SimCLR to train a large, 1 billion parameter model directly on speech. The performance of data2vec with minimal amounts of ASR finetuning is competitive with state of the art supervised ASR systems, a testament to the power of the learned representations.

2.4 Prior Work on Voice Biomarkers and Depression

The production of speech is the result of a complicated neuromotor pathway involving both cognitive and physical processes [45, 34]. As such, a person’s ability to form sounds and words is majorly impacted by their physical and mental condition. Being tired, emotional, or otherwise cognitively impaired leaves a discernible effect on the speaker. Suffering from depression can affect nearly every part of the speech neuromotor pathway. The adverse effects of depression
on an individual’s cognitive abilities can cause slower, more simplistic speech. Fatigue, insomnia, and lack of energy make it difficult to speak at loud volumes or with energy and gusto. The decreased fine motor control adversely affects a speaker’s ability to form sounds precisely.

The effects of depression on an individual’s voice are well understood. Two older studies that tracked the voices of patients undergoing treatment found an extremely high correlation between their treatment progress and the speakers’ pause rate and pause lengths [29, 43]. However, human speech is incredibly varied. While within a speaker it may be easy to correlate set features with condition improvement or regression, it is much harder to develop a system that can recognize depression across age groups, genders, and speaking styles.

There has been significant prior work exploring the potential of voice biomarkers as a diagnostic tool [13, 22]. In addition to depression, voice biomarkers have been applied with varying degrees of success to other afflictions such as respiratory and cardiovascular diseases, arthritis, Parkinson’s, Alzheimer’s, and other mental disorders [13]. While most research in the space has been focused on Parkinson’s disease [13], there is a growing body of work focused on depression [22]. One such study modeling depression as a binary classification problem reported performance metrics as high as 87.5% accuracy, 0.91 sensitivity, and 0.83 specificity [11]. Similar studies have also reported high metrics, with one paper
on Chinese-speaking females claiming 72% accuracy and an F1 score of 0.81 [31]. Likewise, studies modeling the problem as regression are also reporting strong numbers. For example, one recent paper using transfer learning reported an MAE of 3.56/24 and a Pearson correlation of 0.49 [17].

Despite the recent increase of research in the area, there is a surprising lack of consensus on what specific biomarkers have the best diagnostic power. Some studies have reported contradictory results [22]; Figure 3 shows the results of a meta-analysis of vocal diagnostic tools. The lack of agreement on useful features is concerning and makes the results reported by these contradictory papers suspect.

There are some other concerning patterns among these papers as well. Many of these papers do not take the proper care to make clean data splits. Often, the same speakers will be in the train and test datasets. In one particularly egregious case, long audio files were split into thirty second chunks and randomly shuf fled into train and validation sets. I believe the tendency to have overlapping users is due to the difficulty of procuring the needed datasets and the relatively small size of the available publicly available datasets.

Yet another issue in this space is the overuse of the DAIC-WOZ dataset [16]. A brief literature search yielded eleven different papers using the DAIC-WOZ dataset as their primary training and evaluation data and even more using the dataset as auxiliary data. In addition to the data being recycled, the underlying algorithm often is as well. One example is with a 2016 paper that introduced a model called DepAudioNet [23]. Since 2016, several papers have built off the DepAudioNet algorithm or used it as a benchmark when working with the DAIC-WOZ dataset [47, 35, 19, 5, 6]. While using performance on common datasets as a leader-board is somewhat common practice, these datasets tend to be massive and representative of the real world. The DAIC-WOZ dataset is under 200 unique speakers and suffers from both class and gender imbalance. It is unlikely that lines of work such as these would generalize to novel speakers and data. A recent paper investigating the overuse of the DAIC-WOZ dataset showed that the gender imbalance in the dataset has led to misleadingly high metrics [3].

In addition to potential gender bias, the DAIC-WOZ dataset suffers from an extreme location bias. While not explicitly stated in the metadata, most if not all participants are from the LA area. The participants were sourced using Craigslist and came to USC to perform the interviews [16]. Listening to these files the lack of diversity in the participants’ background becomes evident. The homogeneity is concerning for a few reasons. Since the participants are all sourced from one micro-culture, differences in regional accents have the potential to affect these systems. Additionally, different areas may have different prevalence or types of depression in the population. While major depression or PTSD may be high in LA, seasonal affective disorder is likely not as big of a factor as somewhere like Michigan.

While not unique to the DAIC-WOZ dataset, or to the problem of depression classification, data imbalance can also cause issues in reported metrics. Depression only affects an estimated 9% [26] of American adults and severe depression
even fewer. The low prevalence causes data collected from a general population to heavily skew towards the lower end of the scale. When dealing with severity estimation and regression, this can cause misleading metrics. For example, if I were to simply always return the mean of the labels in my dataset I could achieve an MAE of 5.5 out of 28 despite the model having no predictive power.

2.5 DAIC-WOZ

The Distress Analysis Interview Corpus - Wizard of Oz (DAIC-WOZ) [16] dataset is one of the few publicly available datasets containing paired speech samples and PHQ labels. The dataset has 193 unique speakers and contains one audio file per speaker. All of the participants were sourced from around the LA area using Craigslist. Each speaker was interviewed for five to twenty minutes by a “Wizard of Oz” (WOZ) system in which the patient talked with a human-controlled digital therapist. It’s worth noting that I removed four files from the original dataset for my analysis due to lower audio quality and that the files were manually dialed. The DAIC-WOZ data is equipped with PHQ-8 labels instead of the full PHQ-9. The only demographic data available is the participant’s gender. Of the 189 files in this dataset, 133 are healthy and 60 are depressed, resulting in an overall prevalence of 30%. The data imbalance is more severe than it first appears, especially for severity or regression based tasks. Despite there being more depressed classes than healthy classes, there is twice as much healthy data. This results in the individual depressed classes having little to no data. For example, the average amount of data points per healthy class is 13 files compared to 3 files for the depressed classes. The overall gender demographics of the dataset are fairly balanced, with 102 male participants and 87 female participants. However, the gender split is not as balanced as it appears. Despite being the minority of the dataset, the female participants make up the majority of the positive class examples. As shown in [3], many results using the DAIC-WOZ dataset are unwittingly using this gender imbalance to their advantage.

2.6 Proprietary Dataset

3 Dataset

In addition to the DAIC-WOZ dataset, I have access to a large proprietary dataset. This dataset contains over 300 hours of voice samples from 15,941 unique speakers. Each speech sample is paired with a PHQ-9 score; a small subset of data is also paired with HAM-D scores. The dataset contains 13256 female and 5792 male participants from ages 16 to 93. There are some imbalances present in the data worth bringing to attention. Demographically, the dataset has roughly twice as many female participants as male. The ages of the participants are also heavily skewed towards younger or middle-aged adults. A strong class imbalance is also present. While the prevalence of depression in
the dataset is 44.6%, there are far more healthy participants than severely depressed ones. Figures 4 and 5 show a breakdown of the dataset by age, gender, and PHQ score.

The majority of participants were sourced remotely through a series of Reddit, Facebook, Instagram, and other social media ads. In addition to sourcing participants through social media, a small subset of the dataset was collected through Mechanical Turk. Participants were asked to record a sixty-second response to different open-ended prompts, such as “How was your day?”. After recording themselves, participants were directed to a survey that collected demographic information and their responses to the PHQ-9.

As the audio files were recorded on a variety of devices, each audio file was converted to 16 kHz linear PCM for consistency. A sampling rate of 16 kHz was chosen as it is the standard for speech processing. In addition to transcoding every file, a voice activity detector was applied to remove beginning and end silences [44]. To ensure the overall quality of the data, an automated speech quality tool was used to remove any files containing a poor speech sample [28].

The homogeneous nature of the dataset is an important distinction between this and other datasets (such as the one used in [31] or the DAIC-WOZ itself). When researchers have complete control over both the recording equipment and recording environment the resulting dataset is much cleaner and homogeneous making the modeling effort easier.
Figure 5: Histogram of ages in proprietary dataset

4 Reexamining Prior Work on Large Datasets

Using this proprietary dataset, I re-implemented two papers that I felt were representative of the work in the field and potential shortcomings of the current research. The first paper, “Re-Examining the Robustness of Voice Features in Predicting Depression: Compared with Baseline of Confounders” [31], is a relatively recent paper from 2019. This paper uses a proprietary dataset of 1000 Chinese-speaking women, avoiding any potential gender bias in their results. It is worth pointing out that my reimplementation is done in English instead of Chinese. The techniques used are purely classical in their nature, relying on the feature set EMOBASE included in the openSMILE library [12] and utilizing a random forest as the underlying model.

In stark contrast to [31], the other paper I implemented is a purely deep learning based approach. The paper, “DepAudioNet: An Efficient Deep Model for Audio based Depression Classification” [23], was proposed as part of the AVEC 2016 challenge [46] and utilizes the DAIC-WOZ corpus [16]. Since 2016, there have been several responses to this paper [3, 5, 6, 19, 35, 47]. These follow-up papers either attempt to improve upon DepAudioNet or use it as a baseline to benchmark against. One paper reproduces the original algorithm to examine the effect of gender bias [3].

When re-implementing a paper, it is essential to pay attention to the differences in the underlying datasets. Since metrics like precision (and by extension
Table 1: Results of my implementation of [31]

<table>
<thead>
<tr>
<th>Description</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results from [31]</td>
<td>0.71</td>
<td>0.77</td>
<td>0.84</td>
<td>0.80</td>
</tr>
<tr>
<td>Female Only Model Using Features From [31]</td>
<td>0.548</td>
<td>0.535</td>
<td>0.572</td>
<td>0.553</td>
</tr>
<tr>
<td>Female Only Model Using Selected Features</td>
<td>0.577</td>
<td>0.557</td>
<td>0.644</td>
<td>0.597</td>
</tr>
<tr>
<td>Mixed Gender Model Using Features From [31]</td>
<td>0.561</td>
<td>0.554</td>
<td>0.577</td>
<td>0.565</td>
</tr>
<tr>
<td>Mixed Gender Model Using Selected Features</td>
<td>0.578</td>
<td>0.564</td>
<td>0.651</td>
<td>0.604</td>
</tr>
</tbody>
</table>

F1 score) are dramatically affected by the prevalence of the positive class, I ensured that for each of my reproductions my validation set prevalence matched the test set in the paper. This ended up being a prevalence of 51% for [31] and 31% for [23, 16]. To balance the training set for both implementations, I under-sampled the healthy class. As the training set in [31] was close to balanced this is a faithful reimplementation. The training set in [23] was far from balanced; however, the authors addressed this using clever sub-sampling at the audio level. Since I am working with a much larger dataset, this step seemed unnecessary.

4.1 Classical Model

The method proposed in [31] is similar to many other papers in the area [11, 50]. In the proposed method, audio is fed through the openSMILE toolkit to extract a 988-dimensional feature set known as EMOBASE. From this feature set, the authors perform feature selection to derive a small subset of 37 features to use with modeling. It is worth mentioning that there were only 36 voice features and that the speaker’s age was included as a feature. Finally, they perform binary classification using a random forest and these 37 features.

For my reimplementation, I tried two different approaches. I began by extracting the same EMOBASE feature set the authors did. For my first attempt, I used the exact same 37 feature subset as the authors and trained a new random forest. For the second model, I chose to re-implement the feature selection process instead of reusing the features that worked for the authors. Using a similar method to what was reported, I arrived at a different subset of 37 features that better fit my data. Interestingly, the subset of features I derived had no features in common with the feature set proposed by [31]. In addition, I also reran these models on an exclusively female subset of the larger dataset to ensure a fair comparison.

As seen in Table 1, neither of my implementations performed well. The best performance I was able to achieve on my dataset was an accuracy of 57.8% and an F1 score of 0.604. Somewhat surprisingly, the mixed gender model narrowly outperformed the female-only model. The performance I achieved was significantly worse than reported by [31]. I believe there is one primary reason for this. While the train and test sets of [31] contained mutually exclusive audio,
approximately half the speakers in the test set of [31] were also in the training set. I ensured my train and test sets contained mutually exclusive speakers when reimplementing this paper.

4.2 DepAudioNet

DepAudioNet was proposed in [23] during the AVEC 2016 challenge [46]. In DepAudioNet, the audio is first transformed into a Mel spectrogram. The spectrograms are then normalized to zero mean and unit variance before being fed into a one-dimensional CNN. The output of the CNN undergoes a max pooling operation. The normalized CNN representation is fed into a 3-layer LSTM and then ultimately into a fully connected layer which makes a prediction for each segment of the audio. The final prediction is simply a majority vote of the segment-level predictions.

I based my reimplementation off of the reimplementation code made available by [3]. Similarly to my reimplementation of [31], I created female only models in addition to utilizing the entire dataset. Despite being trained on a larger, more diverse dataset, the performance of my replication fell short of the results claimed by [23] and replicated by [3]. One potential reason for this could be the more homogeneous nature of the DAIC-WOZ dataset in terms of both the speakers’ demographics and the characteristics of the recorded audio. In [3] it is suggested that the performance of DepAudioNet was over reported due to the gender bias inherent in DAIC-WOZ, which could also explain the relatively high performance compared to my implementation.

![DepAudioNet Diagram](image)

Figure 6: This figure was taken from [3] and shows the architecture of DepAudioNet.
### Results from [23]

<table>
<thead>
<tr>
<th>Description</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>F1 (+)</th>
<th>F1 (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results from [23]</td>
<td>1.00</td>
<td>0.54</td>
<td>0.35</td>
<td>1.00</td>
<td>0.52</td>
<td>0.70</td>
</tr>
<tr>
<td>Reimplementation (Female Only)</td>
<td>0.512</td>
<td>0.567</td>
<td>0.348</td>
<td>0.722</td>
<td>0.415</td>
<td>0.635</td>
</tr>
<tr>
<td>Reimplementation (Mixed Gender)</td>
<td>0.649</td>
<td>0.483</td>
<td>0.360</td>
<td>0.753</td>
<td>0.462</td>
<td>0.588</td>
</tr>
</tbody>
</table>

Table 2: Results of my implementation of [23]. (+) refers to the results on the positive/depressed class while (-) refers to the results on the negative/healthy class.

### 5 Method

My proposed method is a hybrid approach combining the strengths of classical speech classifiers and modern neural representation learning. Unlike modern end-to-end systems which work with natural data, the crux of my method is the feature extraction process prior to the data being input to the model. The model itself is a lightweight feed-forward neural net. In this way, my method is similar to other classical works such as [31, 50] that emphasize precisely selected feature sets over complicated models. Where my proposed method differs from these works is the feature extraction process. Instead of utilizing existing feature sets from libraries such as openSMILE, I created a unique feature set combining classical and neural speech representations.

In the first stage of the feature extraction process, the raw audio is converted into three different representations. Using torchaudio [32] I extract a 40-band Mel spectrogram and 20 MFCCs. I additionally feed the audio into Meta AI’s data2vec large speech feature extractor [1]. Data2vec is a large, pre-trained transformer model that extracts powerful, 1024-dimensional representations from speech. Including the original waveform, the audio is now represented in four different ways. As each representation is a collection of time series, I additionally extract each sequence’s deltas to serve as additional features.

After computing the temporally based features, I use the Time Series Feature Extraction Library (TSFEL) [4] to extract a collection of functionals for
each sequence. Similar to the features in EMOBASE, these functionals are a collection of statistics such as mean, standard deviation, and zero crossing rate. Lastly, I extract 512-dimensional speaker embeddings using Pyannote [7]. Lastly, I concatenate the results of the time series feature extraction and the Pyannote embeddings to form the final feature space.

As this feature extraction process results in a large feature space prone to overfitting, I first perform dimensionality reduction on the data. Using sklearn [33], I scale the data to lie in the range (-1, 1) and then use kernel principal component analysis [37] to reduce the dimension. I use the rbf kernel and retain 1024 components. Lastly, I set the data to have zero mean by subtracting the mean of each feature.

While the feature extraction process outlined above is computationally intensive, it results in a descriptive representation of the audio, making it straightforward to train the model. The model itself is a four-layer fully connected neural net with a single output. The model uses the GELU activation function and dropout in every layer. The architecture is identical for both the binary and regression settings. A complete description of the model pipeline can be found in Figure 7.

The only difference between the binary and regression models is the training objective. In both cases, the model is trained for fifty epochs with a batch size of 32, a learning rate of $7.5 \times 10^{-4}$, and using the AdamW optimizer. For the binary model, the training objective is binary cross entropy weighted so that the negative and positive classes carry the same weight. The regression model uses mean squared error for an objective and is trained to predict the raw PHQ-9 score.

While the performance of this model was strong when evaluated on the proprietary dataset, the metrics degraded when I ran inference on the DAIC-WOZ dataset. To address this issue, I made a 75/25 train/val split of the DAIC-WOZ data. Then, using the embedding space learned by the model as input, I trained a support vector regressor on the newly created training split. When the SVR was validated using the remaining DAIC-WOZ data, performance dramatically improved compared to the model without any finetuning.

6 Results

In the binary setting, my method achieves both a sensitivity and a specificity of 0.70. While some works claim higher numbers [11, 31], these results are competitive and are validated on a dataset orders of magnitude larger. In the regression setting, my model surpasses the start of the art and achieves a Pearson correlation coefficient of 0.56, seven points higher than the previously best reported 0.49 [17]. The confusion matrix in Figure 8 showing the accuracy of my model is visually similar to the confusion matrix in Figure 2 showing agreement between PHQ-9 and HAM-D scores. This suggests that the performance of my model is competitive with other depression diagnostic tools when
<table>
<thead>
<tr>
<th>Feature Set Used</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>AUROC</th>
<th>MAE</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete Feature Set</td>
<td>0.70</td>
<td>0.70</td>
<td>0.66</td>
<td>0.74</td>
<td>0.77</td>
<td>4.59</td>
<td>0.56</td>
</tr>
<tr>
<td>Neural Features</td>
<td>0.71</td>
<td>0.69</td>
<td>0.66</td>
<td>0.74</td>
<td>0.77</td>
<td>4.57</td>
<td>0.55</td>
</tr>
<tr>
<td>Classical Features</td>
<td>0.56</td>
<td>0.57</td>
<td>0.53</td>
<td>0.62</td>
<td>0.60</td>
<td>5.38</td>
<td>0.25</td>
</tr>
<tr>
<td>Zero Order Signals</td>
<td>0.70</td>
<td>0.69</td>
<td>0.66</td>
<td>0.74</td>
<td>0.76</td>
<td>4.59</td>
<td>0.54</td>
</tr>
<tr>
<td>First Order Signals</td>
<td>0.69</td>
<td>0.70</td>
<td>0.66</td>
<td>0.73</td>
<td>0.75</td>
<td>4.64</td>
<td>0.53</td>
</tr>
<tr>
<td>Data2Vec Embeddings</td>
<td>0.68</td>
<td>0.71</td>
<td>0.66</td>
<td>0.73</td>
<td>0.76</td>
<td>4.56</td>
<td>0.55</td>
</tr>
<tr>
<td>Pyannote Embeddings</td>
<td>0.65</td>
<td>0.58</td>
<td>0.56</td>
<td>0.67</td>
<td>0.66</td>
<td>5.10</td>
<td>0.38</td>
</tr>
<tr>
<td>MFCCs</td>
<td>0.57</td>
<td>0.57</td>
<td>0.53</td>
<td>0.62</td>
<td>0.59</td>
<td>5.37</td>
<td>0.24</td>
</tr>
<tr>
<td>Mel Spectrogram</td>
<td>0.56</td>
<td>0.57</td>
<td>0.52</td>
<td>0.61</td>
<td>0.58</td>
<td>5.40</td>
<td>0.24</td>
</tr>
<tr>
<td>Waveform</td>
<td>0.63</td>
<td>0.46</td>
<td>0.59</td>
<td>0.60</td>
<td>0.56</td>
<td>6.01</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 3: Comparison of model performance by feature set evaluated on the proprietary dataset. With the exception of the Pyannote embeddings (which are not temporal in nature) every feature set includes both zeroth and first order signals unless otherwise stated.

Figure 8: Validation 28-class confusion matrix

measured against the PHQ-9.

In addition to the results of my full method, I also included the results of the model when trained on different subsets of the feature space in Table 3. From these results it is clear that my proposed feature set is superior to the classical feature spaces used in prior works. Even when trained solely on Pyannote embeddings (which lack any temporal information) the model outperforms the entirety of the classical feature set. Interestingly, a model trained exclusively on the deltas of the original signals performs nearly as well as the full fledged model. Prior work has discussed the impact of depression on speaking and
pause rates [43] so perhaps this result in unsurprising. Even the worst performing model, which was trained solely on statistical descriptions of the waveform itself, achieved better than random performance. This further reinforces the conclusion that a strong correlation between speech and depression exists.

In addition to the performance metrics and confusion matrices, I included a visualization of the model’s latent space in Figure 9. This visualization shows the strong relative ordering of speech data my model has learned. The visualization was created using kernel PCA to project the model embedding into three dimensions. While graphed using three principal components, depression severity seems to be the only variable represented.

To test the usefulness of the latent space, I attempted to create a ternary severity model. I did this by training a support vector regressor using the model’s latent space as an input. Instead of using raw PHQ-9 labels I bucketed them into a “low, mild, high” ternary label. These labels are similar to the binary labels derived from the PHQ-9 with scores close to the cut-off value instead put into the “mild” category. The ternary model showed strong performance, as seen in Figure 10. While individual class accuracy degraded compared to the binary model, the ternary model achieved a top-2 accuracy of 93% and 89% for class 0 and 2, respectively.

After tuning a support vector regressor, my model performed exceptionally well on the DAIC-WOZ dataset. My model achieved a MAE of 3.45 (on the PHQ-8/24-point scale) and a Pearson correlation of 0.69. Figures 11 and 12 show the confusion matrix and latent space visualizations for the DAIC-WOZ data.
Figure 10: Performance of 3-class regression model trained on model embeddings

Figure 11: DAIC-WOZ validation set confusion matrix
7 Biomarker Investigation and Interpretability

One downside of using neural-based models and features is the loss of interpretability. In order to provide some insight into the differences between depressed and healthy speech, I used generative models to compare how “depressed” and “healthy” models spoke. Additionally, to understand how the model was making its decisions, I performed audio perturbation experiments to see how small changes to an audio file affect the prediction.

7.1 Dual VAE Experiments

For this experiment, I split the proprietary dataset into three sub-datasets: a training set containing exclusively healthy speech, a training set containing exclusively depressed speech, and a validation set containing a mixture of both. I then trained two different variational autoencoders. One VAE was trained exclusively on healthy speech while the other was trained exclusively on depressed speech. The code used in this experiment was adapted from [15].

After training the two VAEs, I used each model to reconstruct the entire validation set. This created two new versions of the validation set (files reconstructed by the “healthy” model and files reconstructed by the “depressed” model).

Once I had the three different copies of the validation set I used openSMILE to extract the EMOBASE feature set from every file. To see what features differed the most between reconstructions I normalized the feature range and
Figure 13: Comparison of an original waveform and the two reconstructions. The black line helps show how the pause length is slightly longer for the depressed reconstruction (bottom) compared to the original (top) or healthy reconstruction (middle).

computed the average difference between each feature across the reconstructions. The results of this analysis are shown in Table 4. I also compared the plots of the reconstructed waveforms and spectrograms against the originals. The most interesting finding in my opinion came from looking at the waveforms. The depressed model consistently reconstructed the speech signal with slightly longer pauses than the healthy model. An example of this can be seen in Figure 13. Lastly, I repeated the entire experiment once more to ensure my findings were robust and not artifacts of those specific models.
### Feature Change

<table>
<thead>
<tr>
<th>Feature</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>lspFreq_sma[7]_quartile3</td>
<td>0.462</td>
</tr>
<tr>
<td>lspFreq_sma[7]_quantile2</td>
<td>0.398</td>
</tr>
<tr>
<td>lspFreq_sma[7]_amean</td>
<td>0.379</td>
</tr>
<tr>
<td>lspFreq_sma[11]_quantile3</td>
<td>-0.311</td>
</tr>
<tr>
<td>lspFreq_sma[7]_quantile1</td>
<td>0.284</td>
</tr>
<tr>
<td>mfcc_sma[6]_quartile3</td>
<td>0.282</td>
</tr>
<tr>
<td>mfcc_sma[6]_iqr1-3</td>
<td>0.252</td>
</tr>
<tr>
<td>mfcc_sma[11]_iqr1-3</td>
<td>-0.214</td>
</tr>
<tr>
<td>lspFreq_sma[1]_iqr1-3</td>
<td>0.210</td>
</tr>
<tr>
<td>mfcc_sma[6]_linregerrA</td>
<td>0.209</td>
</tr>
<tr>
<td>lspFreq_sma[7]_iqr1-2</td>
<td>0.199</td>
</tr>
<tr>
<td>mfcc_sma[11]_iqr2-3</td>
<td>-0.192</td>
</tr>
<tr>
<td>lspFreq_sma[1]_linregerrQ</td>
<td>0.187</td>
</tr>
<tr>
<td>mfcc_sma[6]_iqr2-3</td>
<td>0.186</td>
</tr>
<tr>
<td>mfcc_sma[11]_linregerrA</td>
<td>-0.185</td>
</tr>
<tr>
<td>mfcc_sma[11]_amean</td>
<td>-0.185</td>
</tr>
<tr>
<td>mfcc_sma[11]_stddev</td>
<td>-0.178</td>
</tr>
<tr>
<td>mfcc_sma[11]_iqr2-3</td>
<td>-0.175</td>
</tr>
<tr>
<td>mfcc_sma[6]_stddev</td>
<td>0.174</td>
</tr>
<tr>
<td>mfcc_sma[6]_linregerrQ</td>
<td>0.172</td>
</tr>
<tr>
<td>lspFreq_sma[1]_iqr2-3</td>
<td>0.168</td>
</tr>
<tr>
<td>lspFreq_sma[1]_linregerrA</td>
<td>0.167</td>
</tr>
<tr>
<td>lspFreq_sma[7]_min</td>
<td>0.167</td>
</tr>
<tr>
<td>mfcc_sma[6]_iqr1-2</td>
<td>0.166</td>
</tr>
</tbody>
</table>

### Table 4: Most and least changed features between reconstructions in dual VAE experiment

**7.2 Audio Perturbation Experiments**

In addition to the experiments with the generative models, I performed interpretability experiments using the severity model proposed in this work. I first created a subset of fifteen files with balanced labels. None of these files were used in training. Using this subset, I created fourteen different versions of the files by applying various transforms to the original speech signal. Each transform belonged to one of four categories: mu law encoding, pitch shifting, temporal masking, and temporal stretching/compression.

The most impactful change to the audio was slowing the playback speed. Slowing the audio by a factor of 0.75X resulted in an average change in prediction of +0.6. Speeding the audio up also had a noticeable impact, with a re-speeding factor of 1.25X resulting in an average change of -0.36. It is unsurprising that changing the audio speed resulted in changed predictions as the correlation between slowed speech and depression has long been known [29, 22, 43]. Modifying the pitch also had a relatively large impact on the model predictions. Strangely, both raising and lowering the pitch resulted in higher predictions. As this behaviour is bizarre, it is possible these changes are simply caused by an artifact of the pitch changing algorithm.
Table 5: Effect of each audio perturbation on the model’s prediction averaged over fifteen files.

<table>
<thead>
<tr>
<th>Perturbation</th>
<th>Average Change In Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-speed x0.75</td>
<td>0.606</td>
</tr>
<tr>
<td>Re-speed x0.90</td>
<td>0.521</td>
</tr>
<tr>
<td>Re-speed x1.25</td>
<td>-0.361</td>
</tr>
<tr>
<td>Shift Pitch Quarter Octave Up</td>
<td>0.347</td>
</tr>
<tr>
<td>Shift Pitch Half Octave Up</td>
<td>0.299</td>
</tr>
<tr>
<td>Shift Pitch One Step Up</td>
<td>0.250</td>
</tr>
<tr>
<td>Shift Pitch Half Octave Down</td>
<td>0.217</td>
</tr>
<tr>
<td>Apply Mask on Middle</td>
<td>-0.143</td>
</tr>
<tr>
<td>Shift Pitch One Step Down</td>
<td>0.139</td>
</tr>
<tr>
<td>Apply Mu Law with 128 Quantization Levels</td>
<td>0.139</td>
</tr>
<tr>
<td>Re-speed x1.10</td>
<td>-0.135</td>
</tr>
<tr>
<td>Apply Mu Law with 64 Quantization Levels</td>
<td>0.105</td>
</tr>
<tr>
<td>Shift Pitch Quarter Octave Down</td>
<td>-0.073</td>
</tr>
<tr>
<td>Apply Mask Every Third</td>
<td>-0.024</td>
</tr>
</tbody>
</table>

Interestingly, the model seems robust to the other perturbations used. No perturbation resulted in an average prediction change of greater than one on a twenty-seven point scale. In particular, masking sections of the waveform and encoding the audio using mu law seemed to leave the predictions relatively unaffected. The full results can be found in Table 5.

8 Discussion

In this work, I discussed flaws in the current voice biomarker literature and the difficulty these systems have in generalizing to different datasets. I then introduced a new state of the art depression diagnostic tool and showed how it could generalize to novel datasets with minimal work. Lastly, I used the model proposed in this work alongside generative models to explore the vocal biomarkers themselves and gain a greater understanding of the differences between healthy and depressed speech.

Interestingly, the model trained with binary cross entropy loss develops almost as strong a latent ordering as the model trained with mean squared error. The visualizations of their latent spaces look highly similar, and the probabilities produced by the binary model correlate highly (PCC of 0.49) with the raw PHQ-9 score. When examining the points misclassified by the binary model, the most of them have PHQ scores close to the cutoff value of 10. This implies that the underlying voice biomarkers are the same for both mild and severe depression and that the strength of these biomarkers is highly correlated with
the severity of the condition. These findings are consistent with those of [43, 29].

Similar to modern NLP systems, my proposed method relies on adapting the representations learned by a large, pretrained model. This method seems to surpass both classical and end-to-end systems. The feature set used seemed to be far more important than the quantity of data, as my reimplementations did not improve upon the results reported in the original papers. My work has shown that statistical descriptions of a signal can be just as powerful as the signal itself for diagnosing depression. This result is consistent with prior work showing a strong correlation between speaking rate, pause rate, and frequency variability with the severity of depression. The strength of these statistical methods is higher than previously thought, as evidenced by the success of the delta only model.

There are many potential directions in which to take this research. For this method I used data2vec as-is without any finetuning. Fine-tuning data2vec or using an LSTM head alongside it could prove more performant than my current method. Another potential source of improvement is including natural language processing or computer vision in the model’s input to incorporate non-vocal biomarkers as well.

Outside of the modeling, more work should be done to ensure these models are free of any form of bias and achieve the same performance across all demographics. The model proposed in this work has shown robustness to both gender and ethnicity biases. However, age is a demographic that has proven challenging to avoid bias in. In particular, due to their distinct voices, the proposed model fails to generalize to children, early adolescents, or the elderly. With the collection of additional, targeted data it may be possible to adapt the proposed method to these demographics.

This technology also has potential outside of its current proposed use case. As a purely acoustic model, there is no reason a future model should be restricted to a single spoken language as input. Additionally, since there is significant overlap between biomarkers helpful in diagnosing various conditions [22], another direction for future work is the creation of a multi-purpose model. And of course, as these technologies mature, future work may focus on producing more accurate and precise models.
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