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Abstract

Cognitive analyses of machine learning systems
by
Erin Marie Grant
Doctor of Philosophy in Computer Science
University of California, Berkeley
Professor Michael I. Jordan, Chair

Machine learning systems are increasingly a part of human lives, and so it is increasingly important to understand the similarities and differences between human intelligence and machine intelligence. However, as machine learning systems are applied to more complex problem settings, understanding them becomes more challenging, and their performance, correctness, and reliability become increasingly difficult to guarantee. Moreover, "human-level performance" in such settings is often itself not well-defined, as many of the cognitive mechanisms underlying human behavior remain opaque. This dissertation bridges gaps in our understanding of human and machine intelligence using cross-disciplinary insights from cognitive science and machine learning.

First, I develop two frameworks that borrow methodologically from cognitive science to identify deviations in the expected behavior of machine learning systems. Second, I forge a connection between a classical approach to building computational models of human cognition, hierarchical modeling, and a recent technique for small-sample learning in machine learning, meta-learning. I use this connection to develop algorithmic improvements to machine learning systems on established benchmarks and in new settings that highlight their inability to come close to human standards. Finally, I argue that machine learning should borrow methodologically from cognitive science, as both are now tasked with studying opaque learning and decision-making systems. I use this perspective to construct a computational model of machine learning systems that allows us to formalize and test hypotheses about how these systems operate.
To my mother.
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Chapter 1

Introduction
Machine learning has the potential to revolutionize scientific and application domains alike. However, current machine learning systems—primarily built of deep neural networks (LeCun, Bengio, et al. 2015)—are unpredictable and uninterpretable, posing challenges for designing reliable systems and deriving robust scientific insights (D’Amour et al. 2020; Kapoor and Narayanan 2022). The cause for this dilemma is that we lack design principles to provide guarantees on the relevant behavior of machine learning systems. Though progress has been made in theory and practice to identify and ameliorate cases of unexpected behaviors, this progress in many cases relies on simplifying assumptions—such as narrowing the model class, or assuming a particular structure of data—and as such cannot provide prescriptions in naturalistic settings. Indeed, the downstream consequences of a change in design—for example, tweaking an architecture or changing the value of a hyperparameter—are often not known prior to the deployment of the system itself.

Where do we go from here? We must first contend with the fact that a single set of principles governing machine learning systems is unlikely to exist—indeed, the result of a data-dependent, iterative optimization procedure like those used to train neural networks is unlikely to be describable in a simple mathematical form, and explanatory gaps have already been identified for promising frameworks (Arora et al. 2019; Razin and Cohen 2020; Nagarajan and Kolter 2019; Dziugaite et al. 2020). However, this does not leave us at a loss—instead of despairing of the lack of a single unified theory, we can find hope in the multiplicity of ways in which we could study machine learning systems in order to make these systems more reliable wherever they are used.

In this dissertation, I take that opportunity and revisit a discipline classically connected to artificial intelligence and machine learning—the study of human cognition. The earliest visions of artificial intelligence were motivated as a way to recreate human capacities for thinking and reasoning (Turing 1950), and the precursors of modern deep neural networks, connectionist models, were motivated as explicit models of cognitive processes (Hinton and Anderson 1981; Rumelhart and McClelland 1986; Rumelhart, McClelland, Group, et al. 1986). Even the image classification benchmark that can be seen as the catalyst to this era of explosive interest in deep learning, the ImageNet Large Scale Visual Recognition Challenge (ILSVRC, Deng et al. 2009), is underlain by a conceptual organization of the human lexicon (Miller 1995; Fellbaum 1998), and so is fundamentally tied to human cognition. Within the disciplinary connections between cognitive science and machine learning, I focus on two aspects that are particularly relevant in understanding the present era of large-scale machine learning systems: the question of what should be studied of these systems and the question of how to go about doing so. Before doing so, in the next section, I introduce the notion of inductive bias, which allows us to make reference to mechanisms governing the behavior of machine learning systems even if we may not be able to exactly and precisely describe how they operate. In addition, in a later section, I introduce hierarchical models, which allow us to formalize the acquisition or automatic discovery of inductive bias.
Inductive bias

As machine learning systems are applied beyond idealized research environments and benchmarks, where ground-truth datasets are easy to gather and the correctness of a behavior is easy to evaluate, to high-stakes decision-making in medicine, finance, and policing, failure cases become more evident. The fundamental link between many of these failure cases is the problem of underdetermination—that is, the insufficiency of data alone to provide evidence for any particular solution. In the simplest terms, there are, in almost all problems of interest in machine learning, a multitude of mechanisms or decision rules that a learner could posit that are consistent with observed data, but nonetheless produce different behaviors on unseen data.

The underdetermination problem has been fundamental to the understanding of intelligence as long as intelligence has been studied: Plato (editor, 1976) wondered how an uneducated boy could be taught geometric principles. Russell (1948) wondered: “How comes it that human beings, whose contacts with the world are brief and personal and limited, are nevertheless able to know as much as they do know?” Chomsky (1980) considers the “poverty of the stimulus” in the acquisition of grammatical structure and lexical items by an abstract learner. Mitchell (1980) was the first to call out underdetermination in the context of machine learning by highlighting the inability of a statistical learner to generalize without additional information—termed inductive bias—that guides decisions on unseen data. Inductive bias also includes design choices that implicitly affect extrapolation behavior without the explicit intent of the system designer. This setting more closely characterizes the situation of modern machine learning systems, for which any and all components could give rise to implicit effects on extrapolation behavior. Indeed, many components have been shown to produce systematic effects on generalization, including model architecture (Golubeva et al. 2020), parameter initialization procedures (Mehta et al. 2020), gradient-based optimization (Smith, Dherin, et al. 2021), and overparametrization (Neyshabur, Li, et al. 2019).

Inductive bias is thus a catch-all term for everything that is consequential for a learner’s extrapolation behavior—behavior on unseen data—including explicit constraints, regularizers, or prior distributions in the case of Bayesian models, and this notion allows us to speak concretely about what it is that makes learning systems behave differently in extrapolation regimes, even though they may make the same decisions on observed data. This notion will be foundational for the cognitive analyses developed in this dissertation.

Phenomena in machine learning systems: What should we analyze?

Until now, this description has assumed that the relevant extrapolation behavior is clear. While in some settings, it is obvious what notions of extrapolation to guarantee—for example, studies of robustness often make specific distributional assumptions to test (Hendrycks, Basart, et al. 2021)—in general, there is no way to determine a priori what extrapolation behavior is relevant for a scientific or applied machine learning use case. Indeed, though
there has been no end of interest in out-of-distribution generalization, there can be no notion of what it means to be out-of-distribution or extrapolation without assumptions (Le Lan and Dinh 2021; Ye et al. 2021; Adebayo et al. 2022).

How do we identify salient extrapolation behaviors of a given system? Many tasks to which we apply machine learning systems are tasks that humans solve or that involve interaction with humans. Consequently, in many cases, we would like to understand deviations of these systems from human-like behavior. The first part of this dissertation, Part I, contributes behavioral evaluation protocols that investigate such deviations. The key contribution in these sections is to identify a hallmark of how a system solves a given problem that is more nuanced than a summary statistic such as accuracy by appealing to a human standard in which particular modes of behavior have already been characterized. In both case studies, comparing the behavior of machine learning systems to these standards requires work on the side of evaluation—that is, conceptualizing a phenomenon of interest, and defining a protocol to measure it.

Chapter 2 studies theory of mind in a language model termed a “memory network” that can solve reasoning tasks. We propose a new set of tasks to demonstrate that question-answering models fail in social reasoning scenarios. Humans find these tasks easy, and cognitive scientists have attested that this is because humans possess an inductive bias known as “theory of mind,” the propensity to model the latent mental states of other agents—for example, their desires, beliefs, or intentions. In this chapter, we introduce a model design that explicitly simulates the mental representations of different participants in a narrative reasoning task, demonstrating that this simulated component is sufficient for good performance.

Chapter 3 relates the memorization-systematicity trade-off in neural networks to a classical perspective on category learning models, the trade-off between rule- and exemplar-based generalization. A characteristic of neural networks that reliably deviates from human learning is their tendency to memorize datapoints instead of learning systematic predictors (Lake and Baroni 2018a). This chapter demonstrates such failures of systematicity in a study of combinatorial generalization using formulations of rule- and exemplar-based generalization appropriate for general category learning models, including neural networks. This formulation reveals that, contrary to the simple maxim of “more data is better,” exposure to new feature values can worsen systematic generalization to new combinations involving these features. This finding contradicts the common intuition that more coverage in training data necessarily leads to better generalization performance, and has implications for the incautious use of neural networks in data settings that have this partial exposure structure.

Hierarchical models

As described above, Part I of this dissertation introduces behavioral protocols to examine specific extrapolation behaviors in machine learning systems. In Part II, I introduce the framework of hierarchical models in order to be able to reason about inductive bias by
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making reference to explicit inductive bias in the form of a parameterized prior distribution. We will see in Part III of this dissertation that this allows us to respond to a problem left open in the previous section—rather than investigating specific inductive biases in machine learning models by constructing independent behavioral protocols, is there a way to more systematically investigate them, and perhaps even discover them from data?

The acquisition of abstract knowledge can be formalized via a hierarchical or multilevel model. Hierarchical models exist in a variety of frameworks, but hierarchical Bayesian models bring the benefits of working within the framework of probabilistic models, including an explicit declaration of the assumed prior knowledge in the form of the prior distribution and the distributional parameterizations. To formalize how people acquire domain-general, abstract knowledge, hierarchical Bayesian models can describe how individual learning experiences can be consolidated into domain-general knowledge in the process of learning to solve a variety of individual problems. Machine learning systems enact an analogous capability—meta-learning—as the solution to a two-stage learning problem in which a system learns to solve a set of independent tasks from the limited experience available for each task, then consolidates this experience in the form of general principles for learning to solve any new task (Thrun and Pratt 1998). Meta-learning can be implemented in a framework compatible with modern pattern recognition systems as the estimation of a common parameter initialization of a set of models that are independently adapted to different tasks (Vinyals et al. 2016; Ravi and Larochelle 2017; Finn, Abbeel, et al. 2017). The key idea is that the initialization shared among task-specific models serves as a useful domain-general bias for solving the kinds of tasks that each learner may be faced with, thereby increasing learning efficiency to be closer to the level of a human learner rather than a learner with no prior knowledge.

Despite the algorithmic similarities between these concepts—hierarchical Bayesian modeling in cognitive science and meta-learning in machine learning—it was not known how to relate two methodologies at a level that would be prescriptively useful to either machine learning or cognitive science. Chapter 4 provides this connection by showing how a formalism for expressing the solution to inference problems about domain-general knowledge—posed in the language of hierarchical Bayesian models—as a multi-level optimization problem—which can be solved with the tools from meta-learning in machine learning. A key feature of the meta-learning approach is that it provides a framework to investigate constraints on learning simply on the basis of the observable outcomes of learning; these constraints can be interpreted via tailored analysis datasets.

Chapter 5 solidifies the connection between meta-learning and hierarchical Bayes by revisiting a classical study in computational models of cognition—how taxonomic structure influences concept generalization. Human concept learning is surprisingly robust, allowing for precise generalizations given only a few positive examples. Bayesian formulations that account for this behavior require elaborate, pre-specified priors, leaving much of the learning process unexplained. More recent models of concept learning bootstrap from deep representations, but the deep neural networks are themselves trained using millions of positive and negative examples. In machine learning, recent progress in
meta-learning has provided large-scale learning algorithms that can learn new concepts from a few examples, but these approaches still assume access to implicit negative evidence. In this chapter, we formulate a training paradigm that allows a meta-learning algorithm to solve a problem of concept learning from few positive examples. The algorithm discovers a taxonomic prior useful for learning novel concepts even from held-out supercategories and mimics human generalization behavior—the first to do so without hand-specified domain knowledge or negative examples of a novel concept.

Chapter 6 uses the connection between meta-learning and hierarchical Bayes to implement the latent cause inference model of Gershman, Blei, and Niv (2010). This probabilistic meta-learner explicitly modulates the amount of transfer between tasks, as well as to adapt its parameter dimensionality when the underlying task distribution evolves. We formulate this as probabilistic inference in a mixture model that defines a clustering of task-specific parameters, and the connection between gradient-based meta-learning and hierarchical Bayes from Part II allows scalable approximate maximum a posteriori (MAP) inference in both a finite and an infinite mixture model. This chapter is a first step towards more realistic settings of diverse task distributions, and crucially, task-agnostic continual learning, and is also an example of a model that leverages insights from cognitive science in order to propose improvements in the learning efficiency of machine learning systems.

Explanations of machine learning systems: How should we analyze them?

Prior work on implicit inductive biases in modern machine learning systems focuses on the effect of well-understood constraints, such as the use of architectures that impose invariances to particular properties of data or on regularizers that confer a simplicity bias (e.g., Golubeva et al. 2020; Mehta et al. 2020; Smith, Dherin, et al. 2021; Neyshabur, Li, et al. 2019). However, it is difficult to analyze the interaction of all the design decisions that make up a machine learning system, some of which may or may not contribute to inductive bias specification. Moreover, the behavioral approach I advocated for in Part I allows us to probe the existence or degree of specific inductive biases, but does not allow us to investigate inductive biases in all generality.

In the last part of this dissertation, I make use of the connection between hierarchical models and meta-learning to argue for a computational modeling approach to the study of machine learning systems. Computational models of cognition are tools of analysis that allow cognitive scientists to formalize and test hypotheses about how the human mind represents and processes information. Here, I argue analogous computational models can also be used to investigate the internal mechanisms of machine learning systems and, by doing so, allow us to investigate implicit inductive biases.

Using this framing, Part III approaches the problem of characterizing inductive biases as a hierarchical modeling problem in which the extrapolation behavior of a population of machine learning systems—rather than details of their internal workings—is viewed as evidence of a systematic inductive bias. The hierarchical modeling framing allows us to learn a representation of the inductive bias implicit in a design specification of machine
learning systems that can be analyzed in order to probe the content of this inductive bias. Chapter 7 implements this computational modeling framing by learning a representation of the inductive biases consistent with the observed behavior of a particular family of neural network models. The neural networks in this family share in design choices (for example, the architecture, training procedure, and random initialization scheme) but differ in quantities that are randomized prior to or during training. The machine learning methodology we employed to represent inductive biases, Gaussian processes, allows us to reveal systematic structure—including a preference for low-frequency signal and pathological behavior with depth—in the inductive bias underlying this particular family of neural networks. In two further practical case studies, we use the computational model to predict the generalization properties of neural networks.
Part I

Behavioral studies of neural networks
Chapter 2

Theory of mind and the false belief task

CHAPTER 2. THEORY OF MIND AND THE FALSE BELIEF TASK

2.1 Introduction

Question answering poses difficulties to artificial intelligence systems because correctly answering a query often requires sophisticated reasoning and language understanding capacities, and so simply memorizing the answer or searching in a knowledge base is not enough. Despite this challenge, recent neural network models that make use of attention mechanisms in combination with an explicit external memory can successfully answer questions that require more complex forms of reasoning than before (e.g., Sukhbaatar et al. 2015; Henaff et al. 2017). The benchmark dataset for such tasks has become the Facebook bAbi dataset (henceforth, bAbi) (Weston et al. 2016), which is a collection of question-answering tasks in the form of simple narrative episodes—termed stories—that are accompanied by questions about the state of the world described in the stories. (See Fig. 2.1 for an example story from this dataset.)

Although bAbi is a start towards enumerating the requirements for human-like reasoning capabilities, it lacks tasks for testing the ability to reason about mental states, which is also necessary for correctly answering questions of the sort that humans encounter regularly. Consider the following:

Sally and Ann are in the kitchen.
Sally placed the milk in the pantry.
Sally exited the kitchen.
Ann moved the milk to the fridge.

For a model to correctly answer questions such as Where would Sally/Ann search for the milk? it need not only recognize that Sally and Ann have mental representations of the state of the world but also that these representations are inconsistent: Sally believes that the milk is in the pantry while Ann thinks it is in the fridge.

Psychologists have used a task similar to this scenario—termed the false-belief task—to examine children’s development of theory of mind: the capacity to reason about the mental states of oneself and others (Premack and Woodruff 1978). Most 3-year-old children, after observing such a scenario, answer that Sally would search for the milk in the fridge because they cannot infer Sally’s belief about the location of the milk, which is inconsistent with their own knowledge (e.g., Baron-Cohen 1989; Baron-Cohen et al. 1985). However, most older children are able to identify, correctly, that Sally’s belief is different from theirs in that she thinks that the milk is the pantry.

To answer questions about situations like those that occur in a false-belief task, a model needs to use the observed actions in the scenario to infer the mental states of Sally and Ann. In this work, we investigate whether the End-to-End Memory Network (henceforth MemN2N), a recent neural question-answering model (Sukhbaatar et al. 2015) that solves most of the bAbi tasks, is able to answer questions of the same structure as a false-belief task. We formulate scenarios to capture different possible causal relations among actions and beliefs, and examine the performance of the model therein. We find that the MemN2N
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model performs well only in the presence of strong supervision—when the training and test data share the same casual structure. This result suggests that the model is able to memorize the training data but is unable to learn to reason about mental states and how they cause and are caused by actions.

Furthermore, to simulate the (perhaps inconsistent) beliefs of the participants in a story, we extend the MemN2N model to include a separate memory representation for each participant. We show that this extension improves model performance, suggesting that explicitly modeling agents’ knowledge in a disentangled manner is in part sufficient for more human-like reasoning on a false-belief task.

2.2 Theory of mind and the false-belief task

A theory of mind is integral for an agent to predict and explain the behavior that is caused by the mental representations of other agents, and therefore succeed on tasks such as the false-belief task. For children, this capacity is acquired gradually over the course of development. In particular, children undergo several milestones before they develop an adult-like theory of mind: By age two, they can distinguish between external states of the world and internal mental states possessed by cognitive agents (e.g., Meltzoff et al. 1999). By age four, they can distinguish between consistent and inconsistent mental states (e.g., Perner et al. 1987), which allows them to identify a false belief.

Previous computational works have modeled human performance on the false-belief task. Some focus on modeling the development of theory of mind by instantiating a model that initially fails but eventually passes the false-belief test (Van Overwalle 2010), while others study the settings in which a model can succeed on the task by varying the input data or the model architecture (O’Laughlin and Thagard 2000; Triona et al. 2002; Goodman et al. 2006). However, none of these models use natural language sentences, despite the fact that the psychological false-belief task is usually administered verbally in the form of a natural language reasoning problem.

Furthermore, natural language is known to interact with the development of theory of mind. For example, use of mental state terms in child-directed speech (e.g., Slaughter and Gopnik 1996), engagement in pretend play (Youngblade and Dunn 1995), storybook reading (Rosnay and Hughes 2006), and reflection on events in the child’s past (Nelson 2007) serve to accelerate its developments, while, in turn, a greater grasp of theory of mind leads to increased linguistic ability (Milligan et al. 2007). In this work, we examine whether a model can learn from natural language about the causal relationship between actions and beliefs, in order to be able to answer questions that require reasoning about mental states.
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Mary got the milk there.
John moved to the bedroom.
Sandra went back to the kitchen.
Mary traveled to the hallway.
Q: Where is the milk?  
A: hallway

Figure 2.1: An example task from the bAbi dataset.

2.3 Memory networks

The MemN2N model of Sukhbaatar et al. (2015) comprises an external memory cache and mechanisms to read and write to this memory. The model is trained to write a sequence of stories into its external memory and to answer questions about the stories by reading its memory and emitting the correct vocabulary item. At test time, the model is evaluated by the extent to which it can correctly answer questions about a held-out set of test stories.

Formally, the model ingests a sequence of input sentences \((x_1,\ldots,x_n)\) and produces, for each input item \(x_i\), both a memory representation \(m_i\) and a context representation \(c_j\), which are stored in memory. The model is then presented with a question \(q_k\) about the story, for which it produces an internal representation \(u_k\). To answer the question, the model computes a normalized association score \(p_{ik}\) between the question representation and each of its stored memory representations:

\[
p_{ik} = \frac{\exp\left(u_k^T m_i\right)}{\sum_j \exp\left(u_k^T m_j\right)}. \tag{2.1}
\]

This weight can be interpreted as an attention mechanism that defines where in memory the model will look for information relevant to the given question.

The model then produces an output representation by way of a linear combination of its context representations, weighted by the attention computed in Eq. (2.1):

\[
o_k = \sum_i p_{ik} c_i. \tag{2.2}
\]

The output representation is combined with the query representation and decoded by some function \(f\) to produce the predicted answer \(\hat{a}\):

\[
\hat{a} = f(o_k + u_k). \tag{2.3}
\]

Learning model parameters at training time is done by way of stochastic gradient descent in cross entropy error.
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2.4 Simulation 1: MemN2N model

We evaluate the model introduced in the previous section on a set of novel textual reasoning tasks inspired by the false-belief task. Our tasks take the form of a sequence of natural language sentences—termed a story—and an associated question about the story.

Since we aim to create tasks that, for humans to solve, involve reasoning about other agents’ beliefs, we design various story templates that simulate how different actions give rise to different beliefs, and conversely how different beliefs result in different actions. These stories differ in whether or not the agent who is the subject of the question has observed a change in the state of the world (i.e., the agent has a true belief), or has not (i.e., has a false belief). The stories further differ in whether the belief is observable (i.e., the story explicitly contains sentences such as Sally believes the milk is in the pantry) or whether only actions are observable. When the agent harbors a false belief, and the model is asked to predict the action of the agent without explicit reference to the beliefs of the agent in the story, we recover a simulation of the classic false-belief task.

With this experimental design, we aim to determine whether the MemN2N model can reason about how actions cause beliefs and vice versa, and how much information needs to be revealed to enable the model to succeed.

Data generation

To generate stories and corresponding questions, we emulate the bAbi (Weston et al. 2016) dataset generation procedure. We define a world of entities, which are the people and objects described in the stories, and possible predicates that take entities as subject and, optionally, object. Each entity has properties that define the predicates of which it can be subject or object. For example, a world may contain Sally with the property is agent and
apple with the property is object. Our rules permit Sally to perform the action displace on the apple.

In this work, we consider a restricted set of action and belief predicates. Our actions define simple interactions of an agent with the world (e.g., place, move, enter, exit) and our beliefs correspond to mental state terms (e.g., believe, think), inspired by the terms that children gradually learn to understand and use correctly over the course of development (e.g., Bretherton and Beeghly 1982; Johnson and Wellman 1980). Our templates manipulate the order of action and belief predicates to test how the model reasons about the causal relations between them.

**Experimental conditions**

**Story template.** We define a set of templates that correspond to the type of story that we wish to generate. Each template fixes a sequence of predicates and therefore puts constraints on the entities that may fill the template. For example, a template could be the sequence (drop, pick up, exit). Completion of the template entails sampling valid entities from the world to fill the subject and object positions of the predicates, producing, for example, the story (Sally dropped the ball, Sally picked up the ball, Sally exited the room).

We consider three different template types:

- **BA:** observable beliefs (e.g., Sally believes the milk is in the pantry) give rise to observable actions (e.g., Sally searches the pantry);

- **AB:** observable actions (e.g., Sally places the milk in the pantry) give rise to observable beliefs (e.g., Sally believes milk is in the pantry); and

- **A(B)A:** observable actions (e.g., Sally places the milk in the pantry) give rise to observable actions (e.g., Sally searches the pantry) by way of unobserved beliefs (e.g., Sally believes the milk is in the pantry).

Note that the **AB** and **A(B)A** conditions are different in that in **AB**, the question explicitly asks about Sally’s belief; in **A(B)A**, on the other hand, the question is about Sally’s action, which has been brought about by Sally’s unobserved belief.

**True vs. false belief.** In addition to the type of template, for each story we manipulate whether the agent about whom the question is asked (i.e., Sally) has a true belief or a false belief about the state of the world. In the case that the agent has a true belief, the agent observes all changes in the state of the world and thus their beliefs are consistent with the world. On the other hand, in the case that the agent has a false belief, the agent does not observe one or more changes in the state of the world (because, for instance, Sally may exit the room), and thus has a belief that is inconsistent with the world.
Training conditions. We have six possible story types as a result of crossing the template types with the true and false belief story types; examples of each of the story types are given in Fig. 2.2. We sample from these story types to produce our training conditions, in the following manner:

- When the training condition is such that \( p(\text{false belief}) = 0 \) or \( 1 \), we sample only stories with true beliefs or false beliefs, respectively, and when \( p(\text{false belief}) = 0.5 \), we sample half of our stories with true beliefs and half with false beliefs.

- We sample stories from five different possible groups of templates: BA, AB, AB+BA, A(B)A, and AB+BA+A(B)A.

The AB+BA and AB+BA+A(B)A conditions provide the model with training data that better approximates the variety of possible scenarios in the world. In these cases, the model observes more ways in which actions and beliefs interact, and thus we would expect it to be able to better generalize to new scenarios. Moreover, AB+BA provides the model with the opportunity to learn transitive inference—given that an action (e.g., placing milk in the pantry) results in a belief (e.g., the milk is in the pantry), and a belief (e.g., the milk is in the pantry) can cause an action (e.g., searching for milk in the pantry), a model that reasons about actions and beliefs could learn that an action (e.g., searching for milk in the pantry) is a consequence of an unobservable belief brought about by a preceding action (e.g., placing milk in the pantry).

Crossing template types BA, AB, A(B)A, AB+BA, AB+BA+A(B)A with \( p(\text{false belief}) = \{0.0, 0.5, 1.0\} \) produces our 15 training conditions. We run 10 simulations for each training condition and for each configuration of parameter settings of the MemN2N model.∗

Test conditions. We aim to evaluate the model on tasks that require reasoning about latent mental states, in analogy to the classic false-belief task; however, such a capacity should apply not only in cases when an agent has a belief that is inconsistent with the state of the world (i.e., a false belief) but also when they have a true belief about the world. We therefore consider two test conditions: a true-belief (TB) and a false-belief (FB) task. All examples in both of these test conditions share the A(B)A template type, but the

∗We vary the dimensionality of the memory and word embedding, the number of computational hops (accesses to the memory cache to answer a single question), the number of training and testing examples (1000 vs. 10000), and the size of the world from which the dataset of stories is generated (5 vs. 10 vs. 30 entities per entity type, which correspond to the objects, container, etc. in the story). Furthermore, we use the adjacent weight tying scheme as described in Sukhbaatar et al. (2015), an initial learning rate of 0.01, and initialize all weight matrices by sampling from a zero-centered normal distribution with a standard deviation of 0.1. As we found no effect of the number of training and testing examples nor of the world size, we collapse all results across these variables. Increasing the embedding size and the number of computational hops increases test accuracy in all conditions (likely due to increased model capacity), and increasing the memory size decreases performance in all conditions (likely because the model must search over more memories to retrieve an answer). However, the qualitative effects we report in this chapter are preserved, so we also collapse results across these variables as well.
conditions differ in that the true-belief task contains only examples with true beliefs (i.e., \( p(\text{false belief}) = 0 \)), and the false-belief task contains only false belief examples (i.e., \( p(\text{false belief}) = 1 \)).

**Results**

As noted by Sukhbaatar et al. (2015), the MemN2N model exhibits large variance in performance across simulations, and so we show performance by plotting the distribution of test accuracies in boxplot format. In Fig. 2.3, we report accuracy on both test conditions (the true-belief (TB) and false-belief (FB) tasks) across the training conditions, for \( p(\text{false belief}) = 0.5 \). The results for \( p(\text{false belief}) \in \{0, 1\} \) were similar except in the case of the AB story template; we compare this case with the BA condition in Fig. 2.5 and discuss in the following. Note that success at test time corresponds to achieving 1.0 accuracy in both the TB and FB test conditions.

**Training condition BA: Beliefs to actions.** The model fails on the TB task in the BA training condition, while succeeding on the FB task. This is true no matter the value of \( p(\text{false belief}) \) (as depicted in Fig. 2.5). To understand why this occurs, consider the following example of a BA training story when the false belief occurs:

*Sally believes the milk is in the pantry. Sally exited the kitchen. Anne moved the milk to the fridge. Sally entered the kitchen.*
Additionally, consider the BA training story when the false belief does not occur:

Anne moved the milk to the fridge. Sally believes the milk is in the fridge.

To answer the training question Where did Sally search for the milk? the model seems to learn that it should look for the sentence containing Sally and a container entity (i.e., Sally believes the milk is in the fridge).

This strategy works for the false-belief test (see Fig. 2.2, last column, bottom row), because Sally believes that the milk is in the pantry—the location in which she originally placed it—and thus the sentence containing Sally and the identity of a container always provides the correct answer. However, this strategy fails on the true-belief test (again, see Fig. 2.2, last column, top row), because Sally observes that the milk has been moved, and so no longer believes that the milk is in fridge. This suggests that the model is unable to infer that an observable action changes the mental state of Sally.

Training condition AB: Actions to beliefs. The model is unable to achieve good performance on both the TB and FB tests in the AB condition. When the model performs better, it is in cases where the test is very similar to the training condition, i.e., the false-belief test with $p(\text{false belief}) = 1$ in training and true-belief test with $p(\text{false belief}) = 0$ in training.

Training condition AB+BA: Transitive inference. The model fails on both test tasks in the AB+BA training condition. This is evidence that the model cannot reason about the causal relationships between actions and beliefs to perform transitive inference.

Training condition A(B)A: Equivalent to TB/FB test. The model achieves best performance on A(B)A in the $p(\text{false belief}) = 0.5$ condition. This again happens because the test and training conditions are similar: the model observes examples of both the FB and TB test tasks in training, and thus receives supervision to give the correct answer at test. However, the model performs well only on the TB task in the $p(\text{false belief}) = 0$, and on the FB task in the $p(\text{false belief}) = 1$ condition. This is because the model does not observe examples like one or the other test condition at training time.

Notably, the performance is not high even in the $p(\text{false belief}) = 0.5$ condition (the median is approximately 55% on both test tasks), despite the fact that the model is given test-like examples at training time. It is therefore not clear that the model is robustly able to solve a conditional reasoning task in which the correct answer is dependent on whether or not the observer sees the movement of the object and thus has a false or true belief. This, along with the model’s failure in the other training scenarios, motivates an extension to the model, which we consider in the next section.


Figure 2.5: From Simulation 1. The test accuracy in the AB condition is dependent on the value of \( p(\text{false belief}) \), but not in the BA condition.

2.5 Simulation 2: Multiple-observer model

We now propose a model that is given information about whether each agent in the story observes each sentence in the story. In general, this must also be inferred from context, but here we assume such annotations are available to the model as we simply attempt to investigate the effect of this information on the model’s predictions.

Formally, for a story of \( N \) input items that describes a situation with \( M \) agents, we provide the model with an \( N \)-by-\((M + 1) \) observer annotation matrix \( S \) such that \( S_{ij} = 1 \) if input item \( x_i \) is observable to agent \( j \) and 0 otherwise, where we assign the oracle observer (who observes all input items) to the first index. These annotations are used to mask the input such that \( M + 1 \) (possibly different) stories are produced, each of which corresponds to the story that a particular agent observes. Memory representations, attention over each memory cache, and output representations are computed separately for each observer, and so \( M + 1 \) output representations are computed, each corresponding to the output of a distinct observer’s memory.

The model then computes an attention weighting over each of the observer memory
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Figure 2.6: Attention in Simulation 2. Visualisation of the attention weighting over memory caches for the true-belief (TB) and false-belief (FB) tests. We omit the visualization for the BA+AB and BA+AB+A(B)A training conditions because the test accuracy distribution in Simulation 2 for these conditions is very similar to the A(B)A training condition (see Fig. 2.4).

This attention over memory caches is used to compute a weighted combination of the output representations that correspond to the memory cache for each agent (c.f., Eq. (2.3)):

\[ \hat{a} = f(u_k + \sum_{\ell} r_{k\ell} o_{k\ell}). \]  

(2.5)

Note that the model considered in Simulation 1 is exactly this model extension with \( r_{k0} = 1 \) and \( r_{km} = 0, \forall m \neq 0 \) (i.e., attention is given only to the oracle memory cache).

In this extension, the model is given explicit information about which observations in a story are available to each agent, by way of the annotation matrix \( S \). However, it must learn to reason about this information in order to arrive at the correct answer, as before with how to write to memory and read from memory, and now with how to select over which observer’s knowledge of the story is relevant to answer the question.

Results

We report results of the model extension on the TB and FB tests in Fig. 2.4, as well as a visualization of the attention weights in Fig. 2.6. Our simulated data is composed of scenarios with only two agents, and therefore the extended model attends over three memory caches (one for the oracle that observes everything, one for Anne, and one for Sally, about whom the question is asked).

The extended model achieves higher accuracy across all training conditions. Notably, the model performs near perfectly (i.e., both TB and FB are close to 1) in the AB+BA+A(B)A case, meaning that the model can learn to ignore irrelevant training stimuli. This suggests that awareness of agent’s knowledge about the state of the world helps in a task of reasoning about latent mental states.
Furthermore, the attention plots show that the model learns to attend to the memory representation of Sally in the FB test, which contains the information about how to answer questions about Sally’s actions and beliefs. On the other hand, in the TB test, the model does not attend differently to the different memory caches, because the observations stored in all caches are the same.

2.6 Conclusions

We investigated whether a recent language learning model that succeeds on a suite of textual reasoning tasks is able to succeed in a task that requires reasoning about latent mental states. We found that the model is unable to succeed in a set of simulated true-belief and false-belief tasks unless it has observed at training time situations that have the same structure as the test tasks, even if the diversity of the data is increased. This strongly suggests that the model is not reasoning about the state of the world, nor about mental representations thereof, but is simply memorizing its input. As a consequence, the model will not be able to succeed in a task of reasoning that differs greatly from the situations that it has observed at training time. This is in contrast to the novelty of situations that people encounter regularly, in which they must reason about the causal relationship between events in the world and latent mental states.

However, incorporating a simple mechanism that informs the model that there may be multiple observers with differing representations of the story allows the model to achieve higher performance on the simulated false-belief and true-belief tasks. Under this modification, the model does not simply memorize the training data but also learns to use knowledge that agents have (perhaps conflicting) observations about the story in order to answer the question. We could interpret this as analogous to the development of theory of mind in that, when a child is able to reason about others’ knowledge of and beliefs about the world, the child succeeds on tests of theory of mind such as the false-belief task. A further direction of research could investigate whether manipulating variables in the training data (e.g., frequency of mental state terms) affects the model’s performance in a manner similar to how a child’s developmental trajectory would be affected.
Chapter 3

Rule- and exemplar-based generalization
3.1 Introduction

Extrapolation or generalization—decisions on unseen datapoints—is always underdetermined by data; which particular extrapolation behavior a machine learning system exhibits is determined by its inductive biases (Mitchell 1980). When those inductive biases are opaque—as is often the case with many modern machine learning systems (Geirhos, Jacobsen, et al. 2020; D’Amour et al. 2020)—we can instead turn to empirical investigation of the behavior of a system to reveal the system’s implicit inductive biases. Cognitive psychology provides a rich basis for experimental designs to study the often-opaque human cognitive system via its external behavior; these designs can be leveraged to distinguish between competing hypotheses about a machine learning system’s inductive biases as well (e.g., Ritter, Barrett, et al. 2017; Lake, Ullman, et al. 2018; Dasgupta et al. 2020).

We draw on cognitive psychology to construct a protocol that isolates the inductive biases determining how a machine learning system generalizes feature-based categories such as those in Fig. 3.1. A key property of such categorization problems is the presence of a distractor dimension that does not play a causal role in the underlying category boundary; the ground truth categorization is determined by a discriminant dimension. Such problems are ubiquitous in machine learning applications (e.g., Beery et al. 2018), where learned associations between the distractor and the categorization label are termed “spurious” (Arjovsky et al. 2019). The tendency to acquire (potentially harmful) spurious associations is an example of a downstream consequence of implicit inductive bias, and so characterizing such implicit inductive biases is of both theoretical and practical interest.

We use abstract problem settings such as that in Fig. 3.1 to identify and isolate two distinct inductive biases underlying feature-based category learning. The first, feature-level bias, expresses a preference for some features over others to support a decision boundary (e.g., preferring shape over color). The second, exemplar bias—vs. rule bias—expresses a preference for feature-dense (vs. feature-sparse) decision boundaries (e.g., a boundary informed by both shape and color, vs. only one of the two features). Our protocol presents data conditions that manipulate feature co-occurrences observed during training such that the resulting extrapolation behavior is diagnostic of these inductive biases in the learner.

The experimental setup underlying our training and testing conditions is similar to existing works in “combinatorial generalization” (Andreas et al. 2016; Johnson, Hariharan, et al. 2017) and “subgroup fairness” (Sagawa, Koh, et al. 2020; Sagawa, Raghunathan,

<table>
<thead>
<tr>
<th>training examples</th>
<th>extrapolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>“dax”</td>
<td>?</td>
</tr>
<tr>
<td>“fep”</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.1: Example of a data condition: Data often underdetermines a decision boundary; here, it is unclear whether shape or color determines object label (“dax” vs “fep”). How a learner extrapolates to new stimuli reveals inductive bias.
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et al. 2020). Our work also makes several independent contributions: We identify and isolate two distinct inductive biases that affect extrapolation of feature-based categories, and we examine these across models in an expository points-in-a-plane setting, as well as in more naturalistic text and image domains. We demonstrate that existing measures of feature co-occurrence and extrapolation behavior (“spurious correlation” and “worst-group accuracy,” Sagawa, Raghunathan, et al. 2020) are insufficient to characterize these inductive biases. Finally, we consider the normative question: What extrapolation behavior is desirable for a given application? We provide a preliminary answer by discussing the relevance of the inductive biases we identify to related work in systematic generalization, fairness, and data augmentation.

3.2 Inductive biases in category learning

We start by introducing the two inductive biases of interest. **Feature-level bias** characterizes which feature a system finds easier or harder to learn and thus which feature a system will utilize when both are associated with the category label. This kind of feature-level bias has been studied extensively in human cognition (Landau et al. 1988; Hudson Kam and Newport 2005), and specific feature-level biases—mostly notably the “shape-bias,” the tendency to generalize image category labels according to shape rather than according to color or texture—have been revisited in the context of recent neural network models (Ritter, Barrett, et al. 2017; Hermann et al. 2020; Geirhos, Rubisch, et al. 2019). We examine feature-level bias for arbitrary features, as well as demonstrate how this bias interacts with—but is distinct from—another kind of inductive bias, to be discussed next.

**Exemplar** (or **rule**) bias characterizes how a system uses features to inform decisions by trading off exemplar- and rule-based generalization. A rule-based decision is made on the basis of minimal features that support the category boundary (e.g., Ashby and Townsend 1986), while an exemplar-based decision-maker generalizes on the basis of similarity to category exemplars (e.g., Shepard and Chang 1963), invoking many or all features that underlie a category. Extensive empirical work in cognitive psychology has found evidence of both kinds of generalization in humans (Nosofsky et al. 1989; Rips 1989; Allen and Brooks 1991; Smith and Sloman 1994). This trade-off can be understood as a continuum that varies the number of features employed to discriminate between categories (Pothos 2005).

Feature-level bias and exemplar bias are **practically relevant** because they describe how a learning system uses features to extrapolate, and different problem settings call for different ways of doing so. An exemplar-based system that depends on all features, and is not invariant to any of them, suffers when not all feature combinations are observed and systematic generalization to unobserved combinations is expected (Lake, Ullman, et al. 2018; Marcus 2018; Arjovsky et al. 2019). On the other hand, a rule-based system that applies the same category decision rules across all data regions might over-generalize, which is undesirable in naturally occurring long-tailed distributions (Feldman and Zhang
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<table>
<thead>
<tr>
<th>condition</th>
<th>training examples</th>
<th>extrapolation</th>
<th>humans (shape-biased)</th>
<th>rule-based (no feature bias)</th>
<th>exemplar-based (no feature bias)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cue conflict</td>
<td>“dax” “fep”</td>
<td>?</td>
<td>“dax” “fep”</td>
<td>“dax” “fep”</td>
<td>“dax” “fep”</td>
</tr>
<tr>
<td>zero shot</td>
<td>“dax” “fep”</td>
<td>?</td>
<td>“dax” “fep”</td>
<td>“dax” “fep”</td>
<td>“dax” “fep”</td>
</tr>
<tr>
<td>partial exposure</td>
<td>“dax” “fep” “fep”</td>
<td>?</td>
<td>“dax” “fep”</td>
<td>“dax” “fep”</td>
<td>“dax” “fep”</td>
</tr>
</tbody>
</table>

Figure 3.2: Illustrative category learning experiment: Training examples from the 3 independent training conditions, the extrapolation test, and characteristic behavior for learners with different inductive biases. We formalize the training conditions in Fig. 3.3.

2020; Feldman 2020; Brown et al. 2021). Diagnosing exemplar vs. rule bias is therefore of both theoretical and practical interest. In Section 3.6, we give a concrete example in a fairness setting—where certain regions of the data support is underrepresented but we want comparable accuracy on these regions nonetheless—in which understanding the inductive biases of the learning system allows for a data intervention that improves performance.

We now build intuitions for how the category learning paradigm in Fig. 3.2 isolates feature-level bias and exemplar bias. The stimuli Fig. 3.2 vary along two feature dimensions, shape and color. Color determines the label of an object (i.e., green objects are “dax”; purple are “fep”, using arbitrary names to emphasize that the category is novel to humans as well as to machine learning systems). Shape is unrelated to the underlying category structure and acts as a distractor. Participants (either humans or artificial learning systems) are independently placed in three different conditions—cue conflict, zero shot, or partial exposure—that vary in coverage of the feature space. After observing the training examples, the participant is presented with an extrapolation test consisting of an example outside the support of feature combinations observed during training (i.e., they must classify the green circle as a “dax” or a “fep”). We explain below how differences in classification behavior on this extrapolation test isolate feature-level bias as well as exemplar-vs-rule bias, but first: We encourage the reader to try the experiment themselves to examine their intuitions.

Cue conflict (CC, top row, Fig. 3.2). The data presented in this condition confound color and shape (i.e., color and shape are equally predictive of the category boundary). How a system generalizes here directly measures its feature-level bias towards color or shape.
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Characteristic behavior (right half of Fig. 3.2). Since humans have an established shape bias (Landau et al. 1988), we expect that humans will classify the test item according to the object that shares its shape, not its color; in this case, as a “fep.” However, this inductive bias is independent of whether a reasoner is rule- or exemplar-based; neither has an a priori propensity for features, both are equally likely to classify the test item as a “dax” or a “fep.”

Zero shot (ZS, middle row, Fig. 3.2). This condition requires extrapolation to a new feature value “zero-shot” (i.e., without prior exposure). This setting is often used to examine out-of-domain (OOD) and compositional generalization in machine learning (Xian et al. 2018). Behavior in this condition reveals whether the model has learned the discriminating features and whether it can extrapolate to new feature values, and thus acts as a baseline.

Characteristic behavior (right half, Fig. 3.2). Rule- and exemplar-based behavior in this condition is confounded. A rule-based learner infers the minimal rule that color determines label, does not assign any predictive value to shape, and therefore classifies the extrapolation stimulus based on color as a “dax.” An exemplar-based learner categorizes based on the similarity along all feature dimensions of the extrapolation stimulus to category exemplars. Neither training exemplars have any overlap with the test stimulus along the shape dimension, but the “dax” overlaps along the color dimension, and the learner categorizes it as a “dax.”

Partial exposure (PE, bottom row, Fig. 3.2). Compared to zero shot, participants in this condition also receive “partial exposure” to a new feature value (i.e., circle) along the shape dimension. The extrapolation test in this condition is most similar to combinatorial zero-shot generalization (e.g., Lake and Baroni 2018a), where the learner is exposed independently to all feature values but has to generalize to a new combination.

Characteristic behavior (right half of Fig. 3.2). This setting meaningfully distinguishes rule- and exemplar-based generalization. To understand this distinction, we contrast this condition to the cue-conflict condition. The addition of the purple diamond-shaped “fep” means the learner has seen both a diamond and a circle labeled “fep”. A rule-based system takes this as direct evidence that shape is not predictive of category label and classifies the extrapolation stimulus on the basis of color as a “dax.” This is typically also how humans extrapolate. This additional training example, however, does not impact an exemplar-based system, since it does not share any features with the extrapolation stimulus. The exemplar-based reasoner classifies on the basis of feature-overlap with training exemplars and is therefore indifferent, exactly as in the cue-conflict condition.

3.3 A protocol for measuring inductive bias

We embed the structure of the category learning problem discussed in Section 3.2 into a statistical learning problem that can be applied across domains to test black-box learners.

Problem setting. We consider the oracle compositional setting of Andreas (2019) in which inputs are a composition of categorical attributes with two latent binary features,
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<table>
<thead>
<tr>
<th>training condition</th>
<th>feature space</th>
<th>cue conflict</th>
<th>zero shot</th>
<th>partial exposure</th>
<th>extrapolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>π₀ = 0.5, π₁ = 0.5</td>
<td>π₀ = 1.0, π₁ = 0.0</td>
<td>π₀ = 0.0, π₁ = 0.0</td>
<td>π₀ = 0.5, π₁ = 0.0</td>
<td>π₁ = 1.0</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.3: Formalizing the illustrative experiment:** The experiment from Fig. 3.2 expressed in terms of the formalism in Section 3.3 with color as \( z_{\text{dist}} \) and shape as \( z_{\text{disc}} \). Background colors indicate the true category.

\( z_{\text{disc}}, z_{\text{dist}} \in \{0,1\} \) that jointly determine the observation \( x \in \mathcal{X} \subseteq \mathbb{R}^d \) via some mapping \( g : \{0,1\}^2 \rightarrow \mathcal{X} \); see Fig. 3.3. We consider the binary classification task of fitting a model \( f : \mathcal{X} \rightarrow \{0,1\} \) from a given model family \( \mathcal{F} \) to predict a class for each observation. One of the underlying features, the **discriminant**, \( z_{\text{disc}} \), defines the decision boundary; the other one, the **distractor**, \( z_{\text{dist}} \), is not independently predictive of the label.

This specifies a generative process \( x, z_{\text{disc}}, z_{\text{dist}} \sim p(x \mid z_{\text{disc}}, z_{\text{dist}}) \) \( p(z_{\text{disc}}, z_{\text{dist}}) \). \( p(x \mid z_{\text{disc}}, z_{\text{dist}}) \) is either generated (e.g., in Section 3.4), or the empirical distribution of the subset of datapoints \( x \) with the corresponding underlying feature values (assuming access to these annotations, e.g., in Sections 3.5 and 3.6). \( p(z_{\text{disc}}, z_{\text{dist}}) \) is varied across training conditions, as outlined below.

**Training conditions.** The upper-right quadrant in all subfigures of Fig. 3.3, for which \( p(z_{\text{disc}} = 1, z_{\text{dist}} = 1) = 1 \), acts as a hold-out set on which we can evaluate generalization to an unseen combination of attribute values. We produce multiple training conditions with the remaining three quadrants of data by manipulating \( p(z_{\text{disc}}, z_{\text{dist}}) \). All the analyses in this work compare model extrapolation to the held-out test quadrant across various training conditions.

To equalize the class base rates we balance all training conditions across the discriminant; i.e., we enforce \( p(z_{\text{disc}} = 0) = p(z_{\text{disc}} = 1) = 0.5 \). We also fix the number of datapoints across all conditions at \( N \); With these constraints, we can control \( p(z_{\text{disc}}, z_{\text{dist}}) \) via two degrees of freedom: \( \pi_0 = p(z_{\text{dist}} = 1 \mid z_{\text{disc}} = 0) \) (this implicitly fixes \( p(z_{\text{dist}} = 0 \mid z_{\text{disc}} = 0) = 1 - \pi_0 \) to balance the dataset); and \( \pi_1 = p(z_{\text{dist}} = 1 \mid z_{\text{disc}} = 1) \). The three conditions in Section 3.2, as well as the held-out test set, correspond to particular settings of \( \pi_0 \) and \( \pi_1 \) (shown in Fig. 3.3, more in Appendix B.2).

**Measuring inductive bias.** We measure **feature-level bias** as deviation from chance performance in the CC condition. **Exemplar bias** is measured as the difference between performance in the partial-exposure condition and zero-shot condition—no difference indicates rule-based generalization, the magnitude of the difference measures exemplar...
bias. Formally, for a given model family $\mathcal{F}$, let $g^{ZS}$ denote the result of selecting a model from $\mathcal{F}$ by training in the zero-shot condition, and similarly $g^{PE}$ and $g^{CC}$. We define FLB and EvR as:

\begin{align*}
\text{FLB}(\mathcal{F}) &= \mathbb{E}[A(y, g^{CC}(x))] - 0.5, \quad (3.1) \\
\text{EvR}(\mathcal{F}) &= \mathbb{E}[A(y, g^{ZS}(x))] - \mathbb{E}[A(y, g^{PE}(x))] \quad (3.2)
\end{align*}

where the expectation is taken with respect to the data distribution under the extrapolation region ($p(x, y \mid \pi_0 = 1, \pi_1 = 1)$), and $A$ is the 0-1 accuracy. FLB takes values between -0.5 and 0.5 (indicating bias toward $z_{\text{dist}}$ or $z_{\text{disc}}$, respectively); 0 represents no feature bias. EvR takes values between 0 and 1 (indicating rule bias and exemplar bias, respectively).

**Related formalisms and spurious correlation.** This binary formulation of discriminant and distractor features has previously been studied in the context of spurious correlation (Sagawa, Raghunathan, et al. 2020). Rather than independently varying occupancy in the four quadrants, Sagawa, Raghunathan, et al. (2020) directly manipulate the (spurious) linear correlation between the distractor and the discriminant features ($p_{\text{maj}}$). In combinatorial feature spaces, a scalar spurious correlation insufficiently specifies the data distribution. The linear correlation coefficient $\rho$ between $z_{\text{disc}}$ and $z_{\text{dist}}$—henceforth *spurious correlation*—can be written in terms of $\pi_0$ and $\pi_1$ via $\alpha = \frac{\pi_0 - \pi_1}{2}$ and $\beta = \frac{\pi_0 + \pi_1}{2}$ as

\begin{equation}
\rho(\pi_0, \pi_1) = \frac{\alpha}{\sqrt{\beta(1 - \beta)}}. 
\end{equation}

Different combinations of $\pi_0$ and $\pi_1$ give equal $\rho$ (see the contours in Fig. 3.4, with markings for points along the equi-correlation contour from partial exposure ($\pi_0 = 0.5, \pi_1 = 0.0$, $\rho = 0.58$)); while nonetheless producing qualitatively different extrapolation behavior, as we demonstrate in later sections. This indicates that sensitivity to spurious correlation
insufficiently specifies extrapolation behavior. We argue for a formulation like ours—based on manipulating feature combinations—that can tease apart distinct inductive biases at the level of what features a system finds easier to learn (FLB) as well as how to use these features to inform a decision boundary (EvR).

### 3.4 2-D classification example

To illustrate our framework in a simple statistical learning problem and quantitatively confirm the intuitions outlined in Section 3.2, we consider a two-dimensional classification problem. The feature dimensions are orthogonal bases in 2D space, and we define the data generating procedure as

\[ p(x | z_{\text{disc}}, z_{\text{dist}}) = N(\mu, 1.0); \]

\[ \mu = \alpha \times [2z_{\text{disc}} - 1, 2z_{\text{dist}} - 1], \]

where, as specified in Section 3.3, \( z_{\text{disc}}, z_{\text{dist}} \in \{0, 1\} \), \( p(z_{\text{disc}}, z_{\text{dist}}) \) is determined by the training condition. \( z_{\text{disc}} \) determines class labels, \( z_{\text{dist}} \) is a distractor, \( \alpha \) is fixed at 3, and \( N = 300 \) datapoints are in each class. The group with \( z_{\text{dist}} = z_{\text{disc}} = 1 \) is assigned the test set.

**Model families and nomenclature.**

**NN:** We train feedforward ReLU classifiers with varying numbers of hidden layers and hidden units. We use the scikit-learn implementation with default parameters, run 20 times for confidence intervals.

**Generalized linear model (GLM):** Parametric models allow us to formalize the feature-sparsity that characterizes rule-based learners. Linear logistic regression is sparse by definition (it has access to only linear features). We generalize this model by expanding the feature space to include a nonlinear interaction \( \Phi \) and examine L1 and L2 regularization in a GLM over this altered feature space.

**GP:** Nonparametric kernel methods allow us to formalize exemplar-based generalization, where generalizations are made on the basis of feature-dense similarity to training data. We examine the performance of GPs with radial basis function (RBF) kernels. We fit the kernel lengthscale using gradient descent on the log marginal likelihood of the data (Rasmussen 2003) (giving 5.2) as well as vary it (adjusting “locality” in decision boundaries); GP:8.0 denotes a GP with lengthscale value of 8.0.

We can implement explicit rule- and exemplar-based models in the synthetic setting since we know the features over which to build parametric or similarity-based models respectively, so we use it to validate our measures. In most application domains (including those in Sections 3.5 and 3.6) feature learning is automated (Hinton and Salakhutdinov 2006), making it difficult to specify the corresponding GLM or GP.
We first examine EvR in our control model classes (GLMs and GPs) to validate that it tracks rule-vs-exemplar-based extrapolation, followed by analyses of various NNs.

**Regularized GLMs:** EvR reduces with rule propensity. A key property of rule propensity is sparsity in feature space. A linear GLM (GLM:lin) is sparse by definition, we examine a GLM on an expanded feature set so we can manipulate this sparsity. The additional feature \( \Phi \propto z_{\text{disc}} \ast z_{\text{disc}} \) is the product of the observed features and normalizing by \( a \). We

**Comparing cue conflict, zero shot, and partial exposure**

We consider one model from each class: NN with 1 hidden layer of 2 units (NN:2h1d); linear GLM (GLM:lin); RBF GP with fitted lengthscale (GP:fit). The decision boundaries learned by these models are shown in Fig. 3.5a. \( z_{\text{dist}} \ast z_{\text{disc}} \) are equivalent by design, and permit no feature-level bias, so cue conflict is exactly at chance. This lets us focus on validating our novel protocol for measuring EvR without confounds. We generalize to cases with feature-level bias in later sections. The GLM, sparse and therefore rule-based by definition, can only learn a linear boundary. It is therefore unaffected by the distractor dimension, showing no difference in extrapolation behavior between zero shot and partial exposure (zero EvR). On the other hand, the GP is exemplar-based by definition and displays a high EvR. The NN shows an intermediate EvR, more rule-based than the purely-exemplar-based GP but not entirely rule-based like the GLM.

**The influence of model properties on EvR**

We first examine EvR in our control model classes (GLMs and GPs) to validate that it tracks rule-vs-exemplar-based extrapolation, followed by analyses of various NNs.

(b) EvR reflects exemplar-vs-rule propensity both within and across model families. The EvR across model families, computed across 20 runs, error bars represent 95% CIs. The GLMs are largely rule-based and show low EvR. Even within GLMs, sparsity regularization gives lower EvR. GPs are largely exemplar-based and show high EvR. Even within GPs, lower lengthscales give higher EvR. NNs lie in-between, with larger NNs giving higher EvR.
compute EvR for this GLM with different regularizers (regularization weight 1.0), shown in Fig. 3.5b.

GLM with no regularization (GLM: Φ) displays a significant EvR. L2 regularization reduces it but L1 (which directly induces feature sparsity*) brings it to zero (or perfectly rule-based). This demonstrates that a low EvR tracks rule propensity via feature-level sparsity.

**Lengthscales in GPs: EvR increases with exemplar propensity.** A sufficient condition for exemplar propensity is the locality of decision boundaries. We can directly manipulate this in a GPs with its lengthscale. We evaluate EvR in GPs with RBF kernels of different lengthscales in Fig. 3.5b. We find that the EvR is lowest with high lengthscales and grows as the lengthscale reduces, demonstrating that a high EvR tracks exemplar propensity via locality of decision boundaries.

**NNs: The necessary but insufficient role of expressivity.** The results from GLMs and GPs indicate that some ways to reduce expressivity (L1 regularization in GLMs and high lengthscale in RBF GPs) encourage rule propensity over exemplar propensity (thereby a lower EvR). We manipulate the most common variable in NN expressivity—its size.

We increase the width of an NN with fixed depth of 1 (Fig. 3.5b) and find that the EvR increases. A deep NN with the same number of units, however, exhibits comparable EvR to a wide network. Deeper networks with the same number of units are more expressive than wide ones (Raghu et al. 2017), indicating that excess expressivity, while necessary, is not the sole driver of EvR.

**EvR is distinct from sensitivity to spurious correlation**

A crucial difference between the zero shot and the partial exposure conditions is that the partial exposure condition creates a (spurious) correlation \( \rho = 0.58 \) between \( z_{\text{dist}} \) and \( z_{\text{disc}} \). Is sensitivity to this spurious correlation (\( \rho \)) the sole driver of the difference in performances between the partial exposure and zero shot conditions, *i.e.*, of the EvR? We show that this is not the case; the EvR is measuring something distinct. As described in Section 3.3, there are multiple data-settings with the same \( \rho \). We consider training conditions specified by other \( \pi_0, \pi_1 \) that have the same \( \rho \) as the partial exposure condition (dots along the solid contour in Fig. 3.4). We find that performance on the extrapolation quadrant after training on these new data distributions is much higher (and closer to zero shot performance) than when trained on the partial exposure condition—even though \( \rho \) is exactly the same. This indicates that performance on the partial exposure condition (normalized by zero shot performance to give the EvR) is uniquely indicative of something different from sensitivity to spurious correlations—it measures the inductive bias toward exemplar-vs-rule based extrapolation.

We can reduce \( \rho \) in different ways by increasing \( \pi_1 \) or by reducing \( \pi_0 \). We find that these are not equivalent and result in different extrapolation behaviors (*e.g.*, increasing \( \pi_1 \)

*Weight sparsity from L1-regularizer is equivalent to feature-sparsity only in special cases, including GLM.
gives more rule-based generalization than reducing $\pi_0$; see results for the 2-D classification setting in Appendix B.2 and for the vision domain in Fig. 3.7c). This has implications for data manipulation methods (e.g., subsampling or augmentation) that manipulate this $\rho$ to control extrapolation. This further supports that spurious correlation alone cannot explain extrapolation behavior, highlighting the importance of FLB and EvR that measure behavior under different feature combinations in training.

**Conclusions.** EvR tracks exemplar- and rule-based extrapolation, as validated on interpretable models such as GLMs and GPs. In particular, EvR decreases with reductions in expressivity mediated by regularization and lengthscale, and, in NNs, also decreases with (some kinds of) expressivity. Finally, sensitivity to spurious correlation cannot explain the EvR.

### 3.5 IMDb text classification

In this section, we demonstrate our protocol on a standard text classification task: sentiment analysis on the Internet Movie Database Movie Reviews (IMDb) dataset (Maas et al. 2011).

**Selecting features.** The sentiment label (“positive” or “negative”) is the discriminant $z_{\text{disc}}$. We manufacture an orthogonal distractor $z_{\text{dist}}$ as the presence or absence of a word that occurs in roughly 50% of the sentences in the dataset and does not occur more frequently for either positive or negative reviews. Some examples are “film” and “you”: we use the word “film” (see Fig. 3.6).

**Models.** We train a single-layer long short-term memory (LSTM) (Hochreiter and Schmidhuber 1997) model of 20 hidden units on each condition and test on the held-out quadrant. We exclude models that do not reach 80% validation accuracy.
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Figure 3.7: CelebA results. Stimuli and results on various feature pairings from the CelebA domain (Section 3.6). Error bars represent 95% confidence intervals across ResNets of various sizes. See figure sub-captions and main text for details.

Feature-level bias. The distractor $z_{\text{dist}}$ is easier to learn than the discriminant $z_{\text{disc}}$, as reflected in the cue conflict condition (19.7%, FLB = −0.3).

Exemplar bias. We see good performance in zero shot (84%): Despite never having seen the word “film,” the system can generalize to reviews containing it. The performance in partial exposure drops significantly (30.1%) giving a large EvR (EvR = 0.54), indicating exemplar-based reasoning. As such, the exemplar-based tendency to utilize an additional unnecessary feature (e.g., the presence of the word “film”) hurts performance on the extrapolation quadrant. Performance in PE is higher than in CC, indicating that the system can learn to use the discriminant (i.e., it is not purely relying on FLB).

3.6 CelebA image classification

We now test our protocol on a standard classification task on a large-scale image dataset, CelebFaces Attributes (CelebA) (Liu, Luo, et al. 2015). Each image in this dataset is labeled with 40 binary attributes, each of which can be assigned discriminant or distractor. We examine FLB and EvR for standard models across different feature pairs, and discuss the practical implications of our findings.

Selecting features. We select feature pairs that split the data roughly evenly and thus maximizing the number of training datapoints in each quadrant. We carry out our analyses across a range of feature pairs; an example is depicted in Fig. 3.7a, and further details are in the Appendix.

Models. We train residual neural network (ResNet) (He et al. 2016) models of various depths ([10, 18, 34]) and widths ([2, 4, 8, 16, 32, 64]) on 6 different choices for feature pairs, with standard hyperparameters (see Appendix B.2 for the complete feature set). We limit our analyses to networks that achieve at least 75% validation accuracy (on held-out
samples from its own training distribution) to ensure that, despite differences in data variability across training conditions, all models learn a meaningful decision boundary.

**Feature-level bias.** There is a wide range of FLB across feature pairs; e.g., “male” is easier to learn than “high cheekbones” giving high FLB, and “mouth open” and “wearing lipstick” are equally difficult and give FLB of close to 0. FLB values for each feature pair were consistent across ResNet widths and depths.

**Exemplar-rule bias.** We observe good ZS performance: the models can generalize to new feature values outside the training support. We see a wide range of EvR across feature pairs, Fig. 3.7b. Across all feature pairs, the EvR is non-negative: generalization in the PE condition is always worse (or not significantly better) than in the ZS condition. Further, we see a linear correlation between EvR and FLB in logit space across feature pairs. EvR therefore depends on how easy or hard the features are to learn. The key, however, is that this regression of the EvR onto FLB has a positive intercept: there is a positive EvR even for feature pairs with no FLB. That is, we see lower performance in PE compared to ZS (a nonzero EvR, exemplar propensity) even when FLB is controlled for.

We find no differences in EvR across ResNet widths and depths: Fig. 3.7b plots EvR and FLB averaged over ResNet sizes.† One explanation is that the features in CelebA are complex; to learn these, we need reasonably high model expressivity, and differences in parameter count do not further modulate EvR. This is consistent with findings in Section 3.4 where expressivity is necessary but not sufficient for increases in EvR: we see a jump in EvR going from NN:2h1d to NN:16h1d, but no further change going to the even more expressive NN:4h4d.

**Controlling spurious correlation.** We replicate the findings in Section 3.4: the EvR cannot be explained by sensitivity to spurious correlation $\rho$. This is demonstrated in Fig. 3.7c, where we substitute performance in the PE condition with performance in a different data condition $(\pi_0 = 0.825, \pi_1 = 0.25)$ with the same $\rho = 0.58$ as in the PE condition. We find none of the effects discussed above, indicating that the PE condition is measuring something unique—exemplar-vs-rule propensity—which is not accounted for by sensitivity to spurious correlation. Further, EvR does not increase with model expressivity, unlike sensitivity to spurious correlation (Sagawa, Raghunathan, et al. 2020).

**Practical implications of the EvR.** The nonzero EvR (i.e., exemplar bias) reveals that models are better at extrapolating zero-shot to a new feature value than when they have partial exposure to that feature value even though the additional data need not change the learned decision boundary. In particular, the training examples added in PE can be classified with the decision function from ZS without incurring additional training loss. A rule-based system recognizes this and bases its generalization on the minimal features that support the category boundary. However, an exemplar-based model changes its decision boundary in response to this additional data.

PE-approximating data distributions $(\pi_0 \approx 0.5, \pi_1 \approx 0.0)$ occur naturally. For example, as Sagawa, Raghunathan, et al. (2020) observe, “blond” “male”s are under-represented.

†We report width-and-depth-specific results in Appendix B.2.
in CelebA. Consistent with the rest of our results, we find better classification for the extrapolation quadrant (blond males) if we discard data from an adjacent quadrant (blond non-males, or non-blond males) simulating the zero-shot condition, as opposed to the PE condition if such data is included: ResNet10, width 2, gives $ZS = 75.12 \pm 3.09\%$; PE = $60.22 \pm 7.27\%$ for $z_{disc} = \text{'male'}$ (discard blond non-males to get $ZS$) and $ZS = 68.16 \pm 3.34\%$; PE = $49.78 \pm 3.76\%$ for $z_{disc} = \text{'blond'}$ (discard non-blond males to get $ZS$).

These results demonstrate the practical impact of understanding the exemplar-vs-rule bias in a model: an exemplar biased model (like the ResNet here) generalizes poorly in combinatorial settings, and can be made to generalize better by discarding an entire quadrant of data. Previous sub-sampling approaches (Sagawa, Raghunathan, et al. 2020; Haixiang et al. 2017) do not manipulate feature combinations and only manipulate spurious correlations. The aforementioned analyses (Fig. 3.4) and results (Fig. 3.7c) demonstrate that this underspecifies extrapolation behavior.

### 3.7 Related work and future directions

**Model design for systematic generalization.** Rule-based generalization permits systematic extrapolation in combinatorial domains. This systematicity has been found lacking in neural networks (Lake and Baroni 2018b; Barrett et al. 2018), leading to renewed interest in hybrid symbolic–connectionist methods (e.g., Garnelo and Shanahan 2019). However, works proposing new methods usually do not examine how feature co-occurrences modulate the systematicity of extrapolation. Using our protocol to examine exemplar- vs. rule-based generalization in these models is a promising future direction.

**Learning causal features.** Rule-based generalization, is equivalent to learning causal features under the assumption that the causal model is the simplest model that explains the data. Recent work has investigated data settings that separate causal features from spurious ones (e.g., Arjovsky et al. 2019). We showed that a model with exemplar propensity makes more rule-based extrapolations for certain training feature combinations (i.e., zero shot vs. partial exposure). Investigating how feature coverage impacts causal generalization is a fruitful future direction.

**Similarity-based generalization and kernels.** We use similarity-based kernels (e.g., radial basis function (RBF)) to exemplify exemplar-based extrapolation. Recent work has interpreted neural networks as kernel regression (Jacot et al. 2018). Using a kernel framing to formalize the causes of exemplar bias is an exciting future direction.

**Data augmentation.** The EvR measure allows us to demonstrate that increased data variation in the form of feature coverage worsens systematic generalization. The negative effect of data variation on generalization has been documented for adversarial augmentations (Raghunathan et al. 2020). We show that this can persist even when augmentation is not adversarial, rendering it generally relevant for the design of data augmentations.
3.8 Conclusions

Taking inspiration from—and going beyond—psychological studies, we design a behavioral protocol to distinguish the effects of two inductive biases (feature-level bias and exemplar bias) that is easily applicable to any classification domain. This follows in a promising line of recent work that analyses and interprets deep learning systems based on their external behavior (Ritter, Barrett, et al. 2017; Dasgupta et al. 2020). It complements other approaches that follow in the neuroscience tradition of analyzing internal representations (Zeiler and Fergus 2014; Karpathy et al. 2015) or make approximations of these internal workings to support theoretical results (Jacot et al. 2018; Allen-Zhu et al. 2019). The behavioral approach has the advantage that it makes no assumptions about the model, allowing comparisons across systems that differ in design.

Both rule- and exemplar-based extrapolation are valuable depending on domain, underscoring the importance of diagnosing feature-level bias and exemplar bias. Moreover, studying this trade-off allows us to demonstrate an important phenomenon: We find that more feature coverage (as in partial exposure compared to zero shot) hurts generalization for exemplar-based models. This has implications for methods that manipulate data distributions to improve performance (e.g., data subsampling (Haixiang et al. 2017), data augmentation (Perez and Wang 2017), and contrastive learning (Chen et al. 2020)). Since an exemplar-based model tends to acquire spurious associations, our measures have the potential to be useful as diagnostics in application settings where the goal is to control model behavior on non-representative factors (e.g., Mitchell et al. 2019).

A limitation of the present work is that we do not provide a conclusive answer as to what properties of a model family influence both feature-level bias and exemplar bias. A broader study of these factors and theoretical work formalizing this effect are exciting avenues for future work.
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CHAPTER 4. RECASTING META-LEARNING AS HIERARCHICAL BAYES

4.1 Introduction

A remarkable aspect of human intelligence is the ability to quickly solve a novel problem and to be able to do so even in the face of limited experience in a novel domain. Such fast adaptation is made possible by leveraging prior learning experience in order to improve the efficiency of later learning. This capacity for meta-learning also has the potential to enable an artificially intelligent agent to learn more efficiently in situations with little available data or limited computational resources (Schmidhuber 1987; Bengio, Bengio, and Cloutier 1991; Naik and Mammone 1992).

In machine learning, meta-learning is formulated as the extraction of domain-general information that can act as an inductive bias to improve learning efficiency in novel tasks (Caruana 1998; Thrun and Pratt 1998). This inductive bias has been implemented in various ways: as learned hyperparameters in a hierarchical Bayesian model that regularize task-specific parameters (Heskes 1998), as a learned metric space in which to group neighbors (Bottou and Vapnik 1992), as a trained recurrent neural network that allows encoding and retrieval of episodic information (Santoro et al. 2016), or as an optimization algorithm with learned parameters (Schmidhuber 1987; Bengio, Bengio, Cloutier, and Gecsei 1992).

The model-agnostic meta-learning (MAML) algorithm of Finn, Abbeel, et al. (2017) is an instance of a learned optimization procedure that directly optimizes the standard gradient descent rule. The algorithm estimates an initial parameter set to be shared among the task-specific models; the intuition is that gradient descent from the learned initialization provides a favorable inductive bias for fast adaptation. However, this inductive bias has been evaluated only empirically in prior work (Finn, Abbeel, et al. 2017).

In this work, we present a novel derivation of and a novel extension to MAML, illustrating that this algorithm can be understood as inference for the parameters of a prior distribution in a hierarchical Bayesian model. The learned prior allows for quick adaptation to unseen tasks on the basis of an implicit predictive density over task-specific parameters. The reinterpretation as hierarchical Bayes gives a principled statistical motivation for MAML as a meta-learning algorithm, and sheds light on the reasons for its favorable performance even among methods with significantly more parameters. More importantly, by casting gradient-based meta-learning within a Bayesian framework, we are able to improve MAML by taking insights from Bayesian posterior estimation as novel augmentations to the gradient-based meta-learning procedure. We experimentally demonstrate that this enables better performance on a few-shot learning benchmark.

4.2 Meta-learning formulation

The goal of a meta-learner is to extract task-general knowledge through the experience of solving a number of related tasks. By using this learned prior knowledge, the learner has
the potential to quickly adapt to novel tasks even in the face of limited data or limited computation time.

Formally, we consider a dataset $D$ that defines a distribution over a family of tasks $T$. These tasks share some common structure such that learning to solve a single task has the potential to aid in solving another. Each task $T$ defines a distribution over data points $x$, which we assume in this work to consist of inputs and either regression targets or classification labels $y$ in a supervised learning problem (although this assumption can be relaxed to include reinforcement learning problems; e.g., see Finn, Abbeel, et al. 2017). The objective of the meta-learner is to be able to minimize a task-specific performance metric associated with any given unseen task from the dataset given even only a small amount of data from the task; i.e., to be capable of fast adaptation to a novel task.

In the following subsections, we discuss two ways of formulating a solution to the meta-learning problem: gradient-based hyperparameter optimization and probabilistic inference in a hierarchical Bayesian model. These approaches were developed orthogonally, but, in Section 4.3, we draw a novel connection between the two.

**Meta-learning as gradient-based hyperparameter optimization**

A parametric meta-learner aims to find some shared parameters $\theta$ that make it easier to find the right task-specific parameters $\phi$ when faced with a novel task. A variety of meta-learners that employ gradient methods for task-specific fast adaptation have been proposed (Andrychowicz et al. 2016; Li and Malik 2017a; Li and Malik 2017b; Wichrowska et al. 2017). MAML (Finn, Abbeel, et al. 2017) is distinct in that it provides a gradient-based meta-learning procedure that employs a single additional parameter (the meta-learning rate) and operates on the same parameter space for both meta-learning and fast adaptation. These are necessary features for the equivalence we show in Section 4.3.

To address the meta-learning problem, MAML estimates the parameters $\theta$ of a set of models so that when one or a few batch gradient descent steps are taken from the initialization at $\theta$ given a small sample of task data $x_{j1}, \ldots, x_{jN} \sim p_{T_j}(x)$ each model has good generalization performance on another sample $x_{jN+1}, \ldots, x_{jN+M} \sim p_{T_j}(x)$ from the same task. The MAML objective in a maximum likelihood setting is

$$ \mathcal{L}(\theta) = \frac{1}{J} \sum_j \left[ \frac{1}{M} \sum_m -\log p(x_{jN+m} | \theta - \alpha \nabla_{\theta} \frac{1}{N} \sum_n -\log p(x_{jn} | \theta)) \right] $$

where we use $\phi_j$ to denote the updated parameters after taking a single batch gradient descent step from the initialization at $\theta$ with step size $\alpha$ on the negative log-likelihood associated with the task $T_j$. Note that since $\phi_j$ is an iterate of a gradient descent procedure that starts from $\theta$, each $\phi_j$ is of the same dimensionality as $\theta$. We refer to the inner gradient descent procedure that computes $\phi_j$ as fast adaptation. The computational graph of MAML is given in Fig. 4.1 (left).
Meta-learning as hierarchical Bayesian inference

An alternative way to formulate meta-learning is as a problem of probabilistic inference in the hierarchical model depicted in Fig. 4.1 (right). In particular, in the case of meta-learning, each task-specific parameter $\phi_j$ is distinct from but should influence the estimation of the parameters $\{\phi_{j'} | j' \neq j\}$ from other tasks. We can capture this intuition by introducing a meta-level parameter $\theta$ on which each task-specific parameter is statistically dependent. With this formulation, the mutual dependence of the task-specific parameters $\phi_j$ is realized only through their individual dependence on the meta-level parameters $\theta$. As such, estimating $\theta$ provides a way to constrain the estimation of each of the $\phi_j$.

Given some data in a multi-task setting, we may estimate $\theta$ by integrating out the task-specific parameters to form the marginal likelihood of the data. Formally, grouping all of the data from each of the tasks as $X$ and again denoting by $x_{j_1}, \ldots, x_{j_N}$ a sample from task $T_j$, the marginal likelihood of the observed data is given by

$$p(X | \theta) = \prod_j \left( \int p(x_{j_1}, \ldots, x_{j_N} | \phi_j) p(\phi_j | \theta) d\phi_j \right). \quad (4.2)$$

Maximizing (4.2) as a function of $\theta$ gives a point estimate for $\theta$, an instance of a method known as empirical Bayes (Bernardo and Smith 2006; Gelman et al. 2014) due to its use of the data to estimate the parameters of the prior distribution.

Hierarchical Bayesian models have a long history of use in both transfer learning and domain adaptation (e.g., Lawrence and Platt 2004; Yu et al. 2005; Gao et al. 2008; Daumé III 2009; Wan et al. 2012). However, the formulation of meta-learning as hierarchical Bayes does not automatically provide an inference procedure, and furthermore, there is no guarantee that inference is tractable for expressive models with many parameters such as deep neural networks.
Algorithm MAML-HB(D)

<table>
<thead>
<tr>
<th>Initialize θ randomly</th>
</tr>
</thead>
<tbody>
<tr>
<td>while not converged do</td>
</tr>
<tr>
<td>Draw J samples $T_1, \ldots, T_J \sim p_D(T)$</td>
</tr>
<tr>
<td>Estimate $\mathbb{E}<em>{x \sim p</em>{T_j}(x)}[-\log p(x</td>
</tr>
<tr>
<td>Update $\theta \leftarrow \theta - \beta \nabla_{\theta} \sum_j \mathbb{E}<em>{x \sim p</em>{T_j}(x)}[-\log p(x</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

Algorithm 4.2: Model-agnostic meta-learning as hierarchical Bayesian inference. The choices of the subroutine ML-··· that we consider are defined in Subroutine 4.3 and Subroutine 4.4.

4.3 Linking gradient-based meta-learning & hierarchical Bayes

In this section, we connect the two independent approaches of Section 4.2 and Section 4.2 by showing that MAML can be understood as empirical Bayes in a hierarchical probabilistic model. Furthermore, we build on this understanding by showing that a choice of update rule for the task-specific parameters $\phi_j$ (i.e., a choice of inner-loop optimizer) corresponds to a choice of prior over task-specific parameters, $p(\phi_j | \theta)$.

Model-agnostic meta-learning as empirical Bayes

In general, when performing empirical Bayes, the marginalization over task-specific parameters $\phi_j$ in (4.2) is not tractable to compute exactly. To avoid this issue, we can consider an approximation that makes use of a point estimate $\hat{\phi}_j$ instead of performing the integration over $\phi$ in (4.2). Using $\hat{\phi}_j$ as an estimator for each $\phi_j$, we may write the negative logarithm of the marginal likelihood as

$$-\log p(X | \theta) \approx \sum_j [-\log p(x_{j_{N+1}}, \ldots, x_{j_{N+M}} | \hat{\phi}_j)].$$

(4.3)

Setting $\hat{\phi}_j = \theta + a \nabla_{\theta} \log p(x_{j_1}, \ldots, x_{j_N} | \theta)$ for each $j$ in (4.3) recovers the unscaled form of the one-step MAML objective in (4.1). This tells us that the MAML objective is equivalent to a maximization with respect to the meta-level parameters $\theta$ of the marginal likelihood $p(X | \theta)$, where a point estimate for each task-specific parameter $\phi_j$ is computed via one or a few steps of gradient descent. By taking only a few steps from the initialization at $\theta$, the point estimate $\hat{\phi}_j$ trades off minimizing the fast adaptation objective $-\log p(x_{j_1}, \ldots, x_{j_N} | \theta)$ with staying close in value to the parameter initialization $\theta$.

We can formalize this trade-off by considering the linear regression case. Recall that the maximum a posteriori (MAP) estimate of $\hat{\phi}_j$ corresponds to the global mode of the posterior $p(\phi_j | x_{j_1}, \ldots, x_{j_N}, \theta) \propto p(x_{j_1}, \ldots, x_{j_N} | \phi_j) p(\phi_j | \theta)$. In the case of a linear model, early stopping of an iterative gradient descent procedure to estimate $\phi_j$ is exactly
Subroutine 4.3: Subroutine for computing a point estimate $\phi$ using truncated gradient descent to approximate the marginal negative log likelihood (NLL).

Subroutine ML-POINT($\theta, T$)

1. Draw $N$ samples $x_1, \ldots, x_N \sim p_T(x)$
2. Initialize $\phi \leftarrow \theta$
3. for $k$ in $1, \ldots, K$
   1. Update $\phi \leftarrow \phi + \alpha \nabla_{\phi} \log p(x_1, \ldots, x_N | \phi)$
4. Draw $M$ samples $x_{N+1}, \ldots, x_{N+M} \sim p_T(x)$
5. return $-\log p(x_{N+1}, \ldots, x_{N+M} | \phi)$

Subroutine 4.3: Subroutine for computing a point estimate $\hat{\phi}$ using truncated gradient descent to approximate the marginal negative log likelihood (NLL).

equivalent to MAP estimation of $\phi_j$ under the assumption of a prior that depends on the number of descent steps as well as the direction in which each step is taken. In particular, write the input examples as $X$ and the vector of regression targets as $y$, omit the task index from $\phi$, and consider the gradient descent update

$$\phi_{(k)} = \phi_{(k-1)} - \alpha \nabla_{\phi} \left[ \| y - X\phi \|_2^2 \right]_{\phi=\phi_{(k-1)}}$$

$$= \phi_{(k-1)} - \alpha X^T \left( X\phi_{(k-1)} - y \right)$$ \hspace{1cm} (4.4)

for iteration index $k$ and learning rate $\alpha \in \mathbb{R}^+$. Santos (1996) shows that, starting from $\phi_{(0)} = \theta$, $\phi_{(k)}$ in (4.4) solves the regularized linear least squares problem

$$\min \left( \| y - X\phi \|_2^2 + \| \theta - \phi \|_Q^2 \right)$$ \hspace{1cm} (4.5)

with $Q$-norm defined by $\| z \|_Q = z^T Q^{-1} z$ for a symmetric positive definite matrix $Q$ that depends on the step size $\alpha$ and iteration index $k$ as well as on the covariance structure of $X$. We describe the exact form of the dependence in Section 4.3. The minimization in (4.5) can be expressed as a posterior maximization problem given a conditional Gaussian likelihood over $y$ and a Gaussian prior over $\phi$. The posterior takes the form

$$p(\phi \mid X, y, \theta) \propto \mathcal{N}(y; X\phi, I) \mathcal{N}(\phi; \theta, Q).$$ \hspace{1cm} (4.6)

Since $\phi_{(k)}$ in (Eq. (4.4)) maximizes (4.6), we may conclude that $k$ iterations of gradient descent in a linear regression model with squared error exactly computes the MAP estimate of $\phi$, given a Gaussian-noised observation model and a Gaussian prior over $\phi$ with parameters $\mu_0 = \theta$ and $\Sigma_0 = Q$. Therefore, in the case of linear regression with squared error, MAML is exactly empirical Bayes using the MAP estimate as the point estimate of $\phi$.

In the nonlinear case, MAML is again equivalent to an empirical Bayes procedure to maximize the marginal likelihood that uses a point estimate for $\phi$ computed by one or a few steps of gradient descent. However, this point estimate is not necessarily the global
mode of a posterior. We can instead understand the point estimate given by truncated
gradient descent as the value of the mode of an implicit posterior over $\phi$ resulting from
an empirical loss interpreted as a negative log-likelihood, and regularization penalties
and the early stopping procedure jointly acting as priors Sjöberg and Ljung (for similar
interpretations, see 1995), Bishop (1995), and Duvenaud, Maclaurin, et al. (2016).

The exact equivalence between early stopping and a Gaussian prior on the weights
in the linear case, as well as the implicit regularization to the parameter initialization
the nonlinear case, tells us that every iterate of truncated gradient descent is a mode
of an implicit posterior. In particular, we are not required to take the gradient descent
procedure of fast adaptation that computes $\hat{\phi}$ to convergence in order to establish a
connection between MAML and hierarchical Bayes. MAML can therefore be understood
to approximate an expectation of the marginal negative log likelihood (NLL) for each task
$T_j$ as

$$
\mathbb{E}_{x \sim p_{T_j}(x)} \left[ -\log p(x | \theta) \right] \approx \frac{1}{M} \sum_m -\log p(x_{jN+m} | \hat{\phi}_j)
$$

using the point estimate $\hat{\phi}_j = \theta + \alpha \nabla_\theta \log p(x_{jN+m} | \theta)$ for single-step fast adaptation.

The algorithm for MAML as probabilistic inference is given in Algorithm 4.2; Sub-
routine 4.3 computes each marginal NLL using the point estimate of $\hat{\phi}$ as just described. Formulating MAML in this way, as probabilistic inference in a hierarchical Bayesian
model, motivates the interpretation in the next section of using various meta-optimization
algorithms to induce a prior over task-specific parameters.

The prior over task-specific parameters

From the previous section, we may conclude that early stopping during fast adaptation is
equivalent to a specific choice of a prior over task-specific parameters, $p(\phi_j | \theta)$. We can
better understand the role of early stopping in defining the task-specific parameter prior
in the case of a quadratic objective. Omit the task index from $\phi$ and $x$, and consider a
second-order approximation of the fast adaptation objective $\ell(\phi) = -\log p(x_1, \ldots, x_N | \phi)$
about a minimum $\phi^*$:

$$
\ell(\phi) \approx \bar{\ell}(\phi) := \frac{1}{2} \| \phi - \phi^* \|^2_H + \ell(\phi^*)
$$

(4.7)

where the Hessian $H = \nabla^2_{\phi} \ell(\phi^*)$ is assumed to be positive definite so that $\bar{\ell}$ is bounded
below. Furthermore, consider using a curvature matrix $B$ to precondition the gradient in
gradient descent, giving the update

$$
\phi(k) = \phi(k-1) - B \nabla_{\phi} \bar{\ell}(\phi(k-1))
$$

(4.8)
If $B$ is diagonal, we can identify (4.8) as a Newton method with a diagonal approximation to the inverse Hessian; using the inverse Hessian evaluated at the point $\phi_{(k-1)}$ recovers Newton’s method itself. On the other hand, meta-learning the matrix $B$ matrix via gradient descent provides a method to incorporate task-general information into the covariance of the fast adaptation prior, $p(\phi | \theta)$. For instance, the meta-learned matrix $B$ may encode correlations between parameters that dictates how such parameters are updated relative to each other.

Formally, taking $k$ steps of gradient descent from $\phi(0) = \theta$ using the update rule in (4.8) gives a $\phi(k)$ that solves

$$\min \left( \| \phi - \phi^* \|_{H^{-1}} + \| \phi(0) - \phi \|_Q^2 \right). \quad (4.9)$$

The minimization in (4.9) corresponds to taking a Gaussian prior $p(\phi | \theta)$ with mean $\theta$ and covariance $Q$ for $Q = O\Lambda^{-1}((I - B\Lambda)^{-k} - I)O^T$ (Santos 1996) where $B$ is a diagonal matrix that results from a simultaneous diagonalization of $H$ and $B$ as $O^THO = \text{diag}(\lambda_1, \ldots, \lambda_n) = \Lambda$ and $O^TB^{-1}O = \text{diag}(b_1, \ldots, b_n) = B$ with $b_i, \lambda_i \geq 0$ for $i = 1, \ldots, n$ Golub and Van Loan (Theorem 8.7.1 in 1983). If the true objective is indeed quadratic, then, assuming the data is centered, $H$ is the unscaled covariance matrix of features, $X^TX$.

### 4.4 Improving model-agnostic meta-learning

Identifying MAML as a method for probabilistic inference in a hierarchical model allows us to develop novel improvements to the algorithm. In the next section, we consider an approach from Bayesian parameter estimation to improve the MAML algorithm, and in the subsequent section, we discuss how to make this procedure computationally tractable for high-dimensional models.

**Laplace’s method of integration**

We have shown that the MAML algorithm is an empirical Bayes procedure that employs a point estimate for the mid-level, task-specific parameters in a hierarchical Bayesian model. However, the use of this point estimate may lead to an inaccurate point approximation of the integral in (4.2) if the posterior over the task-specific parameters, $p(\phi_j | x_{J_{N+1}}, \ldots, x_{J_{N+M}}, \theta)$, is not sharply peaked at the value of the point estimate. The Laplace approximation (Laplace 1986; MacKay 1992b; MacKay 1992a) is applicable in this case as it replaces a point estimate of an integral with the volume of a Gaussian centered at a mode of the integrand, thereby forming a local quadratic approximation.

We can make use of this approximation to incorporate uncertainty about the task-specific parameters into the MAML algorithm at fast adaptation time. In particular, suppose that each integrand in (4.2) has a mode $\phi_j^*$ at which it is locally well-approximated by a quadratic function. The Laplace approximation uses a second-order Taylor expansion
of the negative log posterior in order to approximate each integral in the product in (4.2) as
\[
\int p(X_j | \phi_j) p(\phi_j | \theta) \, d\phi_j \approx p(X_j | \phi_j^*) p(\phi_j^* | \theta) \det(H_j/2\pi)^{-\frac{1}{2}}
\] (4.10)

where \(H_j\) is the Hessian matrix of second derivatives of the negative log posterior.

Classically, the Laplace approximation uses the MAP estimate for \(\phi_j^*\), although any mode can be used as an expansion site provided the integrand is well enough approximated there by a quadratic. We use the point estimate \(\hat{\phi}_j\) uncovered by fast adaptation, in which case the MAML objective in (4.1) becomes an appropriately scaled version of the approximate marginal likelihood
\[
-\log p(X_j | \theta) \approx \sum_j \left[ -\log p(x_j | \hat{\phi}_j) - \log p(\hat{\phi}_j | \theta) + \frac{1}{2} \log \det(H_j) \right].
\] (4.11)

The term \(\log p(\hat{\phi}_j | \theta)\) results from the implicit regularization imposed by early stopping during fast adaptation, as discussed in Section 4.3. The term \(\frac{1}{2} \log \det(H_j)\), on the other hand, results from the Laplace approximation and can be interpreted as a form of regularization that penalizes model complexity.

**Using curvature information**

Using (4.11) as a training criterion for a neural network model is difficult due to the required computation of the determinant of the Hessian of the log posterior \(H_j\), which itself decomposes into a sum of the Hessian of the log likelihood and the Hessian of the log prior as
\[
H_j = \nabla_{\phi_j}^2 \left[ -\log p(X_j | \phi_j) \right] + \nabla_{\phi_j}^2 \left[ -\log p(\phi_j | \theta) \right].
\]
In our case of early stopping as regularization, the prior over task-specific parameters \( p(\phi_j | \theta) \) is implicit and thus no closed form is available for a general model. Although we may use the quadratic approximation derived in Section 4.3 to obtain an approximate Gaussian prior, this prior is not diagonal and does not, to our knowledge, have a convenient factorization. Therefore, in our experiments, we instead use a simple approximation in which the prior is approximated as a diagonal Gaussian with precision \( \tau \). We keep \( \tau \) fixed, although this parameter may be cross-validated for improved performance.

Similarly, the Hessian of the log likelihood is intractable to form exactly for all but the smallest models, and furthermore, is not guaranteed to be positive definite at all points, possibly rendering the Laplace approximation undefined. To combat this, we instead seek a curvature matrix \( \hat{H} \) that approximates the quadratic curvature of a neural network objective function. Since it is well-known that the curvature associated with neural network objective functions is highly non-diagonal (e.g., Martens 2016), a further requirement is that the matrix have off-diagonal terms.

Due to the difficulties listed above, we turn to second order gradient descent methods, which precondition the gradient with an inverse curvature matrix at each iteration of descent. The Fisher information matrix (Fisher 1925) has been extensively used as an approximation of curvature, giving rise to a method known as natural gradient descent (Amari 1998). A neural network with an appropriate choice of loss function is a probabilistic model and therefore defines a Fisher information matrix. Furthermore, the Fisher information matrix can be seen to define a convex quadratic approximation to the objective function of a probabilistic neural model (Pascanu and Bengio 2014; Martens 2020). Importantly for our use case, the Fisher information matrix is positive definite by definition as well as non-diagonal.

However, the Fisher information matrix is still expensive to work with. Martens and Grosse (2015) developed Kronecker-factored approximate curvature (K-FAC), a scheme for approximating the curvature of the objective function of a neural network with a block-diagonal approximation to the Fisher information matrix. Each block corresponds to a unique layer in the network, and each block is further approximated as a Kronecker product (see Van Loan 2000) of two much smaller matrices by assuming that the second-order statistics of the input activation and the back-propagated derivatives within a layer are independent. These two approximations ensure that the inverse of the Fisher information matrix can be computed efficiently for the natural gradient.

For the Laplace approximation, we are interested in the determinant of a curvature matrix instead of its inverse. However, we may also make use of the approximations to the Fisher information matrix from K-FAC as well as properties of the Kronecker product. In particular, we use the fact that the determinant of a Kronecker product is the product of the exponentiated determinants of each of the factors, and that the determinant of a block diagonal matrix is the product of the determinants of the blocks (Van Loan 2000). The determinants for each factor can be computed as efficiently as the inverses required by K-FAC, in \( O(d^3) \) time for a \( d \)-dimensional Kronecker factor.

We make use of the Laplace approximation and K-FAC to replace Subroutine 4.3,
Figure 4.5: Our method is able to meta-learn a model that can quickly adapt to sinusoids with varying phases and amplitudes, and the interpretation of the method as hierarchical Bayes makes it practical to directly sample models from the posterior. In this figure, we illustrate various samples from the posterior of a model that is meta-trained on different sinusoids, when presented with a few datapoints (in red) from a new, previously unseen sinusoid. Note that the random samples from the posterior predictive describe a distribution of functions that are all sinusoidal and that there is increased uncertainty when the datapoints are less informative (i.e., when the datapoints are sampled only from the lower part of the range input, shown in the bottom-right example).

which computes the task-specific marginal NLLs using a point estimate for $\hat{\phi}$. We call this method the Lightweight Laplace Approximation for Meta-Adaptation (LLAMA), and give a replacement subroutine in Subroutine 4.4.

4.5 Experimental evaluation

The goal of our experiments is to evaluate if we can use our probabilistic interpretation of MAML to generate samples from the distribution over adapted parameters, and furthermore, if our method can be applied to large-scale meta-learning problems such as miniImageNet.

Warmup: Toy nonlinear model

The connection between MAML and hierarchical Bayes suggests that we should expect MAML to behave like an algorithm that learns the mean of a Gaussian prior on model parameters, and uses the mean of this prior as an initialization during fast adaptation. Using the Laplace approximation to the integration over task-specific parameters as in (4.10) assumes a task-specific parameter posterior with mean at the adapted parameters $\hat{\phi}$ and covariance equal to the inverse Hessian of the log posterior evaluated at the adapted...
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Table 4.1: One-shot classification performance on the miniImageNet test set, with comparison methods ordered by one-shot performance. All results are averaged over 600 test episodes, and we report 95% confidence intervals.

<table>
<thead>
<tr>
<th>Model</th>
<th>5-way acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fine-tuning</strong></td>
<td>28.86 ± 0.54</td>
</tr>
<tr>
<td><strong>Nearest Neighbor</strong></td>
<td>41.08 ± 0.70</td>
</tr>
<tr>
<td><strong>Matching Networks FCE</strong> (Vinyals et al. 2016)</td>
<td>43.56 ± 0.84</td>
</tr>
<tr>
<td><strong>Meta-Learner LSTM</strong> (Ravi and Larochelle 2017)</td>
<td>43.44 ± 0.77</td>
</tr>
<tr>
<td><strong>SNAIL</strong> (Mishra et al. 2018)**</td>
<td>45.1 ± —</td>
</tr>
<tr>
<td><strong>Prototypical Networks</strong> (Snell et al. 2017)**</td>
<td>46.61 ± 0.78</td>
</tr>
<tr>
<td><strong>mAP-DLM</strong> (Triantafillou et al. 2017)</td>
<td>49.82 ± 0.78</td>
</tr>
<tr>
<td><strong>MAML</strong> (Finn, Abbeel, et al. 2017)</td>
<td>48.70 ± 1.84</td>
</tr>
<tr>
<td><strong>LLAMA</strong> (Ours)</td>
<td>49.40 ± 1.83</td>
</tr>
</tbody>
</table>

parameter value. Instead of simply using this density in the Laplace approximation as an additional regularization term as in (4.11), we may sample parameters $\phi_j$ from this density and use each set of sampled parameters to form a set of predictions for a given task.

To illustrate this relationship between MAML and hierarchical Bayes, we present a meta-dataset of sinusoid tasks in which each task involves regressing to the output of a sinusoid wave in Fig. 4.5. Variation between tasks is obtained by sampling the amplitude uniformly from $[0, 1, 5.0]$ and the phase from $[0, \pi]$. During training and for each task, 10 input datapoints are sampled uniformly from $[-10.0, 10.0]$ and the loss is the mean squared error between the prediction and the true value.

We observe in Fig. 4.5 that our method allows us to directly sample models from the task-specific parameter distribution after being presented with 10 datapoints from a new, previously unseen sinusoid curve. In particular, the column on the right of Fig. 4.5 demonstrates that the sampled models display an appropriate level of uncertainty when the datapoints are ambiguous (as in the bottom right).

**Large-scale experiment: miniImageNet**

We evaluate LLAMA on the miniImageNet Ravi and Larochelle (2017) 1-shot, 5-way classification task, a standard benchmark in few-shot classification. miniImageNet comprises 64 training classes, 12 validation classes, and 24 test classes. Following the setup of Vinyals et al. (2016), we structure the $N$-shot, $J$-way classification task as follows: The model observes $N$ instances of $J$ unseen classes, and is evaluated on its ability to classify $M$ new instances within the $J$ classes.

*RResults reported by Ravi and Larochelle (2017). **We report test accuracy for a comparable architecture. ***We report test accuracy for models matching train and test “shot” and “way”.

"
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We use a neural network architecture standard to few-shot classification Vinyals et al. (e.g., 2016) and Ravi and Larochelle (2017), consisting of 4 layers with $3 \times 3$ convolutions and 64 filters, followed by batch normalization (BN) (Ioffe and Szegedy 2015), a ReLU nonlinearity, and $2 \times 2$ max-pooling. For the scaling variable $\beta$ and centering variable $\gamma$ of BN (see Ioffe and Szegedy 2015), we ignore the fast adaptation update as well as the Fisher factors for K-FAC. We use Adam (Kingma and Ba 2015) as the meta-optimizer, and standard batch gradient descent with a fixed learning rate to update the model during fast adaptation. LLAMA requires the prior precision term $\tau$ as well as an additional parameter $\eta \in \mathbb{R}^+$ that weights the regularization term $\log \det \hat{H}$ contributed by the Laplace approximation. We fix $\tau = 0.001$ and selected $\eta = 10^{-6}$ via cross-validation; all other parameters are set to the values reported in Finn, Abbeel, et al. (2017).

We find that LLAMA is practical enough to be applied to this larger-scale problem. In particular, our TensorFlow implementation of LLAMA trains for 60,000 iterations on one TITAN Xp GPU in 9 hours, compared to 5 hours to train MAML. As shown in Table 4.1, LLAMA achieves comparable performance to the state-of-the-art meta-learning method by Triantafillou et al. (2017). While the gap between MAML and LLAMA is small, the improvement from the Laplace approximation suggests that a more accurate approximation to the marginalization over task-specific parameters will lead to further improvements.

4.6 Related work

Marginal likelihood (ML) and few-shot learning have a long history in hierarchical Bayesian modeling (e.g., Tenenbaum 1999; Fei-Fei et al. 2003; Lawrence and Platt 2004; Yu et al. 2005; Gao et al. 2008; Daumé III 2009; Wan et al. 2012). A related subfield is that of transfer learning, which has used hierarchical Bayes extensively (e.g., Raina et al. 2006). A variety of inference methods have been used in Bayesian models, including exact inference (Lake, Salakhutdinov, Gross, et al. 2011), sampling methods (Salakhutdinov et al. 2012), and variational methods (Edwards and Storkey 2017). While some prior works on hierarchical Bayesian models have proposed to handle basic image recognition tasks, the complexity of these tasks does not yet approach the kinds of complex image recognition problems that can be solved by discriminatively trained deep networks, such as the miniImageNet experiment in our evaluation (Mansinghka et al. 2013).

Recently, the Omniglot benchmark Lake, Ullman, et al. (2018) has rekindled interest in the problem of learning from few examples. Modern methods accomplish few-shot learning either through the design of network architectures that ingest the few-shot training samples directly (e.g., Koch 2015; Vinyals et al. 2016; Snell et al. 2017; Hariharan and Girshick 2017; Triantafillou et al. 2017), or formulating the problem as one of learning to learn, or meta-learning (e.g., Schmidhuber 1987; Bengio, Bengio, and Cloutier 1991; Schmidhuber 1992; Bengio, Bengio, Cloutier, and Géci 1992). A variety of inference methods have been used in Bayesian models, including exact inference (Lake, Salakhutdi-
Our work bridges the gap between gradient-based meta-learning methods and hierarchical Bayesian modeling. Our contribution is not to formulate the meta-learning problem as a hierarchical Bayesian model, but instead to formulate a gradient-based meta-learner as hierarchical Bayesian inference, thus providing a way to efficiently perform posterior inference in a model-agnostic manner.

4.7 Conclusion

We have shown that model-agnostic meta-learning (MAML) estimates the parameters of a prior in a hierarchical Bayesian model. By casting gradient-based meta-learning within a Bayesian framework, our analysis opens the door to novel improvements inspired by probabilistic machinery.

As a step in this direction, we propose an extension to MAML that employs a Laplace approximation to the posterior distribution over task-specific parameters. This technique provides a more accurate estimate of the integral that, in the original MAML algorithm, is approximated via a point estimate. We show how to estimate the quantity required by the Laplace approximation using Kronecker-factored approximate curvature (K-FAC), a method recently proposed to approximate the quadratic curvature of a neural network objective for the purpose of a second-order gradient descent technique.

Our contribution illuminates the road to exploring further connections between gradient-based meta-learning methods and hierarchical Bayesian modeling. For instance, in this work we assume that the predictive distribution over new data-points is narrow and well-approximated by a point estimate. We may instead employ methods that make use of the variance of the distribution over task-specific parameters in order to model the predictive density over examples from a novel task.

Furthermore, it is known that the Laplace approximation is inaccurate in cases where the integral is highly skewed, or is not unimodal and thus is not amenable to approximation by a single Gaussian mode. This could be solved by using a finite mixture of Gaussians, which can approximate many density functions arbitrarily well (Sorenson and Alspach 1971; Alspach and Sorenson 1972). The exploration of additional improvements such as this is an exciting line of future work.
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5.1 Introduction

One of the hallmarks of human intelligence is the ability to rapidly learn new concepts given only limited information (Lake, Ullman, et al. 2018). This task is difficult because we are often presented with only a handful of (positive) examples of a new concept, and no examples outside of the concept (negative examples). Quine (1960) was the first to recognize that this poses a seemingly crippling problem for induction: hearing only the word “gavagai” as a rabbit passes by, we have no way of knowing with certainty whether the new word applies to all animals, all rabbits, one pet rabbit, potential food, or any other of a nearly infinite number of likewise compatible hypotheses.

Nevertheless, humans appear to possess prior knowledge, whether learned, innate, or both, that makes for effective generalizations even under such conditions. In some situations, these constraints are simple and easy to model (Tenenbaum 1999; Tenenbaum and Griffiths 2001; Kemp et al. 2007). However, in general, modeling the rich prior knowledge that humans bring to bear on problems in complex domains such as natural images is difficult and reliant on explicit domain knowledge (Xu and Tenenbaum 2007; Jia et al. 2013). A recent line of follow-up work has made strides by using deep neural networks as a proxy for psychological representations (Campero et al. 2017; Peterson, Soulouros, et al. 2018). Although these representations are largely perceptual, they are nevertheless an improvement over hand-specified features given that they are less prone to experimenter bias and have been shown to explain some aspects of human visual representations (Peterson, Abbott, et al. 2018). However, unlike most cognitive models of concept learning and unlike humans, these networks are trained on millions of both positive and negative examples of mutually exclusive categories. Moreover, they fail to capture the taxonomic biases that humans bring to bear in concept learning (Peterson, Abbott, et al. 2018).

Challenged by the cognitive science community (Lake, Salakhutdinov, and Tenenbaum 2015), machine learning researchers have developed a number of their own improvements to deep learning algorithms to tackle the problem of learning from few examples (e.g., Vinyals et al. 2016; Ravi and Larochelle 2017). These approaches constitute impressive new candidate accounts of human concept learning from naturalistic stimuli, but differ from human learning scenarios in that they (1) rely on negative evidence to infer the extent of a novel concept, and (2) ignore the overlapping and hierarchical structure of real-world concepts that humans use to inform their generalization judgments (Rosch et al. 1976; Xu and Tenenbaum 2007).

In the following chapter, we aim to address many of the shortcomings of previous work by demonstrating how a deep meta-learning algorithm combined with a novel stimulus sampling procedure can provide an end-to-end framework for modeling human concept learning, for the first time with no hand-specified prior knowledge or negative examples of a novel concept. We introduce a new, taxonomically structured dataset of concepts compiled by sampling from both internal nodes and leaf nodes within the ImageNet hierarchy (Deng et al. 2009). Our method learns concepts at different levels
of this hierarchy, but the hierarchical structure itself is never provided to the model explicitly at any point. To evaluate our model against human behavior, we present a new human benchmark inspired by Rosch’s classic object taxonomies (Rosch et al. 1976). Our model not only mimics human generalization behavior, reproducing classic generalization gradients (Shepard 1987; Xu and Tenenbaum 2007), but also encompasses a general taxonomic prior that allows for human-like generalization even when presented with novel concepts from different image taxonomies (i.e., held-out supercategories).

5.2 Background

Computational models of concept learning in cognitive science have historically focused on the problem of density estimation (Ashby and Alfonso-Reese 1995). Under this paradigm, learning about a category $C$ amounts to the estimation of the density $p(x \mid C)$, where $x$ represents the space of stimuli. This modeling framework assumes that a density can be learned for each of a set of mutually exclusive categories, where positive examples from one category implicitly serve as negative examples for all other categories. However, the conditions under which humans learn concepts are rarely this straightforward.

Learning concepts from few positive examples. More recent work has begun to examine how humans learn concepts in more natural settings where often only a few positive examples of a single concept are provided. Despite this impoverished learning environment, even young children are able to generalize surprisingly well (Carey 1978; Markman 1989). Extending Shepard (1987), Tenenbaum (1999) and Tenenbaum and Griffiths (2001) formalize the concept learning problem as follows: Given $n$ positive examples $x = \{x_1, \ldots, x_n\}$ of a concept $C$, the learner estimates the probability $p(x^* \in C \mid x)$ that a new stimulus $x^*$ is also an example of that concept. The challenge the learner faces in making such a generalization is that the extension of $C$ is underspecified (i.e., it could include only the present examples, all possible stimuli, or anything in between). To address this challenge, the authors propose a Bayesian generalization model that averages the predictions made by a number of hypotheses about the extent of $C$. By making the plausible assumption that learners expect examples to be randomly sampled from concepts, the authors show that smaller hypotheses will be preferred, thus deriving constraints on the expected extent of $C$.

Armed with this framework, Xu and Tenenbaum (2007) conducted an extensive analysis of human generalization behavior through word learning experiments. Participants were given either one or three examples of a new concept such as “dax” and asked to pick out other instances of that concept from a set of test stimuli. The examples of each concept were unique images that could be drawn from either a subordinate-level (e.g., Dalmatian), basic-level (e.g., dog), or superordinate-level (e.g., animal) category, and the test stimuli were sampled from all three levels. An example of this task is shown in Fig. 5.1. Replicating Shepard (1987), the authors found that generalization from a single example
Training Conditions - Possible examples of a *dax*

<table>
<thead>
<tr>
<th>subordinate</th>
<th>basic</th>
<th>superordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Dog" /></td>
<td><img src="image2.png" alt="Dog" /></td>
<td><img src="image3.png" alt="Cat" /></td>
</tr>
</tbody>
</table>

Test Phase - Pick everything that is a *dax*

![Test Items](image4.png)

**Figure 5.1:** The word learning paradigm from Xu and Tenenbaum (2007). In each trial, participants see a few instances exemplifying a novel word such as “dax” and are asked to select other instances that fall under the same word from a test array. The training conditions vary by the levels of the underlying image taxonomy from which the instances are drawn, *e.g.*, Dalmatians (subordinate) vs. dogs (basic) vs. animals (superordinate).

of a concept to a test stimulus decreases with psychological similarity. However, their experiments also yielded two new insights into human concept learning:

1. Given multiple examples of a concept, generalization goes only as far at the most specific level that contains those examples. For example, shown three examples from different dog breeds, other dog breeds are included in the concept at test time, but not other animals.

2. There is a bias towards generalizing to test items at the basic level, in particular when only a single subordinate example is shown. For example, given a single example of a Dalmatian, participants predictably generalize the concept to other Dalmatians, but also generalize to other breeds.

The only modification to the Bayesian concept learning model required to capture these data was a structured, taxonomic prior computed from human similarity judgments over the set of objects used in the experiments. While this work constitutes one of the first successful attempts to explain concept learning in realistic contexts, it arguably leaves much of the structured, taxonomic representation assumed and raises questions about how this knowledge is acquired.

**The role of prior knowledge.** Given the aforementioned dependence on highly structured priors in explaining people's robust generalization behavior, subsequent work has focused on incorporating this information into the modeling of human concept learning.
Jia et al. (2013) provided an automated framework for modeling human generalization behavior by leveraging perceptual stimulus features provided by a computer vision algorithm along with information contained in the WordNet taxonomy (Fellbaum 1998), but gave no account for how this information is learned by humans. Kemp et al. (2007) provided the first account of how such knowledge could be acquired: The authors start with an unstructured representation and apply a structured hierarchical Bayesian model that learns taxonomic abstractions from data. Despite its elegance, the method does not immediately scale to high-dimensional stimuli such as the images used in Jia et al. (2013).

Deep neural networks (LeCun, Bengio, et al. 2015) have served as both candidate models of object perception and rich image representations that can be used for cognitive modeling. However, these model do not capture even coarse taxonomic information out-of-the-box (Peterson, Abbott, et al. 2018). Despite this, Peterson and Griffiths (2017) found that the sampling assumptions of Bayesian concept learning could be verified in human generalization judgments when modeling stimuli using deep feature representations. Campero et al. (2017) deployed a hierarchical model similar to Kemp et al. (2007) over a deep feature space and found both good one-shot learning performance as well as the ability to recover some stimulus clusters representative of human categorization judgments. Noting that most deep networks are trained using subordinate-level labels, (Peterson, Soulou, et al. 2018) trained a deep neural network with coarser, basic-level labels to more closely mimic the supervision children receive. A relatively simple generalization model over the resulting representation reproduced both the basic-level bias and the gradient of generalization from Xu and Tenenbaum (2007).

Few-shot learning in machine learning. The problem facing cognitive models of concept learning is closely related to one- or few-shot classification in machine learning, in which the aim is to learn to discriminate between classes given only a few labeled examples from each class (Fei-Fei et al. 2003; Vinyals et al. 2016). A powerful solution to few-shot learning is meta-learning, where learning episodes—themselves consisting of training and testing intervals—are used to train a model to adapt quickly to solve a new task given only a small amount of labeled data for the task (Schmidhuber 1987; Bengio, Bengio, and Cloutier 1991; Schmidhuber 1992; Bengio, Bengio, Cloutier, and Gecsei 1992). The learning episodes are leveraged in the form of a data-driven prior that is combined with a small amount of test-time evidence (i.e., a few “shots” of data and their corresponding labels from a novel task) in order to make a test-time inference.

### 5.3 Modeling approach

We propose to bridge cognitive science and machine learning by formulating concept learning as a few-shot learning problem. As we will see, the meta-learning problem formulation allows a machine learning model to estimate a decision boundary from only positive samples of a class, similarly to how people learn concepts from only a few positive
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### Table 5.1: The eight taxonomies of Rosch et al. (1976) used to define ImageNet concepts that our images are sampled from.

<table>
<thead>
<tr>
<th>Superordinate</th>
<th>Basic</th>
<th>Subordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Musical Instrument</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guitar</td>
<td>Acoustic guitar</td>
<td>Electric guitar</td>
</tr>
<tr>
<td>Piano</td>
<td>Grand piano</td>
<td>Upright piano</td>
</tr>
<tr>
<td>Drum</td>
<td>Tambourine</td>
<td>Bass drum</td>
</tr>
<tr>
<td><strong>Fruit</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apple</td>
<td>Delicious apple</td>
<td>Mackintosh apple</td>
</tr>
<tr>
<td>Currant</td>
<td>Black currant</td>
<td>Red currant</td>
</tr>
<tr>
<td>Grapes</td>
<td>Concord grapes</td>
<td>Thompson seedless grapes</td>
</tr>
<tr>
<td><strong>Tool</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hammer</td>
<td>Ball-peen hammer</td>
<td>Carpenter’s hammer</td>
</tr>
<tr>
<td>Saw</td>
<td>Hack saw</td>
<td>Cross-cutting saw</td>
</tr>
<tr>
<td>Screwdriver</td>
<td>Phillips screwdriver</td>
<td>Flat tip screwdriver</td>
</tr>
<tr>
<td><strong>Clothing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trousers</td>
<td>Jeans</td>
<td>Sweat pants</td>
</tr>
<tr>
<td>Socks</td>
<td>Athletic socks</td>
<td>Knee-high socks</td>
</tr>
<tr>
<td>Shirt</td>
<td>Dress shirt</td>
<td>Polo shirt</td>
</tr>
<tr>
<td><strong>Furniture</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table</td>
<td>Kitchen table</td>
<td>Dining-room table</td>
</tr>
<tr>
<td>Lamp</td>
<td>Floor lamp</td>
<td>Table lamp</td>
</tr>
<tr>
<td>Chair</td>
<td>Armchair</td>
<td>Straight chair</td>
</tr>
<tr>
<td><strong>Vehicle</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car</td>
<td>Sports car</td>
<td>Sedan car</td>
</tr>
<tr>
<td>Airplane</td>
<td>Airliner plane</td>
<td>Fighter jet plane</td>
</tr>
<tr>
<td>Truck</td>
<td>Pickup truck</td>
<td>Trailer truck</td>
</tr>
<tr>
<td><strong>Fish</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Snapper</td>
<td>Grey snapper</td>
<td>Red snapper</td>
</tr>
<tr>
<td>Trout</td>
<td>Rainbow trout</td>
<td>Lake trout</td>
</tr>
<tr>
<td>Salmon</td>
<td>Atlantic salmon</td>
<td>Chinook salmon</td>
</tr>
<tr>
<td><strong>Bird</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owl</td>
<td>Barn owl</td>
<td>Great grey owl</td>
</tr>
<tr>
<td>Eagle</td>
<td>Bald eagle</td>
<td>Golden eagle</td>
</tr>
<tr>
<td>Sparrow</td>
<td>Song sparrow</td>
<td>Field sparrow</td>
</tr>
</tbody>
</table>

examples. Moreover, the use of a meta-learning algorithm provides a principled way to present entirely novel concepts at test time as held-out test tasks. As such, we can investigate the taxonomic priors encoded in a neural network embedding function, as compared to prior work that examines the representations of images from categories observed during training time (Peterson, Soulos, et al. 2018).

**Concept learning as meta-learning.** Meta-learning algorithms aim to learn how to learn by extracting task-general knowledge through the experience of solving a number of specific tasks (Thrun and Pratt 1998; Hochreiter, Younger, et al. 2001). In the case of concept learning, the jth task corresponds to learning a decision boundary for the jth concept using only positive examples, and meta-learning corresponds to learning how to estimate decision boundaries for arbitrary unseen concepts. We can thus formalize the concept learning problem as the task of predicting a target label $y$ (which indicates
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whether or not the input belongs to a given category) from an input observation \( x \) (i.e., an image). Note that this formulation differs from the standard discriminative classification problem, where the task corresponds to a \( K \)-way discriminative classification task in which each of the \( K \) class labels are mutually exclusive.

Formally, let \( T_j = (X^{\text{trn}}_j, Y^{\text{trn}}_j, X^{\text{val}}_j, Y^{\text{val}}_j) \) denote a task drawn from a given task distribution \( p(T) \), where \( X^{\text{trn}}_j \) and \( Y^{\text{trn}}_j \) are a small collection of training inputs and labels, disjoint from validation samples \( X^{\text{val}}_j \) and \( Y^{\text{val}}_j \) but belonging to the same task \( T_j \). A meta-learning algorithm (e.g., Vinyals et al. 2016; Ravi and Larochelle 2017) aims to estimate parameters \( \theta \) that can be adapted to solve an unseen task \( T_j \sim p(T) \), using only the training samples \( (X^{\text{trn}}_j, Y^{\text{trn}}_j) \), to ensure the updated model achieves good performance on the validation samples \( (X^{\text{val}}_j, Y^{\text{val}}_j) \) according to some loss function \( L \).

In this work, we use the model-agnostic meta-learning (MAML; Finn, Abbeel, et al. (2017)) algorithm, which formulates meta-learning as estimating the parameters \( \theta \) of a model so that when one or a few gradient descent steps are taken from the initialization at \( \theta \) on the training data \( (X^{\text{trn}}_j, Y^{\text{trn}}_j) \), the updated model has good generalization performance on that task’s validation set, \( (X^{\text{val}}_j, Y^{\text{val}}_j) \). At test time, a new task from the test set is presented to the model for few-shot adaptation, i.e., gradient descent with \( (X^{\text{trn}}_j, Y^{\text{trn}}_j) \), and computation of test-time performance metrics, e.g., accuracy on \( (X^{\text{val}}_j, Y^{\text{val}}_j) \). The training examples in the inner gradient computation are strictly positive examples (i.e., \( Y^{\text{trn}}_j = 1 \)) of a particular concept \( j \), whereas validation examples in the outer gradient computation include both positives and negatives (i.e., \( Y^{\text{val}}_j \in \{0, 1\} \)); thus, at test time, the meta-learning algorithm is able to estimate a decision boundary for a novel concept from only positive examples of that concept.

5.4 Behavioral experiment

In order to compare our method directly to human behavior, we conducted a large human generalization experiment using the same naturalistic stimuli we will use to evaluate our method. We assess generalization behavior using a concept learning experiment following previous work on Bayesian concept and word learning (Xu and Tenenbaum 2007; Abbott et al. 2012; Jia et al. 2013).

Stimuli. We mapped a subset of the graph structure embedded in the ImageNet dataset used for the ImageNet Large Scale Visual Recognition Competition (ILSVRC; Russakovsky et al. (2015)) to the classic taxonomy used by cognitive scientists and developed by Rosch et al. (1976). ILSVRC is a commonly used object-classification dataset that contains more than 1 million images distributed across 1000 categories. Instead of using the leaf classes as categories, we create concepts by picking a node in the ImageNet hierarchy and sampling images from leaves dominated by the given node. Note that, in this case, concepts are not necessarily mutually exclusive in the sense that a single image may belong to one or more classes (e.g., a Dalmatian may be labeled as both a dog and an animal). If the exact
subordinate node from Rosch et al. (1976) was not available in ImageNet, we found a close semantic match via the WordNet (Fellbaum 1998) taxonomy. We provide the full taxonomy for this dataset in Table 5.1.

**Task.** In each of 8 trials, participants observed 5 images of a single concept, sampled from one of the three levels of taxonomic abstraction. For instance, in a subordinate training condition, the examples could be all Dalmatians; in a basic-level training condition, all dogs; in a superordinate training condition, all animals. To test generalization behavior, participants were then given a test array of 24 images and were asked to pick which images also belonged to the learned concept. The test array comprised 2 subordinate matches (e.g., other Dalmatians), 2 basic-level matches (e.g., other breeds of dog), 4 superordinate matches (e.g., other animals), and 16 out-of-domain items (e.g., inanimate objects), following Xu and Tenenbaum (2007). See Fig. 5.2 for an example set of training and test stimuli. In total, we collected data for 180 unique trials and 1 180 unique images.

**Participants.** We recruited 900 unique participants from Amazon Mechanical Turk to each complete 8 trials as described above, one randomly sampled for each of the superordinate categories. The test sets were fixed within a superordinate category. Participants were paid $0.40 each.

**Results.** Fig. 5.3 (a) presents the results of the behavioral experiment for each of the three taxonomic levels. As expected on the basis of previous work, there is an exponentially decreasing generalization gradient as the level of taxonomic abstraction of the test matches (bar color) increases. However, this effect diminishes as the intra-class variation of the few-shot examples (x-axis) increases: Moving from the subordinate condition to the basic-level condition, we find an increase in the number of basic-level matches selected from the test set. The condition in which there is greatest intra-class variation—the superordinate condition—exhibits only a small generalization gradient.

### 5.5 Meta-learning simulations

Our modeling goal is to investigate whether we can use meta-learning to learn new concepts from only few positive examples, even though these concepts are potentially overlapping and therefore not mutually exclusive. Furthermore, we aim to investigate whether a meta-learning algorithm is able to use information about the underlying concept taxonomy that generates observations of the extension of a concept in order to generalize to novel concepts in a human-like manner.

**Meta-learning formalism.** Our model observes $K$ positive examples $x = \{x_1, \ldots, x_K\}$ of a concept $C$, and must learn the generalization function $p(x^* \in C)$ to correctly identify whether a novel example $x^*$ is also a member of the concept. Training proceeds as follows:
A concept index $j$ is sampled from the meta-training set. Then, for $K$-shot learning, $2K$ positive examples of the concept and $K$ negatives are sampled. The parameters $\theta$ are adapted using $K$ of the positives, and then the model is optimized with a loss computed using the remaining positive and negative examples of the concept. At test time, the model with trained parameters $\theta$ is presented with $K$ positive examples from a new concept in the test set; the model adapts $\theta$ and is evaluated on its ability to distinguish new positive examples of that concept from negatives.

**Taxonomic dataset construction.** For training and validation, we created a large-scale taxonomy of classes by using the graph structure embedded in the subset of the ImageNet dataset used for the ImageNet Large Scale Visual Recognition Competition (ILSVRC; Russakovsky et al. (2015)), similar to the behavioral experiment described earlier, but using the entirety of the ImageNet hierarchy. We then created few-shot concept learning tasks for training by sampling positive and negative examples for each concept, where negative examples of a concept are generated by sampling from the complement set of leaf nodes. Superordinate-level nodes are not shared between training, validation, and test to ensure that test-time generalization is measured on novel concepts. We use 494, 193, and 223 leaf nodes in the training, validation, and test sets, respectively (c.f., 80, 20, and 20 in the few-shot classification dataset miniImageNet (Vinyals et al. 2016)). The training,
Figure 5.3: Human behavioral data (a), flat (b), and hier (c) modeling results on the concept generalization task. The horizontal axis identifies the training condition (i.e., the level of taxonomic abstraction from which the few-shot examples are drawn). The vertical axis identifies, for each type of match in {subordinate, basic-level, superordinate}, the proportion of selections from the test array (a), or the average probability of generalization (b, c).

validation, and test node sets do not comprise all of the nodes in the ImageNet hierarchy, as some nodes are redundant (i.e., have a single parent) or are too abstract to appropriately define a visual concept (e.g., physical entity, substance, equipment). We make use of the training and validation dataset for training and hyperparameter selection, respectively; the test set is not used in this work but reserved for future works that may wish to perform large-scale evaluation of concept learning. Instead, the evaluations reported in this work are performed on the Rosch-inspired human benchmark described above. We also wish to emphasize that while we make use of the ImageNet hierarchy, we do so only to generate a natural distribution of concepts to learn from, and never present the explicit hierarchical relations to the model at any time.

We consider two dataset conditions in our simulations: In the hier dataset condition, the meta-learning algorithm observes concepts sampled from the internal and leaf nodes of the ImageNet hierarchy, and thus can learn a taxonomic prior; in the flat dataset condition, the algorithm observes only leaf-node concepts, and thus has no access to such information.
**Hyperparameters.** The base model that is optimized by MAML is a binary classifier consisting of a convolutional neural network with a sigmoid output.* In our experiments, we downsample the images to each have a width and height of 84 pixels, as is common in the use of miniImageNet Vinyals et al. (2016) as a few-shot learning dataset. We select hyperparameters on the same hierarchically structured validation set for both the hier and flat dataset conditions and evaluate algorithms after a fixed number of training iterations (40K with a batch size of 4). We take the value of the scalar output of the network evaluated on a test example as the generalization probability and average this quantity across all test examples from a specific level of taxonomic match to produce the average generalization probability. When reporting the average generalization probability metric, we standardize each set of probabilities for each training condition by treating the distractor (out-of-domain) generalization probability as a baseline of zero and further dividing by the largest probability in the set. In line with prior work (Peterson, Abbott, et al. 2018), this highlights the quantity of interest: the relative differences in average generalization probabilities across the subordinate, basic-level, and superordinate levels of the taxonomy.

**Results.** The generalization gradient observed in humans is also exhibited by the hier dataset condition in Fig. 5.3 (c): When the few-shot examples are taken from a basic-level category (the basic condition; e.g., different breeds of dog) as opposed to a subordinate category (the subord. condition; e.g., Dalmatians), the model generalizes to more basic-level matches (e.g., different dog breeds) from the test array. In the plot, this can be seen by comparing the ratio of subordinate generalization (black column) to basic-level generalization (blue column) within each training condition (i.e., the gap between the black and blue bars is diminished in the basic condition vs. the subord. condition). Furthermore, when the few-shot examples are taken from a superordinate category (superord. condition), both the model in the hier dataset condition and humans are equally likely to pick subordinate, basic-level, or superordinate matches from the test array. In Fig. 5.3 (a, c), this can be seen as the generalization to all levels of the taxonomy (black, blue, and yellow bars) being close to equal.

One notable departure of Fig. 5.3 (c), from the human generalization behavior in Fig. 5.3 (a), is overgeneralization to the superordinate category in the subordinate training condition, and to a lesser extent, in the basic-level training condition, suggesting that it is difficult for the algorithm to discriminate between basic-level and superordinate matches given only subordinate examples of a concept. Nevertheless, in comparison to the flat dataset condition in Fig. 5.3 (b), which does not change generalization behavior on the basis of the training condition, the behavior of the algorithm exposed to the

---

*The architecture of the model is similar to prior work in meta-learning (e.g., Ravi and Larochelle 2017) with 4 convolutional layers each with 32 3 × 3 filters, leaky ReLU activation functions with a slope of 0.2, and 2 × 2 max-pooling, all followed by a linear layer with sigmoid activation. We do not employ batch normalization because of strong batch interdependence, as all of the training examples for a concept are of the same (positive) class.
hierarchically structured dataset suggests a learned sensitivity to the underlying taxonomic organization of new concepts.

5.6 Discussion

When humans are presented with an example from a new concept, they can quickly infer which other instances belong to that same concept even without the strong constraints provided by negative examples. In order to achieve this feat, humans bring to bear information about the taxonomic structure of natural categories. Targeting the robustness of human generalization even in highly novel domains (Schmidt 2009), we investigated the extent to which taxonomically structured biases for complex, naturalistic stimuli taken from the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) could be acquired and leveraged to learn the extent of novel concepts from only a few positive examples. In contrast to previous work (Peterson, Abbott, et al. 2018), we validate the generalization behavior of our model using unseen supercategories drawn from the superordinate levels of Rosch’s classic taxonomy (Rosch et al. 1976).

While our method is successful in both learning a general taxonomic prior and exhibiting human-like generalization behavior, there is room for improvement as the quantitative gradients are not a perfect match to humans. However, it should be noted that our model faces the atypically challenging task of both learning a highly structured representation for complex stimuli and making use of it to generalize to entirely novel concepts. As such, this framework draws on many of the strengths of both cognitive models and deep neural networks in machine learning, and constitutes the most comprehensive account of human visual concept learning to date. Lastly, we note that we do not build in any explicit preference for simple concepts or attention to the number of examples (Tenenbaum 1999; Peterson, Soulos, et al. 2018), although this may be an interesting avenue for improvement in future work.
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6.1 Introduction

ML algorithms aim to increase the efficiency of learning by treating task-specific learning episodes as examples from which to generalize (Schmidhuber 1987). The central assumption of a meta-learning algorithm is that some tasks are inherently related and so inductive transfer can improve sample efficiency and generalization (Caruana 1993; Caruana 1998; Baxter 2000). In learning a single set of domain-general hyperparameters that parameterize a metric space (Vinyals et al. 2016) or an optimizer (Ravi and Larochelle 2017; Finn, Abbeel, et al. 2017), recent meta-learning algorithms make the assumption that tasks are equally related, and therefore non-adaptive, mutual transfer is appropriate. This assumption has been cemented in recent few-shot learning benchmarks, which comprise a set of tasks generated in a uniform manner (e.g., Vinyals et al. 2016; Finn, Abbeel, et al. 2017).

However, the real world often presents scenarios in which an agent must decide what degree of transfer is appropriate. In some cases, a subset of tasks are more strongly related to each other, and so non-uniform transfer provides a strategic advantage. On the other hand, transfer in the presence of dissimilar or outlier tasks worsens generalization performance (Rosenstein et al. 2005; Deleu and Bengio 2018). Moreover, when the underlying task distribution is non-stationary, inductive transfer to previously observed tasks should exhibit graceful degradation to address the catastrophic forgetting problem (Kirkpatrick et al. 2017). In these settings, the consolidation of all inductive biases into a single set of hyperparameters is not well-posed to deal with changing or diverse tasks. In contrast, in order to account for this degree of task heterogeneity, humans detect and adapt to novel contexts by attending to relationships between tasks (Collins and Frank 2013).

In this chapter, we learn a mixture of hierarchical models that allows a meta-learner to adaptively select over a set of learned parameter initializations for gradient-based adaptation to a new task. The method is equivalent to clustering task-specific parameters in the hierarchical model induced by recasting gradient-based ML as hierarchical Bayes (Grant et al. 2018) and generalizes the model-agnostic meta-learning (MAML) algorithm introduced in Finn, Abbeel, et al. (2017). By treating the assignment of task-specific parameters to clusters as latent variables, we can directly detect similarities between tasks on the basis of the task-specific likelihood, which may be parameterized by an expressive model such as a neural network. Our approach, therefore, alleviates the need for explicit geometric or probabilistic modeling assumptions about the weights of a complex parametric model and provides a scalable method to regulate information transfer between episodes.

We additionally consider the setting of a non-stationary or evolving task distribution, which necessitates a meta-learning method that possesses adaptive complexity. We translate stochastic point estimation in an infinite mixture (Rasmussen 2000) over model parameters into a gradient-based meta-learning algorithm that is compatible with any differentiable likelihood model and requires no distributional assumptions. We demonstrate the unexplored ability of nonparametric priors over neural network parameters to automatically detect and adapt to task distribution shift in a naturalistic image dataset;
addressing the non-trivial setting of task-agnostic continual learning in which the task change is unobserved (c.f., task-aware settings such as Kirkpatrick et al. 2017).

### 6.2 Gradient-based meta-learning as hierarchical Bayes

Since our approach is grounded in the probabilistic formulation of meta-learning as hierarchical Bayes (Baxter 1997), our approach can be applied to any probabilistic meta-learner. In this chapter, we focus on MAML (Finn, Abbeel, et al. 2017), a gradient-based ML approach that estimates global parameters to be shared among task-specific models as an initialization for a few steps of gradient descent. MAML admits a natural interpretation as parameter estimation in a hierarchical probabilistic model, where the learned initialization acts as data-driven regularization for the estimation of task-specific parameters $\phi_j$.

In particular, Grant et al. (2018) cast MAML as posterior inference for task-specific parameters $\phi_j$ given some samples of task-specific data $x_{j,1:N}$ and a prior over $\phi_j$ that is induced by the early stopping of an iterative optimization procedure; truncation at $K$ steps of gradient descent on the negative log-likelihood $-\log p(x_{j,1:N} | \phi_j)$ starting from $\phi_{j(0)} = \theta$ can be then understood as mode estimation of the posterior $p(\phi_j | x_{j,1:N}, \theta)$. The mode estimates $\hat{\phi}_j = \phi_{j(0)} + a \sum_{k=1}^K \nabla \phi \log p(x_{j,1:N} | \phi_{j(k-1)})$ are then combined to evaluate the marginal likelihood for each task as

$$p(x_{j,1:N+M} | \theta) = \int p(x_{j,N+1:N+M} | \phi_j)p(\phi_j | \theta) d\phi_j \approx p(x_{j,1:N+M} | \hat{\phi}_j),$$

where $x_{j,1:N+M}$ is another set of samples from the $j$th task. A training dataset can then be summarized in an empirical Bayes point estimate of $\theta$ computed by gradient-based optimization of the joint marginal likelihood in Eq. (7.3) in across tasks, so that the likelihood of a datapoint sampled from a new task can be computed using only $\theta$ and without storing the task-specific parameters.

### 6.3 Improving meta-learning by modeling latent task structure

If the task distribution is heterogeneous, assuming a single parameter initialization $\theta$ for gradient-based meta-learning is not suitable because it is unlikely that the point estimate computed by a few steps of gradient descent will sufficiently adapt the task-specific parameters $\phi$ to a diversity of tasks. Moreover, explicitly estimating relatedness between tasks has the potential to aid the efficacy of a meta-learning algorithm by modulating both positive and negative transfer (Thrun and O’Sullivan 1996; Zhang and Schneider 2010; Rothman et al. 2010; Zhang and Yeung 2014), and by identifying outlier tasks that require a more significant degree of adaptation (Xue, Liao, et al. 2007; Gupta et al. 2013). Nonetheless, defining an appropriate notion of task relatedness is a difficult problem in the high-dimensional parameter or activation space of models such as neural networks.
Algorithm 1: Stochastic gradient-based EM for finite and infinite mixtures (dataset $D$, meta-learning rate $\beta$, adaptation rate $\alpha$, temperature $\tau$, initial cluster count $L_0$, meta-batch size $J$, training batch size $N$, validation batch size $M$, adaptation iteration count $K$, global prior $G_0$)

Initialize cluster count $L \leftarrow L_0$ and meta-level parameters $\theta^{(1)}, \ldots, \theta^{(L)} \sim G_0$

while not converged do
  Draw tasks $T_1, \ldots, T_J \sim p_D(T)$
  for $j$ in $1, \ldots, J$ do
    Draw task-specific datapoints, $x_j \sim p_{T_j}(x)$
    Draw a cluster initialization from the global prior, $\theta^{(L+1)} \sim G_0$
    for $\ell$ in $\{1, \ldots, L, L+1\}$ do
      Initialize $\hat{\phi}_j^{(\ell)} \leftarrow \theta^{(\ell)}$
      Compute task-specific mode estimate, $\hat{\phi}_j^{(\ell)} \leftarrow \hat{\phi}_j^{(\ell)} + \alpha \sum_k \nabla \phi \log p(x_{1:N} | \hat{\phi}_j^{(\ell)})$
    end
    Compute assignment of tasks to clusters, $\gamma_j \leftarrow$ E-STEP ($x_{j1:N}, \hat{\phi}_j^{(1:L)}$)
  end
  Update each component $\ell$ in $1, \ldots, L$, $\theta^{(\ell)} \leftarrow \theta^{(\ell)} + \text{M-STEP} (\{x_{j1:M}, \hat{\phi}_j^{(\ell)}, \gamma_j\}_{j=1}^J)$
  Summarize $\{\theta_1, \ldots\}$ to update global prior $G_0$
end
return $\{\theta^{(1)}, \ldots\}$

Algorithm 6.1: Stochastic gradient-based expectation maximization (EM) for probabilistic clustering of task-specific parameters in a meta-learning setting.

\[
\text{E-STEP} (\{x_j\}_{i=1}^N, \{\hat{\phi}_j^{(\ell)}\}_{\ell=1}^L) = \tau \text{-softmax}_\ell (\sum_i \log p(x_j | \hat{\phi}_j^{(\ell)}))
\]

\[
\text{M-STEP} (\{x_j\}_{i=1}^M, \hat{\phi}_j^{(\ell)}, \gamma_j) = \beta \nabla \theta [\sum_{j,i} \gamma_j \log p(x_{ji} | \hat{\phi}_j^{(\ell)})]
\]

Subroutine 6.2: The E-STEP and M-STEP for a finite mixture of hierarchical Bayesian models implemented as gradient-based meta-learners.

Using the probabilistic interpretation of Section 6.2, we deal with the variability in the tasks by assuming that each set of task-specific parameters $\phi_j$ is drawn from a mixture of base distributions, each of which is parameterized by a hyperparameter $\theta^{(\ell)}$. Accordingly, we capture task relatedness by estimating the likelihood of assigning each task to a mixture component based simply on the task-specific negative log-likelihood after a few steps of gradient-based adaptation. The result is a scalable ML algorithm that jointly learns task-specific cluster assignments and model parameters, and is capable of modulating the transfer of information across tasks by clustering together related task-specific parameter settings.
Formally, let $z_j$ be the categorical latent variable indicating the cluster assignment of each task-specific parameter $\phi_j$. Direct maximization of the mixture model likelihood is a combinatorial optimization problem that can grow intractable. This intractability is equally problematic for the posterior distribution over the cluster assignment variables $z_j$ and the task-specific parameters $\phi_j$, which are both treated as latent variables in the probabilistic formulation of meta-learning. A scalable approximation involves representing the conditional distribution for each latent variable with a MAP estimate. In our meta-learning setting of a mixture of hierarchical Bayes models, this suggests an augmented expectation maximization (EM) procedure (Dempster et al. 1977) alternating between an E-STEP that computes an expectation of the task-to-cluster assignments $z_j$, which itself involves the computation of a conditional mode estimate for the task-specific parameters $\phi_j$, and an M-STEP that updates the hyperparameters $\theta^{(1:L)}$ (see Subroutine 6.2).

To ensure scalability, we use the minibatch variant of stochastic optimization (Robbins and Monro 1951) in both the E-STEP and the M-STEP; such approaches to EM are motivated by a view of the algorithm as optimizing a single free energy at both the E-STEP and the M-STEP (Neal and Hinton 1998). In particular, for each task $j$ and cluster $\ell$, we follow the gradients to minimize the negative log-likelihood on the training data points $x_{j1:N}$, using the cluster parameters $\theta^{(\ell)}$ as initialization. This allows us to obtain a modal point estimate of the task-specific parameters $\hat{\phi}_j^{(\ell)}$. The E-STEP in Subroutine 6.2 leverages the connection between gradient-based ML and hierarchical Bayes (Grant et al. 2018) and the differentiability of our clustering procedure to employ the task-specific parameters to compute the posterior probability of cluster assignment. Accordingly, based on the likelihood of the same training data points under the model parameterized by $\hat{\phi}_j^{(\ell)}$, we compute the cluster assignment probabilities as

$$
\gamma_j^{(\ell)} := p(z_j = \ell \mid x_{j1:N}, \theta^{(1:L)}) \propto \int p(x_{j1:N} \mid \phi_j) p(\phi_j \mid \theta^{(\ell)}) \, d\phi_j \approx p(x_{j1:N} \mid \hat{\phi}_j^{(\ell)}), \quad (6.2)
$$

The cluster means $\theta^{(\ell)}$ are then updated by gradient descent on the validation loss in the M-STEP in Subroutine 6.2; this M-STEP is analogous to the MAML algorithm in Finn, Abbeel, et al. (2017) with the addition of mixing weights $\gamma_j^{(\ell)}$.

Note that, unlike other recent approaches to probabilistic clustering (e.g., Bauer et al. 2017) we adhere to the episodic meta-learning setup for both training and testing since only the task support set $x_{j1:N}$ is used to compute both the point estimate $\hat{\phi}_j^{(\ell)}$ and the cluster responsibilities $\gamma_j^{(\ell)}$. See Algorithm 6.1 for the full algorithm, whose high-level structure is shared with the nonparametric variant of our method detailed in Section 6.5.
### Table 6.1: Meta-test set accuracy on the miniImageNet 5-way, 1- and 5-shot classification benchmarks from Vinyals et al. (2016) among methods using a comparable architecture (the 4-layer convolutional network from Vinyals et al. (2016)). For methods on which we report results in later experiments, we additionally report the total number of parameters optimized by the meta-learning algorithm.

<table>
<thead>
<tr>
<th>Model</th>
<th>Num. param.</th>
<th>1-shot (%)</th>
<th>5-shot (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>matching network (Vinyals et al. 2016)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>43.56 ± 0.84</td>
<td>55.31 ± 0.73</td>
<td></td>
</tr>
<tr>
<td>meta-learner LSTM (Ravi and Larochelle 2017)</td>
<td>43.44 ± 0.77</td>
<td>60.60 ± 0.71</td>
<td></td>
</tr>
<tr>
<td>prototypical networks (Snell et al. 2017)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>46.61 ± 0.78</td>
<td>65.77 ± 0.70</td>
<td></td>
</tr>
<tr>
<td>MAML (Finn, Abbeel, et al. 2017)</td>
<td>48.70 ± 1.84</td>
<td>63.11 ± 0.92</td>
<td></td>
</tr>
<tr>
<td>MT-net (Lee and Choi 2018)</td>
<td>38,907</td>
<td>51.70 ± 1.84</td>
<td></td>
</tr>
<tr>
<td>PLATIPUS (Finn, Xu, et al. 2018)</td>
<td>65,546</td>
<td>50.13 ± 1.86</td>
<td></td>
</tr>
<tr>
<td>VERSA (Gordon et al. 2019)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>807,938</td>
<td>48.53 ± 1.84</td>
<td></td>
</tr>
<tr>
<td><strong>Our method:</strong> 2 components</td>
<td>65,546</td>
<td>49.60 ± 1.50</td>
<td>64.60 ± 0.92</td>
</tr>
<tr>
<td>3 components</td>
<td>98,319</td>
<td>51.20 ± 1.52</td>
<td>65.00 ± 0.96</td>
</tr>
<tr>
<td>4 components</td>
<td>131,092</td>
<td>50.49 ± 1.46</td>
<td>64.78 ± 1.43</td>
</tr>
<tr>
<td>5 components</td>
<td>163,865</td>
<td>51.46 ± 1.68</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Results reported by Ravi and Larochelle (2017).  
<sup>b</sup> We report test accuracy for models matching train and test “shot” and “way”.  
<sup>c</sup> We report test accuracy for a comparable base (task-specific network) architecture.

### 6.4 Experiment: miniImageNet few-shot classification

Clustering task-specific parameters provides a way for a meta-learner to deal with task heterogeneity as each cluster can be associated with a subset of the tasks that would benefit most from mutual transfer. While we do not expect existing tasks to present a significant degree of heterogeneity given the uniform sampling assumptions behind their design, we nevertheless conduct an experiment to validate that our method gives an improvement on a standard benchmark for few-shot learning.

We apply Algorithm 6.1 with Subroutine 6.2 and $L \in \{2, 3, 4, 5\}$ components to the 1-shot and 5-shot, 5-way, miniImageNet few-shot classification benchmarks (Vinyals et al. 2016); Appendix B.1 contains additional experimental details. We demonstrate in Table 6.1 that a mixture of meta-learners improves the performance of gradient-based meta-learning on this task for any number of components. However, the performance of the parametric mixture does not improve monotonically with the number of components $L$. This leads us to the development of nonparametric clustering for continual meta-learning, where enforcing specialization to subgroups of tasks and increasing model complexity is, in fact, necessary to preserve performance on prior tasks due to significant heterogeneity.
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E-STEP( $x_{j1:N}, \phi_j^{(1:L)},$ concentration $\zeta$, threshold $\epsilon$ )

- DPMM log-likelihood for all $\ell$ in $1, \ldots, L$, $\rho_j^{(\ell)} \leftarrow \sum_i \log p(x_{ji} \mid \phi_j^{(\ell)}) + \log n^{(\ell)}$
- DPMM log-likelihood for new component, $\rho_j^{(L+1)} \leftarrow \sum_i \log p(x_{ji} \mid \phi_j^{(L+1)}) + \log \zeta$
- DPMM assignments, $\gamma_j \leftarrow \tau$-softmax($\rho_j^{(1)}, \ldots, \rho_j^{(L+1)}$)

if $\gamma_j^{(L+1)} > \epsilon$ then
  Expand the model by incrementing $L \leftarrow L + 1$
else
  Renormalize $\gamma_j \leftarrow \tau$-softmax($\rho_j^{(1)}, \ldots, \rho_j^{(L)}$)
return $\gamma_j$

M-STEP( $\{x_{ji}\}_{i=1}^M, \phi_j^{(\ell)}, \gamma_j, $ concentration $\zeta$ )

return $\beta \nabla_\theta [\sum_{j,i} \gamma_j \log p(x_{ji} \mid \phi_j^{(\ell)}) + \log n^{(\ell)}]$

Subroutine 6.3: The E-STEP and M-STEP for an infinite mixture of hierarchical Bayesian models.

6.5 Scalable online mixtures for task-agnostic continual learning

The mixture of meta-learners developed in Section 6.3 addresses a drawback of meta-learning approaches such as MAML that consolidate task-general information into a single set of hyperparameters. However, the method adds another dimension to model selection in the form of identifying the correct number of mixture components. While this may be resolved by cross-validation if the dataset is static and therefore the number of components can remain fixed, adhering to a fixed number of components throughout training is not appropriate in the non-stationary regime, where the underlying task distribution changes as different types of tasks are presented sequentially in a continual learning setting. In this regime, it is important to incrementally introduce more components that can each specialize to the distribution of tasks observed at the time of spawning.

To address this, we derive a scalable stochastic estimation procedure to compute the expectation of task-to-cluster assignments (E-STEP) for a growing number of task clusters in a nonparametric mixture model (Rasmussen 2000) called the Dirichlet process mixture model (DPMM). The formulation of the Dirichlet process mixture model (DPMM) that is most appropriate for incremental learning is the sequential draws formulation that corresponds to an instantiation of the Chinese restaurant process (CRP) (Rasmussen 2000). A CRP prior over $z_j$ allows some probability to be assigned to a new mixture component while the task identities are inferred in a sequential manner, and has therefore been key to recent online and stochastic learning of the DPMM (Lin 2013). A draw from a CRP proceeds as follows: For a sequence of tasks, the first task is assigned to the first cluster
and the $j$th subsequent task is then assigned to the $\ell$th cluster with probability

$$p\left(z_j = \ell \mid z_{1:j-1}, \zeta\right) = \begin{cases} \frac{n^{(\ell)}}{n} + \zeta & \text{for } \ell \leq L \\ \frac{\zeta}{n} + \zeta & \text{for } \ell = L + 1 \end{cases}$$

(6.3)

where $L$ is the number of non-empty clusters, $n^{(\ell)}$ is the number of tasks already occupying a cluster $\ell$, and $\zeta$ is a fixed positive concentration parameter. The prior probability associated with a new mixture component is therefore $p(z_j = L + 1 \mid z_{1:j-1}, \zeta)$.

In a similar spirit to Section 6.3, we develop a stochastic EM procedure for the estimation of the latent task-specific parameters $\phi_{1:j}$ and the meta-level parameters $\theta^{(1:L)}$ in the DPMM, which allows the number of observed task clusters to grow in an online manner with the diversity of the task distribution. While computation of the mode estimate of the task-specific parameters $\phi_j$ is mostly unchanged from the finite variant, the estimation of the cluster assignment variables $z$ in the E-STEP requires revisiting the Gibbs conditional distributions due to the potential addition of a new cluster at each step. For a DPMM, the conditional distributions for $z_j$ are

$$p\left(z_j = \ell \mid x_{j,1:M}, z_{1:j-1}\right) \propto \begin{cases} n^{(\ell)} \int p(x_{j,1:M} \mid \phi_j^{(\ell)}) p(\phi_j^{(\ell)} \mid \theta) d\phi_j dG_\ell(\theta) & \text{for } \ell \leq L \\ \zeta \int p(x_{j,1:M} \mid \phi_j^{(0)}) p(\phi_j^{(0)} \mid \theta) d\phi_j dG_0(\theta) & \text{for } \ell = L + 1 \end{cases}$$

(6.4)

with $G_0$ as the base measure or global prior over the components of the CRP, $G_\ell$ is the prior over each cluster’s parameters, initialized with a draw from a Gaussian centered at $G_0$ with a fixed variance and updated over time using summary statistics from the set of active components $\{\theta^{(0)}, \ldots, \theta^{(L)}\}$.

Taking the logarithm of the posterior over task-to-cluster assignments $z_j$ in (6.4) and using a mode estimate $\hat{\phi}_j^{(\ell)}$ for task-specific parameters $\phi_j$ as drawn from the $\ell$th cluster gives the E-STEP in Subroutine 6.3. We may also omit the prior term $\log p(\hat{\phi}_j^{(\ell)} \mid \theta^{(\ell)})$ as it arises as an implicit prior resulting from truncated gradient descent, as explained in Section 6.3 of Grant et al. (2018).

### 6.6 Experiments: Task-agnostic continual few-shot regression & classification

By treating the assignment of tasks to clusters as latent variables, the algorithm of Section 6.5 can adapt to a changing distribution of tasks, without any external information to signal distribution shift (i.e., in a task-agnostic manner). Here, we present our main experimental results on both a novel synthetic regression benchmark as well as a novel evolving variant of miniImageNet, and confirm the algorithm’s ability to adapt to distribution shift by spawning a newly specialized cluster.
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Polynomial, Sine, and Sawtooth Functions

The diverse set of periodic functions used for few-shot regression in Section 6.6.

Artistic Filters

Figures 6.4 and 6.5: The diverse set of periodic functions used for few-shot regression in Section 6.6.

High-capacity baselines. As an ablation, we compare to the non-uniform parametric mixture proposed in Section 6.3 with the number of components fixed at the total number of task distributions in the dataset (3). We also consider a uniform parametric mixture in which each component receives equal assignments; this can also be seen as the non-uniform mixture in the infinite temperature ($\tau$) limit. Note that our meta-learner has a lower capacity than these two baselines for most of the training procedure, as it may decide to expand its capacity past one component only when the task distribution changes. Finally, for the large-scale experiment in Section 6.6, we compare with three recent meta-learning algorithms that report improved performance on the standard miniImageNet benchmark of Section 6.3, but are not explicitly posed to address the continual learning setting of evolving tasks: MT-net (Lee and Choi 2018), PLATIPUS (Finn, Xu, et al. 2018), and VERSA (Gordon et al. 2019).

Continual few-shot regression

We first consider an explanatory experiment in which three regression tasks are presented sequentially with no overlap. For input $x$ sampled uniformly from $[-5,5]$, each regression task is generated, in a similar spirit to the sinusoidal regression setup in Finn, Abbeel, et al. (2017), from one of a set of simple but distinct one-dimensional functions (polynomial Fig. 6.4a, sine wave Fig. 6.4b, and sawtooth wave Fig. 6.4c). For the experiment in Fig. 6.6 and Fig. 6.7, we presented the polynomial tasks for 4000 iterations, followed by sinusoid tasks for 3000 iterations, and finally sawtooth tasks. Additional details on the experimental setup can be found in Appendix B.1.

Results: Distribution shift detection. The cluster responsibilities in Fig. 6.7 on the meta-test dataset of tasks, from each of the three regression types in Fig. 6.4, indicate that the nonparametric algorithm recognizes a change in the task distribution and spawns a new cluster at iteration 4000 and promptly after iteration 7000. Each newly created cluster is specialized to the task distribution observed at the time of spawning and remains as such throughout training, since the majority of assignments for each type of regression remains under a given cluster from the time of its introduction.
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Figure 6.6: Results on the evolving dataset of few-shot regression tasks (lower is better). Each panel (row) presents, for a specific task type (polynomial, sinusoid or sawtooth), the average meta-test set accuracy of each method over cumulative number of few-shot episodes. We additionally report the degree of loss in backward transfer (i.e., catastrophic forgetting) to the tasks in each meta-test set in the legend; all methods but the nonparametric method experience a large degree of catastrophic forgetting during an inactive phase.

Figure 6.7: Task-specific per-cluster meta-test responsibilities $\gamma^{(\ell)}$ for both active and unspawned clusters. Higher responsibility implies greater specialization of a particular cluster (color) to a particular task distribution (row).

Results: Improved generalization and slower degradation of performance. We investigate the progression of the meta-test mean-squared error (MSE) for the three regression task distributions in Fig. 6.6. We first note the clear advantage of non-uniform assignment both in improved generalization, when testing on the active task distribution, and in slower degradation, when testing on previous distributions. This is due to the ability of these methods to modulate the transfer of information in order to limit negative transfer. In contrast, the uniform method cannot selectively adapt specific clusters to be responsible for any given task, and thus inevitably suffers from catastrophic forgetting.
Figure 6.8: Results on the evolving dataset of filtered miniImageNet few-shot classification tasks (higher is better). Each panel (row) presents, for a specific task type (filter), the average meta-test set accuracy over cumulative number of few-shot episodes. We additionally report the degree of loss in backward transfer (catastrophic forgetting, CF) in the legend. This is calculated for each method as the average drop in accuracy on the first two tasks at the end of training (lower is better; U.B.: upper bound).

The adaptive capacity of our nonparametric method allows it to spawn clusters that specialize to newly observed tasks. Accordingly, even if the overall capacity is lower than that of the comparable non-uniform parametric method, our method achieves similar or better generalization, at any given training iteration. More importantly, specialization allows our method to better modulate information transfer as the clusters are better differentiated. Consequently, each cluster does not account for many assignments from more than a single task distribution throughout training. Therefore, we observed a significantly slower rate of degradation of the MSE on previous task distributions as new tasks are introduced. This is especially evident from the performance on the first task in Fig. 6.6.

Continual few-shot classification

Next, we consider an evolving variant of the miniImageNet few-shot classification task. In this variant, one of a set of artistic filters are applied to the images during the meta-training procedure to simulate a changing distribution of few-shot classification tasks. For the experiment in Figs. 6.8 and 6.9 we first train using images with a “blur” filter (Fig. 6.5b) for 7500 iterations, then with a “night” filter (Fig. 6.5c) for another 7500 iterations, and finally with a “pencil” filter (Fig. 6.5d). Additional details on the experimental setup can be found in Appendix B.1.

Results: Meta-test accuracy. In Fig. 6.8, we report the evolution of the meta-test accuracy for two variants of our nonparametric meta-learner in comparison to the parametric
baselines introduced at the start of the section, high-capacity baselines. The task-agnostic variant is the core algorithm described in previous sections, as used for the regression tasks. The task-aware variant augments the core algorithm with a cool-down period that prevents over-spawning for the duration of a training phase. This requires some knowledge of the duration which is external to the meta-learner, thus the task-aware nomenclature (note that this does not correspond to a true oracle, as we do not enforce spawning of a cluster; see Appendix B.1 for further details).

It is clear from Fig. 6.8 that neither of our algorithms suffer from catastrophic forgetting to the same degree as the parametric baselines. In fact, at the end of training, both of our methods outperform all the parametric baselines on the first and second task.

**Results: Specialization.** Given the higher capacity of the parametric baselines and the inherent degree of similarity between the filtered miniImageNet task distributions (unlike the regression tasks in the previous section), the parametric baselines perform better on each task distribution while during its active phase. However, they quickly suffer from degradation once the task distribution shifts. Our approach does not suffer from this phenomenon and can handle non-stationarity owing to the credit assignment of a single task distribution to a specialized cluster. This specialization is illustrated in Fig. 6.9, where we track the evolution of the average cluster responsibilities on the meta-test dataset from each of the three miniImageNet few-shot classification tasks. Each cluster is specialized so as to acquire the majority of a single task distribution’s test set assignments, despite the degree of similarity between tasks originating from the same source (miniImageNet). We observed this difficulty with the non-monotone improvement of parametric clustering as a function of components in Section 4.
6.7 Related work

Meta-learning. In this work, we show how changes to the hierarchical Bayesian model assumed in meta-learning (Grant et al. 2018, Fig. 1(a)) can be realized as changes to a meta-learning algorithm. In contrast, follow-up approaches to improving the performance of meta-learning algorithms (e.g., Lee and Choi 2018; Finn, Xu, et al. 2018; Gordon et al. 2019) do not change the underlying probabilistic model; what differs is the inference procedure to infer values of the global (shared across tasks) and local (task-specific) parameters; for example, Gordon et al. (2019) consider feedforward conditioning while Finn, Xu, et al. (2018) employ variational inference. Due to consolidation into one set of global parameters shared uniformly across tasks, none of these methods inherently accommodate heterogeneity or non-stationarity.

Continual learning. Techniques developed to address the catastrophic forgetting problem in continual learning, such as elastic weight consolidation (EWC) (Kirkpatrick et al. 2017), synaptic intelligence (SI) (Zenke et al. 2017), variational continual learning (VCL) (Nguyen et al. 2017), and online Laplace approximation (Ritter, Botev, et al. 2018) require access to an explicit delineation between tasks that acts as a catalyst to grow model size, which we refer to as task-aware. In contrast, our nonparametric algorithm tackles the task-agnostic setting in which the meta-learner recognizes a latent shift in the task distribution and adapts accordingly.

6.8 Conclusion

Meta-learning is a source of learned inductive bias. Occasionally, this inductive bias is harmful because the experience gained from solving a task does not transfer. In this chapter, we present an approach that allows a probabilistic meta-learner to explicitly modulate the amount of transfer between tasks, as well as to adapt its parameter dimensionality when the underlying task distribution evolves. We formulate this as probabilistic inference in a mixture model that defines a clustering of task-specific parameters. To ensure scalability, we make use of the recent connection between gradient-based meta-learning and hierarchical Bayes (Grant et al. 2018) to perform approximate maximum a posteriori (MAP) inference in both a finite and an infinite mixture model. This chapter is a first step towards more realistic settings of diverse task distributions, and crucially, task-agnostic continual learning. The approach stands to benefit from orthogonal improvements in posterior inference beyond MAP estimation (e.g., variational inference (Jordan et al. 1999), Laplace approximation (MacKay 1992a), or stochastic gradient Markov chain Monte Carlo (Metropolis and Ulam 1949)) as well as scaling up the neural network architecture.
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Chapter 7

Gaussian process surrogate models
7.1 Introduction

Deep learning systems are ubiquitous in machine learning but sometimes exhibit unpredictable and often undesirable behavior when deployed in real-world applications (Geirhos, Jacobsen, et al. 2020; D’Amour et al. 2020). This gap between idealized and real-world performance stems from a lack of principles guiding the design of deep learning systems. Instead, deep learning practitioners often rely upon a set of heuristic design decisions that are inadequately tied to a system’s behavior (Dehghani et al. 2021), driving calls for explainability, transparency, and interpretability of deep learning systems (Lipton 2016; Doshi-Velez and Kim 2017; Samek et al. 2017) especially as these systems are more widely applied in everyday life (Bommasani et al. 2021).

Machine learning is not unique in seeking to understand a complex system whose inputs and outputs are observable but whose internal processes are opaque—this challenge occurs across the empirical sciences and engineering. An explanatory tool that is foundational across these disciplines is that of modeling, that is, representing a complex and opaque system with a simpler one that is more amenable to interpretation.* Modeling makes precise assumptions about how a system may operate while abstracting away details that are irrelevant for a given level of understanding or a given downstream use case. These properties are valuable for a framework for understanding deep learning as they are in other scientific and engineering disciplines.

As the popularity of deep learning has grown, a number of proposals have been made for modeling these systems. Numerous mathematical models of deep learning have been developed (Roberts et al. 2022), and some surprising phenomena, such as adversarial examples (Szegedy et al. 2014), have been captured with a mathematical analysis (Ilyas, Santurkar, et al. 2019). However, existing mathematical models, which are limited to well-understood mathematical tools, are unable to capture the properties of machine learning systems as applied in practice (Nakkiran 2021). Beyond mathematical models, localized models have aimed to explain the predictions of machine learning systems on a per-example basis (Ribeiro et al. 2016; Koh and Liang 2017; Zhou et al. 2022; Ilyas, Park, et al. 2022), but these approaches are, by construction, only partial explanations of the behavior of the end-to-end system.

What might an alternative modeling approach—one that captures salient aspects of applied systems in a global fashion—look like? We appeal to two domains for inspiration. In engineering design, surrogate models (Wang and Shan 2006) emulate the input-output behavior of a complex physical system, allowing practitioners to simulate effects that are consequential for design or analysis without relying on costly or otherwise prohibitive queries from the system itself. In cognitive science, cognitive models (Sun 2008; McClelland 2009) describe how unobservable mental processes such as memory or attention produce the range of people’s observed behaviors. Both domains abstract away internal details, *Though some architectural components of a deep learning system are commonly referred to as a model—as in “neural network model”—we use modeling to refer to the methodology of idealizing a complex system as a simpler one.
such as real-world constraints on a physical system or neural circuitry in the brain, instead treating the target process or system as a black box. At the same time, both surrogate and cognitive models are constructed to replicate the end-to-end behavior of the target system and thus are complete where localized explanations are not.

We explore an analogous approach to investigate deep learning systems by constructing surrogate models for neural networks. We first must choose an appropriate family of surrogate models. GPs are a natural choice, with appealing theoretical properties specific to the study of NNs; namely, certain limiting cases of NN architectures are realizable as GPs (Neal 1996; Li and Liang 2018; Jacot et al. 2018; Allen-Zhu et al. 2019; Du et al. 2019). However, in contrast to these analytic approaches, we aim to explore the scientific and practical utility of idealizing NNs with GPs using a data-driven approach to estimating the kernel functions. Separately, the learned kernel of a GP is often interpretable (Wilson and Adams 2013); we use this fact to study the prior over functions represented by a GP that accounts for observed neural network behavior in less-restricted settings. With this approach, we capture a number of known phenomena, including a bias towards low frequencies and pathological behavior at initialization, in a cohesive framework. Finally, we demonstrate the practical benefits of this framework by predicting the generalization behavior of models in an NN family.

### 7.2 Background

In surrogate modeling, we approximate a complex black-box function with a simpler surrogate model that is more amenable to interpretation. Surrogate models have many applications: In optimization, they are often used to approximate queries from expensive-
to-evaluate functions (Snoek et al. 2012; Shahriari et al. 2016; Xue, Beatson, et al. 2020); in other applications, surrogate models have been used to gain insight into large physical systems, such as the global fluxes of energy and heat over the earth’s surface (Camps-Valls et al. 2015).

Cognitive models have been used by cognitive scientists since the 1950s to gain insight into another black box—the human mind (Newell et al. 1958). Bayesian models of cognition, in particular, offer a way to describe the inductive biases of learning systems in the form of a prior distribution (Griffiths et al. 2010). As deep NNs have become more prevalent in machine learning, researchers have started to use methodologies from cognitive science to interrogate otherwise opaque models (Ritter, Barrett, et al. 2017; Geirhos, Rubisch, et al. 2019; Hawkins et al. 2020). The success of these efforts suggests that other methods from cognitive science—namely, cognitive modeling—may be applicable to machine learning systems.

Gaussian processes (GPs; Rasmussen and Williams 2006) are probabilistic models that specify a distribution over functions. A GP models any finite set of \( N \) observations as a multivariate Gaussian distribution on \( \mathbb{R}^D \), where the \( n \)th point is interpreted as the function value, \( f(x_n) \), at the input point \( x_n \). GPs are fully characterized by a mean function \( m(x) \), usually taken to be degenerate as \( m(x) = 0, \forall x \), and a positive-definite kernel function \( k(x, x') \) that gives the covariance between \( f(x) \) and \( f(x') \) as a function of \( x \) and \( x' \).

Formally, let \( X \) be a matrix of inputs and \( y \) be a vector of output responses. Due to the marginalization properties of the Gaussian distribution, the posterior predictive distribution of a GP for a new input \( x^* \), conditioned on dataset \( D = \{X, y\} \) and assuming centered Gaussian observation noise with variance \( \sigma^2 \), is Gaussian with closed-form expressions for the mean and variance:

\[
\mathbb{E}[f(x^*) | D] = m(x^*) + k^T_* (K + \sigma^2 I)^{-1} (y - m(x_*)) \tag{7.1}
\]

\[
\nabla f(x^*) | D = k(x^*, x) - k^T_* (K + \sigma^2 I)^{-1} k_* \tag{7.2}
\]

where \( K \) is the \( N \times N \) Gram matrix of pairwise covariances, \( k(x_i, x_j) \), and \( k_* = [k(x_1, x_*), ..., k(x_N, x_*)]^T \).

The kernel function \( k \) specifies the prior on what kind of functions might be represented in observed data; for example, it can express expectations about smoothness or periodicity. Parametric kernels have hyperparameters \( \theta \) that affect this prior and thus the posterior predictive. These kernel hyperparameters can be adapted to the properties of a dataset, thus defining a prior over functions that is appropriate for that context. GP kernel hyperparameters are typically learned via gradient-based optimization to maximize the GP marginal likelihood, \( p(y | X) \). Again due to properties of the GP, this marginal likelihood has the closed-form expression:

\[
\log p(y | X) = -\frac{1}{2} y^T (K_\theta + \sigma^2_n I)^{-1} y - \frac{1}{2} \log |K_\theta + \sigma^2_n I| - \frac{n}{2} \log 2\pi , \tag{7.3}
\]

We write the Gram matrix as \( K_\theta \) to indicate that it depends on kernel hyperparameters via a particular parameterization. In this work, we make use of two kernel parameterizations:
the Matérn kernel (MK; Matérn 1960) and the spectral mixture kernel (SMK; Wilson and Adams 2013). Specifically, following Snoek et al. (2012), we use the automatic relevance determination (ARD) $5/2$ MK, given by:

$$k(x, x') = \theta_0 \left(1 + \sqrt{5 r^2(x, x')} + \frac{5}{3} r^2(x, x')\right) \exp \left\{ -5 \sqrt{5 r^2(x, x')} \right\}$$

$$r^2(x, x') = \sum_{d=1}^{D} (x_d - x_d')^2 / \theta_d^2,$$

(7.4)

where each $\theta_d$ is the lengthscale parameter for dimension $d$, which captures how smoothly the function varies along that dimension. The SMK is derived by modeling the spectral density of a kernel as a scale-location mixture of Gaussians and computing the Fourier transform of the mixture (Wilson and Adams 2013), giving:

$$k(\tau) = \sum_{q=1}^{Q} w_q \cos \left(2 \pi^2 \tau^T \mu_q \right) \prod_{p=1}^{P} \exp \left\{ -2 \pi^2 \tau^T v_q(p) \right\}.$$  

(7.5)

Here, $k(\tau)$ gives the covariance between function values $f(x)$ and $f(x')$ whose corresponding input values $x$ and $x'$ are a distance $\tau$ apart. For a $Q$-component spectral mixture, $w = \{w_i\}_{i=1}^{Q}$ are scalar mixture weights, and $\mu_i \in \mathbb{R}^P$ and $v_i \in \mathbb{R}^P$ are component-wise Gaussian means and variances, respectively. Appendix B.3 details how the hyperparameters of the MK and the SMK control the respective priors on functions.

### 7.3 Learning a Gaussian process surrogate model from neural network predictions

In this section, we detail the goals and approach of the surrogate modeling framework. In brief, our approach involves collecting neural network predictions across a set of neural network models and across a set of datasets, and estimating GP kernel hyperparameters from these predictions by maximizing the marginal likelihood across model-and-dataset pairs; see Fig. 7.1 for a schematic.

**Formal framework**

Our goal is to capture shared properties among a family of neural networks models $F$ as applied to a family of datasets $D$. Here, a model family $F$ is a set of neural networks $\{g_0, \ldots, g_R\}$ that share in design choices (e.g., architecture, training procedure, random initialization scheme) but differ in quantities that are randomized prior to or during training (e.g., parameter initializations). Similarly, a dataset family $D$ is a set of datasets.

†We consider both untrained and trained neural networks, where an untrained network is a special case of a trained network with the number of training iterations at 0; we thus describe the framework only for trained networks.
Algorithm 7.2: Training and evaluation of the GP surrogate model described in Section 7.3.

We fit the GP using type-II maximum likelihood estimation. Let $P_\theta(g_{\text{fit}}(\text{X}_{\text{eval}}) | \text{X}_{\text{eval}})$ be the GP marginal likelihood of the dataset component $(\text{X}_{\text{eval}}, g_{\text{fit}}(\text{X}_{\text{eval}}))$ under a GP with kernel hyperparameters $\theta$, as given in Eq. (7.3). We fit the surrogate model jointly across model-and-task pairs in the surrogate model training dataset by
maximizing the joint marginal likelihood with respect to $\theta$:

$$\max_{\theta} \prod_{(r,s)} P_\theta(g_{\text{fit}}(X_{\text{eval}}^r)|X_{\text{eval}}^s).$$  \hspace{1cm} (7.6)$$

By optimizing Objective 7.6, we encourage the kernel hyperparameters $\theta$ to capture the implicit prior distribution over functions induced by the models in the family $F$ as applied to the datasets in the family $D$. Algorithm 7.2 gives the complete surrogate model training and evaluation process.

Why use (GP) surrogate models for NNs?

By estimating a prior over functions for a neural network family directly from neural network behavior, we aim to capture shared properties that determine the model family’s behavior on data, i.e., the model family’s inductive biases. There is strong evidence that the inductive biases of neural networks (e.g., invariances and equivariances, Markovian assumptions, compositionality) and not just data, play an important role in their performance (Poggio, Mhaskar, et al. 2017; Tiňo et al. 2004; Lin and Tegmark 2017; Fukushima 2004; Werbos 1988). Moreover, deep NNs are highly overparametrized models that can nevertheless generalize well, prompting interest in implicit regularization mechanisms that bias NNs towards learning simpler solutions (Soudry et al. 2018; Poggio, Kawaguchi, et al. 2018; Neyshabur, Bhojanapalli, et al. 2017). More broadly, the extrapolation behavior of any learning machine is underdetermined by data alone and therefore depends on its inductive biases (Mitchell 1980).

GPs, in particular, offer several advantages as surrogate models of NNs. Firstly, GPs are flexible models that are also often interpretable in the sense that the learned hy-
perparameters can provide insights into properties of the datasets on which they are trained (Wilson and Adams 2013). As an example, many covariance functions have separate lengthscales for each input dimension. An inverse lengthscale captures an input dimension’s “importance;” in Section 7.4, we demonstrate that we can use these lengthscales to predict generalization behavior, suggesting that the GP surrogate representation is practically useful in automating model selection.

Secondly, the use of GP surrogate models is also motivated by the theoretical connections between GPs and NNs. Neal (1996) showed that a prior over the parameters of certain single-layer multi-layer perceptrons (MLPs) converges to a GP as the MLP’s width approaches infinity, and recent works (Lee, Bahri, et al. 2017; Matthews et al. 2018; Novak, Xiao, Bahri, et al. 2019; Garriga-Alonso et al. 2019; Yang 2019) have extended this correspondence to deep MLPs and more modern NN architectures. Connections between GPs and NNs can provide insight because they transform the priors implicit in NNs designs into explicit priors expressed through a GP. However, our strategy to derive such a connection differs from this prior theoretical work that derives analytic kernels for limiting cases of NNs—we take an empirical approach by learning GP kernels directly from the predictions of arbitrary classes of finite NNs.

Lastly, GPs have a tractable marginal likelihood. Probabilistic models allow us to express inductive biases in the form of an explicit prior distribution, but the marginal likelihood is intractable for most complicated Bayesian models. In contrast, for GPs, the marginal likelihood has a closed form expression, which means that we can optimize it directly instead of resorting to approximations.

Demonstration: Comparing learned GP priors with NN priors

We briefly demonstrate the surrogate modeling framework of Section 7.3. As a simple sanity check, we verify that GP surrogates learned from varying NN families exhibit meaningful variation in behavior. To do this, we learn GP priors from varying NN families and compare the learned priors with the NN families.

**NN hyperparameters.** We consider ensembles of 50 randomly initialized NNs with ReLU or sin activations and 16 or 32 hidden layers of 128 hidden units each. We randomly initialize the weights about zero with weight variance $\sigma_w^2 = 1.5$ and bias variance $\sigma_b^2 = 0.05$.

**GP surrogate.** For each ensemble, we learn the hyperparameters of a randomly initialized SMK with $Q = 10$ mixture components by optimizing Objective 7.6 for 350 iterations with batch gradient descent and the adaptive momentum (Adam) optimizer (Kingma and Ba 2015) with a learning rate $\eta = 0.1$. We choose the kernel hyperparameters with the highest objective value across three random initializations.

**Results.** We plot NN predictions and samples from the learned GP priors in Fig. 7.3. The learned GP captures the periodicity of the sinusoidal neural networks (sinusoidal NNs),
and partially captures the increasing-decreasing behavior of rectifier NNs about a cusp; though, due to the SMK parameterization, it cannot capture the discontinuity at the cusp. The GP also captures differences in depths for the sinusoidal NNs: The GP prior samples for the 32-layer networks are quickly varying, indicating shorter lengthscales have been learned. Taken together, the results of this demonstration show that GP surrogates can capture certain NN behavior.

7.4 Experiments

We provide a series of demonstrations of the value of the approach of Section 7.3. Each experiment aims to investigate the properties of one or more neural network families, specified by neural network (NN) hyperparameters, as evaluated on one or more dataset families, parameterized as target functions, by analyzing the corresponding Gaussian process (GP) surrogate model. In Section 7.4, we capture previously established NN phenomena, while in Section 7.4, we predict NN generalization behavior.

Reproduction: Capturing spectral bias in NNs

Rahaman et al. (2019) demonstrated that deep rectifier NNs exhibit spectral bias, the preference to learn lower frequencies in the target function before higher frequencies. To demonstrate this, the authors studied the Fourier spectrum of rectifier NNs fit to a sum of sinusoidal functions of varying frequencies. In this section, we take an alterna-
tive approach: We learn kernels from NN predictions at various stages of training and demonstrate that the evolution of these learned kernels captures the spectral bias.

**NN hyperparameters.** As in Rahaman et al. (2019), we train an NN with 6 hidden layers of 256 units and ReLU activations using full-batch gradient descent with Adam and a learning rate of $\eta = 3 \times 10^{-4}$.

**Target function.** The target functions are sums of sine functions with frequencies in $(5, 10, \ldots, 45, 50)$ and phases drawn from $U(0, 2\pi)$, evaluated at 200 points evenly spaced between $[0, 1]$, as in Rahaman et al. (2019).

**GP surrogate.** We learn the parameters of a spectral mixture kernel (SMK) with $Q = 10$ mixture components by optimizing Objective 7.6 with Adam for 350 iterations with a learning rate of $\eta = 0.1$. Since the marginal likelihood of the SMK is multi-modal in its frequency parameters, we repeat this optimization for three different random initializations of the kernel parameters and choose the hyperparameters with the largest marginal likelihood value (the value of Objective 7.6). We randomly initialize the length-scales $v_i$ by sampling from a truncated normal distribution whose variance depends on the maximum distance between input points. We set the signal variances $w$ to the variance of the target function values divided by the number of mixture components. The frequency hyperparameters of the SMK are sometimes initialized by sampling from a uniform distribution whose upper limit is the Nyquist frequency (Wilson and Adams 2013); since this target function’s largest frequency is smaller than the Nyquist frequency, we instead set a smaller frequency as the upper limit.

**Results.** Fig. 7.4 displays the NN predictions and the kernel of the corresponding GP surrogate at different iterations of NN training. The kernel function, which is given in Eq. (7.5), reflects how the similarity between function values varies with the distance between their input points. The structure of the learned kernel reflects the properties of the NN family: Initially, the learned kernel only captures low frequencies in the NN’s predictions—reflected in the long period of the kernel—consistent with the spectral bias of Rahaman et al. (2019). However, as training progresses, the periodicity of the learned kernel reflects both low and high frequencies.

**Reproduction: Depth pathologies in randomly initialized NNs**

Hyperparameter selection in NNs is not always theoretically grounded. Many recent studies thus characterize how different hyperparameter choices (e.g., depth, width) affect the properties of NNs at random initialization (Schoenholz et al. 2017; Yang 2019; Xiao

\[\text{‡Since the SMK is a stationary covariance function, we graph against the distance between input points rather than the absolute value of the input points themselves.}\]
Towards that end, recent work showed that increasing depth could actually induce pathologies in randomly initialized NNs (Labatie 2019; Duvenaud, Rippel, et al. 2014). For example, Duvenaud, Rippel, et al. (2014) proved that increasing depth in a certain class of infinitely wide NNs produces functions with ill-behaved derivatives. As a result, these functions are quickly varying in the input space.

We empirically study a similar pathology—quick variation in input space—that emerges in randomly initialized, finite-width, finite-depth NNs. To do this, we fit GP surrogates to randomly initialized NN ensembles of varying depths and activation functions and inspect how the learned kernels change with depth. If NNs exhibit this pathology, the learned covariance will decay sharply with distance.

**NN hyperparameters.** We consider families of NNs of varying activation functions (\(\sin(a \sin(bx + c))\) and ReLU (\(\max(0,x)\))) and varying depths (from 16 to 512 layers). From each family, we sample an ensemble of 50 randomly initialized NNs, each with 128 hidden units in each layer. We randomly initialize NN weights about zero with weight variance \(\sigma_w^2 = 1.5\) and bias variance \(\sigma_b^2 = 0.05\).

**GP surrogate.** We sample 10 ensembles of 50 randomly initialized NNs, and learn an SMK kernel by optimizing Objective 7.6 separately for each ensemble, running Adam (Kingma and Ba 2015) for 750 iterations with a learning rate of \(\eta = 0.1\). We choose the kernel hyperparameters with the highest mean marginal likelihood among three random initializations. To ensure our results are robust across random ensembles, we consider an averaged learned kernel: Suppose we have \(n\) kernels, \(k_1(\cdot), \ldots, k_n(\cdot)\), learned from \(n\) different ensembles from the same family. The average learned kernel, \(\bar{k}\), is defined as \(\bar{k}(\tau) = \frac{1}{n} \sum_{i=1}^{N} k_i(\tau)\).
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Results. Fig. 7.5 plots the average learned kernels for NN families with varying activation functions and depths, as well as the predictions of those NN families. Across both activation functions, the learned kernels reveal a pathology: For large depths, the covariance (Fig. 7.5, right) sharply decays towards zero with distance. The NN predictions (Fig. 7.5, left) explain this property of the learned kernels: At large depths, the deep NNs vary quickly in the input domain, which causes the SMK to learn short length scales. Interestingly, this pathology emerges at different depths for different activation functions: We see rectifier NNs exhibit this pathology with 256 layers while sinusoidal NNs exhibit this pathology with 512 layers.

Ranking NN generalization with the GP marginal likelihood

In previous sections, we demonstrated that GP surrogate models could yield insight into NN behavior. The benefits of GPs extend beyond this. Since the GP marginal likelihood has a closed form expression, many have advocated for using the marginal likelihood in model selection and as an indicator of expected generalization performance (MacKay 1992a). In this section, we leverage the learned GP surrogate to rank NNs by their generalization error with the GP marginal likelihood. In particular, we learn GP surrogates from different NNs at random initialization, and we then study if the marginal likelihood of the surrogates can rank the NNs by test error after training. In the following experiments with varying classes of NN families, we find that we can indeed predict test error using the marginal likelihood of the training set under the learned surrogate GP.

The idealized case: Large-width NNs

Before we consider arbitrary NN families, we check that the marginal likelihood is predictive in an idealized setting. In particular, we consider large-width NNs whose infinite-width analogs are equivalent to GPs (Lee, Bahri, et al. 2017). If the marginal likelihood is not predictive in this case in which the kernel function can be analytically determined, it is unlikely to be useful in a general setting where the kernel is learned and GPs approximate NNs priors but are not equivalent.

NN hyperparameters. We consider NNs with sin or Gauss error function (erf)$^\S$ activations and 2 hidden layers of 1024 units each. We randomly initialize the weights about zero with weight variance $\sigma_w^2 = 1.5$ and bias variance $\sigma_b^2 = 0.05$. We train an ensemble of 50 randomly initialized NNs from each family using full-batch (vanilla) gradient descent with learning rates of $\eta \in \{0.01, 0.1\}$.

Target function. The target function is sin(0.5x).

$^\S$Here, erf is defined as $a \text{erf}(bx) + c$, where $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$
Figure 7.6: Ranking generalization from MLL in large-width NNs. Mean and standard error of the test MSE of large-width sinusoidal and erf NNs trained with learning rates $\eta = 0.01$ (left) and $\eta = 0.1$ (right) on the target function of Section 7.4. The MLL of the target function under the surrogate model corresponding to the limiting kernel for each model family is shown in the legend. Consistent with expectations, the model family whose surrogate assigns higher MLL to the target function achieves lower test error for both values of $\eta$.

GP surrogate. We do not learn a kernel from NN predictions as in previous sections. Instead, we use the kernels corresponding to the infinite width analogs of the NNs using the neural-tangents package (Novak, Xiao, Hron, et al. 2020).

Results. Fig. 7.6 compares the performance of these NN families along with the marginal likelihood of the target function under the surrogate model. The performance (mean-squared error (MSE) on the test set) is averaged across each ensemble of NNs. The marginal log-likelihood (MLL) of the target function is higher for the better-performing NN family.

Small width neural networks and learning the kernel

In the previous experiment, we showed that the marginal likelihood could be predictive when we consider large-width NNs and when we use a corresponding, analytically derived kernel. Is the marginal likelihood predictive when we consider smaller-width NNs and when we learn the kernel empirically?

NN hyperparameters. We consider ensembles of width 16, depth 4 NNs from two families: NNs with sin activations and NNs with ReLU activations. We randomly initialize weights about zero with weight variance $\sigma_w^2 = 1.5$ and bias variance $\sigma_b^2 = 0.05$. We train an ensemble of 50 randomly initialized NNs from each family on the target functions using full-batch gradient descent with a learning rate of $\eta = 0.1$.

Target function. The target function families mirror the NN model families: We collect predictions from randomly initialized, width 16, depth 4 NNs with sin or ReLU activations. These target functions are a useful sanity check, as the inductive biases of the model families are perfectly suited for a target function family.
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**Figure 7.7:** Ranking generalization from MLL in small-width NNs. Mean and standard error of test MSE (left) of small-width sinusoidal and rectifier NN ensembles on sin (top) and ReLU (bottom) target function families, with the target function MLL under the surrogate learned from each model family in the legend. Covariance (right) of surrogate kernels alongside data kernels learned from the sin (top) and ReLU (bottom) target function families. Even in the small-width regime and when the kernel is learned, the model family whose surrogate assigns a higher MLL to the target function attains lower error (left); the surrogate kernel learned from the better-performing model family better matches the data kernel (right).

**GP surrogate.** For each ensemble, we learn the hyperparameters of an SMK with \( Q = 5 \) mixture components by optimizing Objective 7.6 across the ensemble. To optimize, we randomly initialize the kernel hyperparameters and run Adam for 250 iterations with a learning rate of \( \eta = 0.1 \). We initialize the frequency parameters by sampling from a uniform distribution whose upper limit is the Nyquist frequency. We choose the kernel hyperparameters with the highest objective value across three random initializations.

**Results.** In Fig. 7.7, we compare the performances of the two NN families on the two target function families. We also display the kernels learned from NN behavior (sin surrogate kernel or ReLU surrogate kernel) and learned from the target function family (data kernel) directly. Across both experiments, the MLL averaged across the target function family of the better-performing NN family is higher. In general, the structure of a learned kernel reflects the properties of the learned GP prior, and so we can compare kernels to assess similarity between target function and NN families. We see that the data kernel provides a better qualitative match to the kernel of the better-performing model family.
Figure 7.8: Ranking generalization performance from MLL across different learning algorithms and architectures. Each panel displays mean and standard error of test MSE of an NN family trained on the target function \( \sin(0.5x) \) with noise; legend displays MLL of the training data under the surrogate for one of two NN families: 1-layer (256 hidden units) sinusoidal or rectifier NNs (top); 3-layer (256 hidden units) sinusoidal or rectifier NNs (bottom). NNs are trained with batch gradient descent with Adam (learning rates \( \eta = 0.0003, \eta = 0.0003 \)) or vanilla batch gradient descent (\( \eta = 0.01 \)). Across architectures and learning algorithms, the NN family whose surrogate assigns higher MLL to the target function achieves lower test error.

Systematic study of various learning rates and architectures

In this last experiment on ranking generalization performance, we establish that Gaussian process surrogates reliably rank performance across a range of learning rates and gradient descent algorithms.

**NN hyperparameters.** We consider ensembles of randomly initialized NNs with sin or ReLU activations and 1 or 3 hidden layers with 256 hidden units in each layer. We randomly initialize the weights about zero with weight variance \( \sigma_w^2 = 1.5 \) and bias variance \( \sigma_b^2 = 0.05 \). We train 50 randomly initialized NNs from each family using either vanilla full-batch gradient descent with a constant learning rate of \( \eta = 0.01 \), or Adam (Kingma and Ba 2015) using learning rates of \( \eta \in [0.0003, 0.003] \).

**Target function.** We consider a target function of \( \sin(0.5x) \).

**GP surrogate.** For each ensemble, we learn the hyperparameters of an SMK with \( Q = 5 \) mixture components by optimizing Objective 7.6 across the ensemble. To optimize, we
randomly initialize the kernel hyperparameters and run Adam for 250 iterations with a learning rate of $\eta = 0.1$. We choose the kernel hyperparameters with the highest objective value across three random initializations. To randomly initialize the frequency parameters, we uniformly sample from the real-valued interval $(0, 25]$.

**Results.** In Fig. 7.8, we find that the marginal likelihood of the better-performing NN family is higher. The marginal likelihood depends on the diagonal noise $\sigma_n^2$ added to the Gram matrix (Eq. (7.3)). We find that our result are robust across three levels of this diagonal noise ($10^{-3}, 10^{-4}, 10^{-5}$). These results suggest we can rank these NN families when they are not in the asymptotic regime and when we learn the kernel, in contrast to Section 7.4, as well as when *a priori* no model family should perform better, unlike Section 7.4.

**Predicting the NN generalization gap with the GP marginal likelihood**

In the previous section, we predicted generalization using kernels learned from randomly initialized NNs. However, some design choices do not affect NN properties at random initialization but may still strongly influence generalization (*e.g.*, learning algorithm). Motivated by this, we characterize trained NN properties on the validation set and compare these properties to the training data. We focus on the validation set because it is more informative of extrapolation. If the NN extrapolates well, its predictions on the validation set should be “similar” in some sense to the dataset. On the other hand, significant discrepancies could indicate poor extrapolation. This intuition motivates our analysis.

In particular, we learn a kernel from the training data and a kernel from NN predictions on a validation set. We then quantitatively compare these kernels by computing
a metric we describe in more detail later. We find that a lower similarity between these kernels correlates with a larger generalization gap (i.e., poorer extrapolation), defined as the difference between test error and training error (e.g., Jiang et al. 2020).

**NN hyperparameters.** We train ensembles of randomly initialized NNs with sigmoid-weighted linear unit (SiLU) (Elfwing et al. 2018), Gaussian error linear unit (GELU) (Hendrycks and Gimpel 2016), ReLU (Fukushima 1975; Nair and Hinton 2010), or hyperbolic tangent (tanh) activations, and two layers of 128 hidden units. We use the LeCun normal initialization with a scale of 1.5 (LeCun, Bottou, et al. 2012). We train 25 NNs with full-batch gradient descent using Adam with a learning rate of $\eta = 0.003$. We want to assess if our approach can distinguish between NNs with similar training behavior but varying generalization performance. We train NNs either for a maximum number of iterations, a hyperparameter, or until training error reaches zero.
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Target functions. We consider a set of naturalistic regression tasks from the UC Irvine Machine Learning Repository (UCI) dataset (Dua and Graff 2017), spanning a range of dataset sizes and input dimensions. We split each of the datasets into a 72/8/20 train/validation/test split. Both the data input and output are standardized by mean-centering and dividing by the standard deviation dimension-wise so that the target values and each dimension of the data input have near zero mean and unit variance. We subsample 2,000 datapoints for datasets with more than 2,000 datapoints, as in Simpson et al. (2021) and Liu, Sun, et al. (2020).

GP surrogate. We learn a data kernel directly from the training dataset. We also learn a surrogate kernel from NN predictions on the validation set. In both cases, we use the Matérn kernel (MK) since the SMK can struggle for higher-dimensional inputs. We learn a separate lengthscale for each input dimension (i.e., feature) of the data. We denote the lengthscales for a kernel as its lengthscale profile. We call the data kernel’s lengthscales the data lengthscales and the surrogate kernel’s lengthscales the surrogate lengthscales. To quantify the mismatch between NN validation predictions and the training data, we consider the correlation in lengthscale profiles across features. This is the correlation between the data and surrogate lengthscales.

Results. Fig. 7.9 gives intuition for our more general result in Fig. 7.10. For two UCI datasets, we compare the data lengthscales and the surrogate lengthscales for a two-layer GELU NN. The vertical axis corresponds to (normalized) learned lengthscales for each input dimension. When the generalization gap is small, the data kernel and surrogate kernel are similar; the same features have similar lengthscales (Fig. 7.9, right). When the generalization gap is large, the data kernel and surrogate kernel have discrepancies. For example, the surrogate lengthscales for features 1 and 6 are larger than 1, but the data lengthscales for feature 1 and 6 are smaller than 1 (Fig. 7.9, left).

In Fig. 7.10, we summarize our results across different architectures, datasets, and maximum training iterations. We display the generalization gap against the correlation in lengthscale profiles across features. The similarity in lengthscale profiles negatively correlates with generalization gap across a range of architectures and max iterations. The Pearson correlation coefficients range from -0.856 to -0.528. In Appendix B.3, we additionally demonstrate that these results are insensitive to outlier datasets by performing a dataset-sensitivity analysis.

¶For this visualization, we divide the learned lengthscale for each dimension by the difference between the maximum feature value and minimum feature value for each dimension. By doing so, we can interpret a lengthscale that is much greater than 1 as suggesting that the NN predictions do not vary much along that dimension.
7.5 Discussion

In this chapter, we illustrated the potential of modeling neural networks with Gaussian process surrogates. We empirically characterized phenomena in neural networks by interpreting kernels learned directly from neural network predictions, capturing the spectral bias of deep rectifier networks and pathological behavior in deep, randomly initialized neural networks. We further demonstrated that Gaussian process surrogates could predict neural network generalization by ranking test error performance by marginal and by quantifying the generalization gap via a surrogate-data kernel discrepancy. Taken together, these results suggest that Gaussian process surrogates may be a valuable empirical tool for investigating deep learning, and future work could aim to use this framework to complement existing approaches to interpretability (e.g., Ribeiro et al. 2016) and extrapolation (e.g., Xu, Zhang, et al. 2021).

We note a couple of limitations of our current study. First, though the framework is in principle applicable to broader settings, we restricted this first exploration to regression tasks and feed-forward neural network architectures. A broader study of more architectures on more types of tasks would be challenging due to the need to scale Gaussian processes but potentially rewarding, as characterizing properties of neural networks as used in practice is a significant open problem with far-reaching implications (Sejnowski 2020). Second, we learn point estimates of kernel hyperparameters (type II maximum likelihood; Gelman et al. 2013). Although this is standard, we could infer the posterior over hyperparameters using Markov chain Monte Carlo (MCMC) or variational inference (Lalchand and Rasmussen 2020; Murray and Adams 2010; Simpson et al. 2021) to perform a fully Bayesian analysis. We also could explore a richer set of kernels, such as compositional kernels (Duvenaud, Lloyd, et al. 2013). These directions are exciting avenues for future work.
Part IV
Chapter 8

Conclusion
Modern machine learning systems, including deep-learning models, provide new flexibility to build models and solve problems in applied and scientific domains. However, this flexibility comes with its own cost, as it is now increasingly difficult to understand the assumptions that underlie these systems. Understanding implicit inductive biases of machine learning systems is therefore crucial for scientists interested in using machine learning as a modeling tool in the service of scientific insights; this understanding also benefits machine learning practitioners interested in improving interpretability and predictability in applied systems. This dissertation has advanced cognitive analyses as a means of addressing this challenge, and has developed new connections between paradigms in cognitive science and machine learning (Part II) that enable behavioral (Part I) and computational (Part III) studies of machine learning systems. In this final section, I highlight some ensuing directions for future work.

Collecting richer behavioral data from both humans and machines. As argued in Part I, extrapolation behavior in carefully designed probe tasks is much more revealing of inductive biases than simple metrics like accuracy. As another example, recent work (Langlois et al. 2021) operationalized notions of visual selectivity that are explicitly comparable between cognitive and machine learning systems in order to understand whether machine learning systems and humans use similar image regions to make classification decisions. These works are a start to capturing richer notions of human behavior than performance or accuracy. In turn, these richer notions can be used as a point of comparison for machine learning systems—or as an explicit objective to bring machine learning systems closer to human cognition—and as a starting point for a computational model of a cognitive phenomenon. Future work has the opportunity to develop richer experimental protocols that probe specific facets of inductive biases in both machine learning and human cognitive systems.

Complementing behavioral and black-box analyses of machine learning systems. Examining inductive biases in machine learning systems on the basis of behavior alone allows us to avoid the simplifying assumptions present in much theoretical work investigating implicit inductive bias. However, the behavioral and black-box approaches advanced in Part I and Part III lose the ability to make use of detailed knowledge about the design specification of the system as well as internal representations that are available for analysis (e.g., in the context of neural networks, intermediate-layer activations, or the effect of targeted perturbations). Future work has the opportunity to make use of more detailed knowledge about the machine learning system under investigation in order to analyze its inductive biases more precisely. Understanding machine learning systems at this level of analysis—closer to neuroscience than higher-level cognition—would allow us to render explicit assumptions that impact the use of machine learning systems as computational models in scientific applications, including cognitive science.
Re-centering inductive bias as a design principle. Because of the fundamental relationship between inductive bias and extrapolation, we can often guarantee extrapolation behavior in machine learning systems by designing or determining the inductive biases that are at play. Much classical and recent work in machine learning has aimed to control such inductive biases explicitly in the design process by using, for example, object-centric models to express physical constraints (Chang et al. 2017) or graph neural networks to express relational constraints (Van Steenkiste et al. 2018). However, current machine learning systems are incredibly complex, and there are factors beyond targeted design choices that control inductive biases. Future work can make progress towards a causal understanding of how design decisions correspond to inductive bias specification—for example, how a particular neural network architecture might increase or decrease the propensity to memorize individual datapoints as characterized in Chapter 3. This understanding has consequences for designing robust and reliable systems in science and engineering.
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Appendix A

Mathematical derivations

A.1 Recasting meta-learning as hierarchical Bayes
Simultaneous Diagonalization

Lemma 1. Suppose $A$ and $B$ are $n$-by-$n$ real symmetric matrices, and furthermore that $B$ is positive definite. Then there exists a nonsingular $X$ such that both $X^TAX$ and $X^TBX$ are diagonal.

Proof. Let $Q^TBQ = \text{diag}(b_1, \ldots, b_n)$ be the spectral decomposition of $B$, where $b_i > 0$ for all $i$ since $B$ is positive definite. Set $P = Q \cdot \text{diag}(1/\sqrt{b_1}, \ldots, 1/\sqrt{b_n})$, and let $(PZ)^TAP = \text{diag}(a_1, \ldots, a_n)$ be the Schur decomposition of $P^TAP$.

Set $X = PZ$. Then $X^TAX$ is diagonal as a rewriting of the Schur decomposition. Furthermore, noting that $Z^TZ = \mathbb{I}$ and $P^TBP = \mathbb{I}$, it can be easily verified that and $X^TBX$ is diagonal:

$$X^T BX = (PZ)^T BPZ = Z^T P^T BPZ = Z^T Z = \mathbb{I}.$$ 

The nonsingular matrix $X$ in Lemma 1 can be determined by computing the Cholesky factorization $B = GG^T$, then computing $C = G^{-1}AG^T$, then computing the Schur decomposition $Q^TCQ = \text{diag}(a_1, \ldots, a_n)$, and finally setting $X = G^{-1}Q$ Golub and Van Loan (Algorithm 8.7.1 in 1983). However, it should be noted that the matrix $X$ does not uniquely ensure that both $X^TAX$ and $X^T BX$ are diagonal. In particular, replacing $B$ with a suitable nonnegative definite convex combination of $A$ and $B$ provides another matrix $X$ that such that both $X^TAX$ and $X^T BX$ are diagonal Golub and Van Loan (Theorem 8.7.1 in 1983).

Early Stopping as Regularization

Given the linear system $\hat{y} = X\phi$, we may consider the regularized linear least proves problem

$$\min \left( \|X\phi - y\|_P^2 + \|\phi - a\|_Q^2 \right)$$

(A.1)

where $a$ is a vector in $\mathbb{R}^n$, and $P$ and $Q$ are symmetric positive definite matrices with norms defined by $\|z\|_P = z^TP^{-1}z$ and similarly for $Q$. Note that if $P$ and $Q$ are variance-covariance matrices, then Problem (A.1) is a standard statistical regularization problem. Additionally, consider a convergent iterative method of the form

$$\phi_{(k)} = \phi_{(k-1)} + MX^T P^{-1} (y - X\phi_{(k-1)})$$

(A.2)

where $M$ is a nonsinglar matrix.

Santos (1996) shows that every solution to Eq. (A.1) is an iterate given by Eq. (A.2) and vice versa. We state this equivalence result in the following two theorems and refer the reader to Santos (1996) for the complete proof.
Theorem 2 (3.1 in Santos (1996)). The solution to the regularized problem in Eq. (A.1) has an equivalent truncated iterative solution of the form Eq. (A.2). In particular, for a positive iteration index $k_0$, there exists a matrix $M$ such that $\phi(k_0)$ given by Eq. (A.2) solves Eq. (A.1).

Proof. Since $Q$ and $X^T P^{-1} X$ are symmetric and $Q^{-1}$ is positive definite, we can simultaneously diagonalize them. Thus, there exists a nonsingular matrix $A$ such that $A^T QA^{-1} = \text{diag}(1/q_1, \ldots, 1/q_n)$ and $A^T X^T P^{-1} X A = \text{diag}(p_1, \ldots, p_n)$ with $q_i > 0$ and $p_i \geq 0$ for $i = 1, \ldots, n$. Consequently,

$$A^{-1} Q X^T P^{-1} X A = A^{-1} Q A^{-T} A^T X^T P^{-1} X A = \text{diag}(p_1 q_1, \ldots, p_n q_n).$$

Given a truncation index $k_0$, let

$$M = A \text{diag}(\lambda_1, \ldots, \lambda_n) A^T,$$

where $\lambda_i = (1/p_i)[1 - (1 + p_i q_i)^{-1/k_0}]$ if $p_i \neq 0$ and 1 otherwise.

\[\square\]

Theorem 3 (3.2 in Santos (1996)). Every truncated-iterative solution of the form Eq. (A.2), where $M$ is a symmetric positive definite matrix, is the solution of a regularized problem of the form Eq. (A.1); i.e., for every $k$ and matrices $M$ and $P$, there exists a matrix $Q$ such that $\phi(k)$ in Eq. (A.2) solves Eq. (A.1).

By taking $P = I$ and $M = \text{diag}(\eta/2, \ldots, \eta/2)$ in Theorem 3, we are assured that for each iterate $k$ of the standard steepest descent update rule

$$\phi(k) = \phi(k-1) - \eta X^T (X \phi(k-1) - y)$$
$$= \phi(k-1) - \eta \nabla \phi \left[ \|X \phi - y\|_2^2 \right] (\phi(k-1))$$

and for each $a$ that there exists a matrix $Q$ such that $\phi(k)$ solves

$$\min \left( (X \phi - y)^T (X \phi - y) + (\phi - a)^T Q^{-1} (\phi - a) \right).$$ (A.3)

Thus, gradient descent with early stopping at iteration $k_0$ is equivalent to regularization of the corresponding linear least squares problem.

Regularization as MAP Estimation

We may identify Eq. (A.3) as a negative log posterior minimization problem. In particular, assuming a conditional Gaussian likelihood over $y$ with identity covariance and a Gaussian
prior over $\phi$ with mean $a$ and covariance $Q$ and subsequently dropping all terms that do not depend on $\phi$ gives
\[
\arg\min_{\phi} -\log p(\phi | X, y) = \arg\min_{\phi} (-\log p(y | X, \phi) - \log p(\phi))
\]
\[
= \arg\min_{\phi} (-\log \mathcal{N}(y; X\phi, \|) - \log \mathcal{N}(\phi; a, Q))
\]
\[
= \arg\min_{\phi} \left( \frac{1}{2} (y - X\phi)^T \|^{-1} (y - X\phi) + \frac{1}{2} (\phi - a)^T Q^{-1} (\phi - a) \right)
\]
which admits the same minimizer as Eq. (A.3). Thus, the solution to the regularized problem is also the maximum a posteriori estimate of the given probabilistic formulation.

The Form of the Prior in the Linear Case

It is instructive to investigate the form of the prior imposed by early stopping in the linear case. If $O$ is an orthogonal $D \times D$ matrix such that $O^T X^T X O = \text{diag}(\lambda_1, \ldots, \lambda_D)$, then, using the proof of Theorem 3 in (Santos 1996), $\phi(k)$ in Eq. (A.2) is the solution of the problem
\[
\arg\min_{\phi} \left( \|y - X\phi\|^2 + \gamma \|D^{-1/2} O^T \phi\|^2 \right), \tag{A.4}
\]
where $D = \text{diag}(\mu_i)$ for
\[
\mu_i = \begin{cases} 
\frac{1}{\lambda_i} \left[ (1 - \eta \lambda_i)^k \right] - 1 & \text{if } \lambda_i \neq 0 \\
1 & \text{otherwise.}
\end{cases}
\]

Rewritten as the problem
\[
\arg\min_{\phi} -\log p(\phi | X, y),
\]
(A.4) corresponds to taking a Gaussian prior with mean $\mu = 0$ and covariance $\Sigma = \gamma^{-1} O D O^T$.

Since $O$ orthogonally diagonalizes $X^T X$, $O$ is the matrix of eigenvectors of $X^T X$ and the $\lambda_i$ are the corresponding eigenvalues. Therefore, the regularization term can be understood as a Mahalanobis distance of which eigenvalues of the covariance, $X^T X$, are rescaled to $(\gamma \lambda_i)^{-1} \left[ (1 - \eta \lambda_i)^{-k} - 1 \right]$. In particular, if the step size and all eigenvalues are small (i.e., $\eta \lambda_i < 1$), the new eigenvalues grow exponentially in the number of steps $k$, proportional to the regularization coefficient $\gamma$.

Assuming the design matrix, $X$, is centered and full rank, we can understand the above as defining a data-dependent prior covariance whose width in the directions of greatest variation in the data (i.e., the eigenvectors of the unscaled sample covariance matrix $X^T X$ with the largest eigenvalues, also known as the principal eigenvectors) grows exponentially in the number of gradient descent steps $k$. Interpreted as a form of regularization, the prior thus favors dimensions of extreme variation in the data by more lightly penalizing the magnitude of the weights in these principal component directions.
The Form of the Prior in the General Case

A central motivation behind MAML is that the learned weight initialization is one or a few gradient steps away from an optimal parameter setting to solve any given task sampled from the task distribution. Thus, for a general nonlinear model, we can understand the behavior of fast adaptation via a quadratic approximation in the neighborhood of an optimal parameter setting $\phi^*$.

Consider the second-order Taylor series expansion of the objective $L$ about a minimum $\phi^*$:

$$\tilde{L}(\phi) = L(\phi^*) + \frac{1}{2} (\phi - \phi^*)^T H(\phi^*) (\phi - \phi^*)$$  \hspace{1cm} (A.5)

where the first order derivative vanishes, $H$ is the Hessian of $L$ and we omit the dependence on the data $(X, y)$ of $L$ and $H$.

Taking the gradient of Eq. (A.5) gives the steepest descent update

$$\phi_k = \phi_{k-1} - \eta H(\phi^*) (\phi_{k-1} - \phi^*) .$$

By writing $\phi_k = (I - \eta H(\phi^*))^k \phi_0 - \eta H(\phi^*) \phi^* \sum_{j=0}^{k-1} (I - \eta H(\phi^*))^j$

By an argument analogous to the proof of Theorem 3 in Santos (1996), $\phi_k$ is then a solution to

$$\min_{\phi} \left( \tilde{L}(\phi) + \|\phi - \phi_0\|_Q^2 \right)$$  \hspace{1cm} (A.6)

for $Q = O \Lambda^{-1} ((I - \eta \Lambda)^{-k} - I) O^T$, a rescaling of the eigenvalues of $H(\phi^*) = O \Lambda O^T$. In particular, the rescaling occurs so that, for each $i$,

$$\lambda_i \leftarrow \frac{(1 - \eta \lambda_i)^{-k} - 1}{\lambda_i} .$$

which can be further rewritten as

$$\phi_k = \phi_0 - \eta H(\phi^*) (\phi_0 - \phi^*) - \eta O \Lambda^{-1} [I - \eta \Lambda]^{-k} O (\phi_0)$$

Therefore, early stopping after a single or a few steps of fast adaptation under a quadratic approximation to the loss corresponds to a regularization that penalizes directions of high curvature of the loss more lightly.

The second-order expansion is sometimes also called the Newton approximation because the assumption that $\tilde{L}(\phi)$ is a valid local approximation of $L(\phi)$ is the central motivation behind Newton’s method.
Alternatively, if we take a probabilistic interpretation of the regularization, so that $Q^{-1}$ is the covariance of a Gaussian prior over the parameters, then we see that the eigenvalues of the covariance are rescaled such that, for each $i$,

$$\lambda_i \leftarrow \frac{\lambda_i}{(1 - \eta \lambda_i)^{-k} - 1}. $$

Under this formulation, early stopping corresponds to MAP inference with a Gaussian prior with exponentially high variance in directions of high curvature of the loss.
Appendix B

Additional experimental results

B.1 Nonparametric priors for non-stationarity
Extended related work

Multi-task learning. Rosenstein et al. (2005) demonstrated that negative transfer can worsen generalization performance, and avoidance of negative transfer has motivated much work on hierarchical Bayes in transfer learning and domain adaptation (e.g., Lawrence and Platt 2004; Yu et al. 2005; Gao et al. 2008; Daumé III 2009; Wan et al. 2012). Closest to our proposed approach is early work on hierarchical Bayesian multi-task learning with neural networks that places a prior only on the output layer (Heskes 1998; Bakker and Heskes 2003; Salakhutdinov et al. 2013; Srivastava and Salakhutdinov 2013). In contrast, we place a nonparametric prior on the full set of neural network weights. Furthermore, none of these approaches were applied to the episodic training setting of meta-learning. Similar to our point estimation procedure, Heskes (1998) and Srivastava and Salakhutdinov (2013) propose training a mixture model over the output layer weights of a neural network using MAP inference. However, these approaches do not scale well to all the layers in a network as performing full passes on the dataset for inference of the full set of weights is computationally intractable in general.

Clustering. Incremental or stochastic clustering was considered in the EM setting in Neal and Hinton (1998), and in the K-means setting in Sculley (2010). Lin (2013) conducted online learning of a nonparametric mixture model using sequential variational inference. A key distinction between our work and these approaches is that we leverage the connection between empirical Bayes in a hierarchical model and gradient-based ML (Grant et al. 2018) to use a MAML-like (Finn, Abbeel, et al. 2017) objective as a log posterior surrogate. This allows our algorithm to make use of a scalable stochastic gradient descent optimizer instead of alternating a maximization step with an inference pass over the full dataset (c.f., Srivastava and Salakhutdinov 2013; Bauer et al. 2017).

Our approach is also distinct from recent work on gradient-based clustering (Greff et al. 2017) since we employ the episodic batching of Vinyals et al. (2016). This can be a challenging setting for a clustering algorithm, as the assignments need to be computed using, for example, \( K = 1 \) examples per class in the 1-shot setting.

Contrasting the batch and stochastic settings. In the stochastic setting, access to past data is unavailable, and so none of the standard algorithms and heuristics for inference in nonparametric models are applicable Jain and Neal (e.g., 2004) and Hughes et al. (2012). In particular, our proposed algorithm does not refine the cluster assignments of previously observed points by way of multiple expensive passes over the whole dataset.

In contrast, we incrementally infer model parameters and add components during episodic training based on noisy estimates of the gradients of the marginal log-likelihood. Moreover, we avoid the need to preserve task assignments, which is potentially harmful due to stale parameter values, since the task assignments in our framework are meant to be easily reconstructed on-the-fly using the E-STEP with updated parameters \( \theta^{(0)}, \ldots, \theta^{(L)}, G \).
Maximum a posteriori estimation as iterated conditional modes. Due to the high-dimensionality of the parameter set of neural networks, we consider a mode estimation procedure based on iterated conditional modes (ICM) (Besag 1986; Zhang, Brady, et al. 2001; Welling and Kurihara 2006; Raykov et al. 2016) that can leverage gradient computation instead of the expensive process of Gibbs sampling. Iterated conditional modes (ICM) is a greedy strategy that iteratively maximizes the full conditional distribution for each variable (i.e., computes the MAP estimate), instead of sampling from the conditional as is done in Gibbs sampling (Welling and Kurihara 2006). This leads to a fast point-estimation of the DPMM parameters in which we only need to track the means of the cluster priors.

Alternative inference procedures in probabilistic mixtures. A standard approach for estimation in latent variable models, such as probabilistic mixtures, is to represent the distribution using samples produced via some sampling algorithm. The most widely used is the Gibbs sampler (Neal 2000; Gershman and Blei 2012), which draws from the conditional distribution of each latent variable, given the others, until convergence to the posterior distribution over all the latents. However, in the setting of latent variables defined over high-dimensional parameter spaces such as those of neural network models, using a sampling algorithm such as the Gibbs sampler is prohibitively expensive (Neal 2012; Müller and Insua 1998). Instead of sampling, one can fit factorized variational distributions to the exact distribution $p(\phi, z|x) \approx q(\phi)q(z)$ (Ghahramani and Beal 2000; Blei, Jordan, et al. 2006). It should be noted that we do not claim that our method of point estimation in the DPMM is the most accurate method for posterior inference but we leave improved approximate inference extensions to future work.

The main drawback of using point estimates for a nonparametric mixture estimation is the inability to leverage the diffusion of the global prior $G_0$ when computing the likelihood of a new cluster. Highly concentrated parameter estimates for non-empty clusters should lead to low likelihoods for outlier tasks, whereas the diffused global prior should be better at capturing a wider variety of tasks. Nonetheless, point estimation is a necessary trade-off between computation and accuracy. To allow for a more accurate estimate of the likelihood, we experimented with simulating a normal centered at the global prior mean with a variance hyperparameter that can be annealed over time to account for increased certainty about the prior choice. We can then compare the average cluster responsibility to the threshold. Another interesting extension we experimented with was to compute the gradient for each of the samples and average over the number of samples as to approximate the expectation of the gradient under the global prior. However, we found this to be less stable than simply comparing the cluster responsibilities to the threshold.
Maximum a posteriori estimation in the Dirichlet process mixture model

From (6.4) and using a conditional mode estimate for task-specific parameters $\phi_j$,

$$
\log p(z_j = \ell | x_{j_1:M}, z_{1:j-1}, \theta^{(\ell)}) \approx \begin{cases} 
\log n^{(\ell)} + \log p(x_{j_1:M} | \hat{\phi}_j^{(\ell)}) + \\
\log p(\hat{\phi}_j^{(\ell)} | \theta^{(\ell)}) + \\
\log \xi + \log p(x_{j_1:M} | \hat{\phi}_j^{(\ell)}) + \\
\log(\hat{\phi}_j^{(\ell)} | \theta^{(0)}) & \text{for } \ell \leq L \\
\log \xi + \log(\hat{\phi}_j^{(\ell)} | \theta^{(0)}) & \text{for } \ell = L + 1
\end{cases}
$$

(B.1)

Experimental setup

Dataset details

Few-shot regression

- Polynomial wave (Fig. 6.4a):
  \[ y = \sum_i a_i x^{p_i} \]
  and $a \sim \mathcal{U}(-5.0, 5.0)$.

- Sinusoid wave (Fig. 6.4b):
  \[ y = a \sin(x - \phi) \]
  where $\phi \sim \mathcal{U}(0, \pi)$ and $a \sim \mathcal{U}(0.1, 5.0)$.

- Sawtooth wave (Fig. 6.4c):
  \[ y = -\frac{2a}{\pi} \arctan(\cot(\frac{x\pi}{\phi})) \]
  where $\phi \sim \mathcal{U}(0, \pi)$, $a \sim \mathcal{U}(0.1, 5.0)$.

Hyperparameter choices

MiniImageNet few-shot classification. We use the same data split, neural network architecture, and hyperparameter values as in Finn, Abbeel, et al. (2017) for common components. We use $\tau = 1$ for the softmax temperature and the same initialization as Finn, Abbeel, et al. (2017) for the global prior $G_0$. We determine an iteration number for early stopping using the validation set.
Continual few-shot regression. Our architecture is a feedforward neural network with 2 hidden layers with ReLU nonlinearities, each of size 40. We use a meta-batch size of 10 tasks (both for the inner updates and the meta-gradient updates) for 5-shot regression. Our nonparametric algorithm starts with a single cluster ($L_0 = 1$ in Fig. 6.3). In these experiments, we set the spawning threshold $\epsilon = 0.95 T / (L + 1)$, with $L$ the number of non-empty clusters and $T$ the size of the meta-batch. We use the mean-squared error for each task as the inner loop and meta-level objectives.

Continual few-shot miniImageNet classification. We use the same data split, neural network architecture, and hyperparameter values as in Finn, Abbeel, et al. (2017) for common components. We use a meta-batch size of 4 tasks, start with a single cluster, and set the spawning threshold to the same formula as in Appendix B.1. We use the multi-class cross entropy error for each task as the inner loop and meta-level objectives. More details on the practical implementation for image datasets of the nonparametric algorithm can be found in Appendix B.1.

Practical and implementational details

Task-aware vs. task-agnostic

Since a cluster is not well-tuned immediately after its creation, we consider a cool-down period after the spawning of each new cluster where we do not consider the creation of new clusters for a fixed number of iterations, and we freeze the updating of existing clusters for a same number of iterations. This allows the newly created cluster to take enough gradient updates in order to move from its global prior initialization, allowing it to sufficiently differentiate from the global prior.

This experimental paradigm also allows us to approximate the task-aware algorithms of prior work Kirkpatrick et al. (e.g., 2017), Zenke et al. (2017), Nguyen et al. (2017), and Ritter, Botev, et al. (2018) which require access to an explicit delineation between tasks that acts as a catalyst to grow model size. For the task-aware nonparametric mixture results reported in the experiments, we set this cool-down period to be exactly the length of the training phase for the appropriate dataset; therefore, clusters which are not meant to be specialized for the active dataset are not updated. In contrast, the task-aware results consider a cool-down period of $1k$ iterations, which is less than 15% of the active period for each dataset. Extensions to this fixed cool-down period could consider the rate of learning in the active cluster in order to detect when the new component has been sufficiently fit to the new task.

Practical extensions to the nonparametric algorithm

The penalty term of $\log \eta^{(f)}$ or $\log \zeta$ is necessary to regularize the likelihood of a potential new cluster in order to limit overspawning. However, in the setting where the likelihood
is approximated by the loss function of a complex neural network, as in the case for most meta-learning applications, there is a large difference in orders of magnitude between the loss value (especially for the cross-entropy function) and the penalty term, even after a single batch of assignments. Furthermore, the classical log observation count \( \log n \) term is misaligned with our stochastic setting for two reasons. First, since we do not re-evaluate over the whole dataset for every meta-learning episode, we are thus more concerned with the relative number of task assignments over recent iterations than the total number of assignments over the duration of training. Second, the number of tasks to be assigned can grow too large in the stochastic setting (e.g. 60k for miniImageNet) which exacerbates the already large difference in orders of magnitudes between the loss function and the penalty term.

Accordingly, we propose two changes; First, we compute the observation based on a moving window of fixed size (5 in the experiments). Second, we apply a coefficient, which can be tuned, to the log observation count in (6.4). This provides more flexibility to our meta-learner as it allows it to apply to any black-box function approximator which might exhibit losses of orders of magnitudes smaller than those expected of classical probabilistic models. While the moving window size and CRP penalty coefficient terms are somewhat interdependent, we propose them as a simple starting point to tune this nonparametric meta-learner beyond what is empirically explored in this chapter.

Note that without such changes in the stochastic setting of meta-learning, a nonparametric algorithm would be unable to spawn a new cluster after the first handful of iterations. Even if we were to lower the threshold \( \epsilon \), multiple almost identical clusters would be spawned in the first few iterations before it would be impossible to spawn anymore. Furthermore, the clusters would be nearly identical given the small step size of a gradient update for each meta-learning episode. Finally, this would be computationally intensive since unlike the typical applications of nonparametric mixture learning where one can afford to spawn hundreds of components then prune them over the training procedure.

**Thresholding**

A marked difference that is not immediate from the Gibbs conditionals is the use of a threshold on the cluster responsibilities, detailed in the E-STEP in Subroutine 4, to account for noise from stochastic optimization when spawning a cluster on the basis of a single batch. This threshold is necessary for the stochastic mode estimation procedure of Fig. 6.3, as it ensures that a new cluster’s responsibility needs to exceed a certain value before being permanently added to the set of components.

If a cluster has close to an equal share of responsibilities as compared to existing clusters after accounting for the CRP penalty \( \log n^{(r)} \) or \( \log \zeta \), it is spawned. Accordingly, this approximate inference routine still preserves the preferential attachment (“rich-get-richer”) dynamics of Bayesian nonparametrics (Raykov et al. 2016). A sequential approximation for nonparametric mixtures with a similar threshold was proposed in
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Lin (2013) and Tank et al. (2015), in which variational Bayes was used instead of point estimation in a DPMM.

Pruning heuristics

None of the results reported in our experiments used a pruning heuristic as we used a rather conservative hyper parameter setting that deters overspawning. We did however explore different heuristics which could work in more general settings, especially in the presence of many more latent clusters of tasks than considered in the experimental settings in this work. One such heuristic is to prune small clusters that have received disproportionately few assignments over a certain number of past iterations. Another is to evaluate the functional similarity of two clusters by computing an odds-ratio statistic for the assignment probabilities to each cluster over a set of validation tasks. If the odds-ratio statistic is below a certain threshold, the smaller cluster can be pruned.

Estimating the CRP hyperparameters

We fixed \( \alpha \) at the size of the meta-batch. An alternative is to place a \( \Gamma(1,1) \) on the concentration parameter. Based on the likelihood, the posterior is then proportional to \( p(\alpha|N,K) \propto \Gamma(\alpha)\Gamma(\alpha+N)^{K+\alpha-1} \). This is not a standard distribution but Rasmussen (2000) have shown that \( \log p(\alpha|N,K) \) is log-concave and methods such as L-BFGS have been used successfully in prior works. Alternatively, if we have some prior knowledge about the expected number of clusters, we can compute \( \alpha \) based on \( E[K] = \alpha \log N \). For the window-size, we considered an initial size of 20 iterations that can grow as more cluster are considered.

Implementation details

We implemented both of our parametric and nonparametric meta-learners in TensorFlow (TF) (Abadi et al. 2016). We considered 2 different settings for the M-STEP optimization:

• Train each cluster’s parameters separately based on its corresponding loss function in an alternating manner closest to the classic EM algorithm.

• Train all cluster weights simultaneously using a surrogate loss over all validation batches.

Since the latter better leverages the differentiability of softmax-clustering and performed better empirically, we used it to report all experimental results.

Nonparametric Implementation

For the nonparametric algorithm, we chose the first approach to the M-STEP by constructing separate optimizers for each cluster’s parameters. We pre-allocate a set of weights and use
a mask during training to discard the parameters of empty clusters due to the static nature of TF graphs. When the algorithm exhausts the set of pre-allocated weights, we simply construct more network weight and reinitialize our optimizers.

**CRP global prior**

The likelihood of a new cluster is sensitive to the choice of a base measure or prior, \( G_0 \) on the cluster hyperparameters. Our gradient-based point estimation does not make any modeling assumption on the distribution of the weights, rendering the problem of principally updating the base measure, after or during training, non-trivial. We chose to initialize all weights with zero-mean normals in the fully connected layers. For the convolutional layers, we leveraged Xavier initialization Glorot and Bengio (2010) similarly to prior work Finn, Abbeel, et al. (2017) in ML.

However, such initialization is poor in the nonparametric for most non-trivial regression or classification tasks. Therefore, in the nonparametric setting, we start with a single cluster for a fixed number of iterations. We then initialize all clusters with the weights of the first clusters. This set of weights can be considered as the mean of the base measure or global prior in our setting.

We periodically update the global prior using a uniform average of the parameters of the existing clusters. This can be done by simply averaging over the parameter of the non-empty clusters as weighted by their sizes. Note that, we found that performing weighted KDE smoothing with a small bandwidth hyperparameter to perform slightly better than the average which is to be expected for neural network parameters. The number of iterations between updates of the global prior is a hyperparameter that we tune on the validation set. It is also possible to continuously, but less frequently over time, update this global prior as more data is encountered.
B.2 Rule- and exemplar-based generalization
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Figure B.1: We expand on Fig. 3.3 from the main text by including a realization of the abstract training conditions in the simple 2D points-in-a-plane setting. (Top) Formalizing the illustrative experiment: The experiment from Fig. 3.2 expressed in terms of the formalism in Section 3.3 with $z_{\text{dist}} = \text{color}$ and $z_{\text{disc}} = \text{shape}$. Background colors indicate true category boundary. (Bottom) The conditions realized via a binarization of continuous feature values. Here, the discriminant is binarized as $x_1 > 0$ and the distractor as $x_2 > 0$; this setting is further investigated in Section 3.4. Color here depicts the label but is not part of the input.

**Generalizing the framework from two binary attributes to many categorical attributes**

In the most general terms, we consider a setting in which each observation $x \in \mathcal{X}$ is underlyd by $n$ categorical variables $z_i, \ldots, z_i \in \{0, \ldots, C\}$ with $C \in \mathbb{Z}_+$, henceforth attributes whose concatenation $z = (z_1, \ldots, z_n)$ determines the observable input $x$ via some mapping $g : \mathbb{Z}_n^+ \to \mathcal{X}$. We consider the binary classification task of fitting a model $\hat{f} : \mathcal{X} \to \{0, 1\}$ from a given model family $\mathcal{F}$ to predict a binary label for each input. A subset of the attributes in $z$, without loss of generality $(z_0, \ldots, z_i)$, is taken to define the decision boundary, while the remaining attributes, $z_{i+1}, \ldots, z_n$, are assumed to not be independently predictive of the true classification $y \in \{0, 1\}$. We therefore denote the **discriminant**, $z_{\text{disc}} = (z_0, \ldots, z_i)$, and the **distractor** $z_{\text{dist}} = (z_{i+1}, \ldots, z_n)$. For simplicity, we assume that the attributes are binary (i.e., $C = 2$ and $z_i \in \{0, 1\}, \forall i$), and that the discriminant attributes must be jointly active for the classification to change from the null class $y = 0$ (i.e., $y = 1 \iff z_{\text{disc}} = 1$); the latter simplification allows us to redefine $z_{\text{disc}} = z_0 \land \cdots \land z_i$ and $z_{\text{dist}} = z_{i+1} \land \cdots \land z_n$, which is equivalent to the earlier discussion of the illustrative two-attribute case.
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Training conditions expressed in terms of the joint distribution

We express the training conditions displayed in Fig. 3.3 and realized in Fig. B.2 in terms of the joint distribution instead of the parameters $\pi_0, \pi_1$.

1. The cue-conflict condition the upper left and lower right quadrants in Fig. B.2 and defines the distribution of attributes as

$$
\begin{align*}
  p_{cc}(z_{disc} = 0, z_{dist} = 1) &= 0.5 \\
  p_{cc}(z_{disc} = 0, z_{dist} = 0) &= 0 \\
  p_{cc}(z_{disc} = 1, z_{dist} = 1) &= 0 \\
  p_{cc}(z_{disc} = 1, z_{dist} = 0) &= 0.5 .
\end{align*}
$$

2. The zero-shot condition populates the bottom left and right quadrants in Fig. B.2 and defines the distribution of attributes as

$$
\begin{align*}
  p_{zs}(z_{disc} = 0, z_{dist} = 1) &= 0 \\
  p_{zs}(z_{disc} = 0, z_{dist} = 0) &= 0.5 \\
  p_{zs}(z_{disc} = 1, z_{dist} = 1) &= 0 \\
  p_{zs}(z_{disc} = 1, z_{dist} = 0) &= 0.5 .
\end{align*}
$$

3. The partial-exposure condition populates all quadrants but the upper right in Fig. B.2 and defines the distribution of attributes as

$$
\begin{align*}
  p_{pe}(z_{disc} = 0, z_{dist} = 1) &= 0.25 \\
  p_{pe}(z_{disc} = 0, z_{dist} = 0) &= 0.25 \\
  p_{pe}(z_{disc} = 1, z_{dist} = 1) &= 0 \\
  p_{pe}(z_{disc} = 1, z_{dist} = 0) &= 0.5 .
\end{align*}
$$

CelebA results for specific model sizes

We include model-specific results, split by ResNet depth and width, in Fig. B.2. We find no systematic relationship between EvR and depth or width.

![Figure B.2: CelebA EvR and FLB across feature pairs, averaged across 30 runs, split by depth and width of ResNet.](image-url)
Spurious correlation underdetermines feature distributions

The partial-exposure condition ($\pi_0 = 0.5$, $\pi_1 = 0.0$) in Section 3.2 results in a spurious correlation between the discriminant $z_{\text{disc}}$ and the distractor $z_{\text{dist}}$ ($\rho = 0.58$). To examine behavior in a wider range of data settings, we vary $\pi_0$ and $\pi_1$ as described in Section 3.3, thereby also changing the degree of spurious correlation.

I. Interpolation towards zero shot. We interpolate $\pi_0$ from 0.5 towards 0.0, keeping $\pi_1 = 0.0$. This moves us closer to $\pi_0 = \pi_1 = 0.0$, where we have no exposure to $z_{\text{disc}} = 1$ in training. Intuitively, we are reducing the exposure to the new distractor feature value from the partial-exposure condition.

II. Interpolation to full exposure. We interpolate $\pi_1$ from 0.0 towards 0.5, keeping $\pi_0 = 0.5$. This moves us closer to $\pi_0 = \pi_1 = 0.5$, where we have equal exposure to all quadrants in training. Here, rather than reducing the exposure to the new distractor feature value, we are equalizing the exposure to it across the discriminant dimension.

III. Interpolation with matched correlation. We report results on this in Sections 3.4 and 3.6. As also depicted in Fig. 3.4, we generate training conditions by changing $\pi_0$ and $\pi_1$ such that we follow a $\rho$-contour away from the partial-exposure condition ($\pi_0 = 0.5, \pi_1 = 0.0, \rho = 0.58$): solid contour in Fig. 3.4. We also match the spurious correlation across the two interpolations in Appendix B.2A and B: Fig. B.4 shows these additional $\rho$-contours as dashed lines.

Generating interpolation points

We generate points along all three interpolation lines: from partial exposure towards zero shot (I); from partial exposure towards full exposure (II); and the equi-correlation line originating from partial exposure (III). The interpolating points along each line are selected to balance spurious correlation and feature exposure. In particular, we follow the following procedure:

1. We choose a point that interpolates towards full exposure. We do this by choosing a value of $\pi_1$ between 0.0 and 0.5, $\pi_{\text{FE}}$. This gives a data setting, along with a corresponding spurious correlation, $\rho$, computed via Eq. (3.3):

   $\pi_0 = 0.5$ ; \qquad \pi_1 = \pi_{\text{FE}}$ ; \qquad $\rho = \rho(0.5, \pi_{\text{FE}})$ .

2. We generate a corresponding point that interpolates towards zero shot. Given the data setting above, we set $\pi_1 = 0.0$ and compute the $\pi_0$ to produce the same $\rho$ as the full-exposure interpolations in Step 1. This gives the data setting:

   $\pi_0 = \pi_{\text{ZS}}(\pi_{\text{FE}})$ ; \qquad $\pi_1 = 0.0$ ; \qquad $\rho = \rho\left(\pi_{\text{ZS}}(\pi_{\text{FE}}), 0.0\right) = \rho(0.5, \pi_{\text{FE}})$ .

3. Finally, we also derive the equi-correlation interpolation from the full-exposure interpolation as follows. We retain $\pi_1$ from the full-exposure condition, but recompute the
\[ \pi_0 = 0.5, \pi_1 = 0.0, \rho = 0.58 \]

\[ \pi_0 = 0.5, \pi_1 = 0.1, \rho = 0.58 \]

\[ \pi_0 = 0.5, \pi_1 = 0.25, \rho = 0.258 \]

\[ \pi_0 = 0.5, \pi_1 = 0.0, \rho = 0.58 \]

\[ \pi_0 = 0.66, \pi_1 = 0.1, \rho = 0.58 \]

\[ \pi_0 = 0.825, \pi_1 = 0.25, \rho = 0.58 \]

Figure B.3: We visualize several of the interpolants used for the interpolation analyses.

\[ \pi_0 \text{ such that the correlation } \rho \text{ matches the spurious correlation of the pure glspec (} \rho = 0.58 \text{). This gives an additional data setting:} \]

\[ \pi_0 = \pi_{\text{EQ}}(\pi_{\text{FE}}); \quad \pi_1 = \pi_{\text{FE}}; \quad \rho = \rho(0.5, 0.0) = 0.58. \]

Note that, despite there being three different interpolation lines, the specific interpolants we use are constrained along a single degree of freedom—choosing \( \pi_{\text{FE}} \) (Step 1). The data settings for zero shot (Step 2) and equi-correlation (Step 3) are derived from this value.

**Specific interpolation values used**

For all data settings, we generate points along the interpolation lines using the procedure in Appendix B.2.
For the simple 2D classification setting, we examine two interpolants. In this simple domain, we keep the interpolation distances small, since we expect changes in extrapolation behavior even from small changes.

<table>
<thead>
<tr>
<th>interpolant 1</th>
<th>interpolant 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_0$</td>
<td>0.481</td>
</tr>
<tr>
<td>$\pi_1$</td>
<td>0.0</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.563</td>
</tr>
<tr>
<td>interpolation to zero shot (I)</td>
<td>0.5</td>
</tr>
<tr>
<td>interpolation to full exposure (II)</td>
<td>0.5</td>
</tr>
<tr>
<td>equi-correlation interpolation (III)</td>
<td>0.519</td>
</tr>
</tbody>
</table>

For CelebA, we increase the interpolation distance to reflect the wider range of natural data distributions among feature pairs. The data these interpolation values generate is visualized as the equivalent points-in-a-plane setting in Fig. B.2.
Interpolation analyses

In the 2-D classification example

In the simple setting from Section 3.4, we vary $\pi_0, \pi_1$ for an NN model (NN:16h1d, the NN with lowest EvR level overall). Results are in Fig. B.4b and discussed below.

$\text{EvR} \neq \text{sensitivity to spurious correlation}$. As also discussed in the main text, along the equi-correlation interpolation line, the “effective EvR” drops drastically (i.e., the learner generalizes in more rule-based manner) despite no change in spurious correlation.

Implications for controlling extrapolation. Despite both having the same $\rho$, interpolating towards full-exposure increases the EvR more than towards zero-shot. This further supports that spurious correlation cannot fully characterize extrapolation behavior. This shows that different ways to reduce $\rho$ have different effects on extrapolation, and has important implications for data manipulation methods (e.g., subsampling or augmentation) that aim to directly control this $\rho$.

In CelebA

We see the same effects as in the linear setting: as also discussed in the main text, we see a much smaller gap to the ZS condition despite no change in spurious correlation. We don’t find clear effects distinguishing different ways to reduce spurious correlation (interpolation to zero shot (I) and interpolation to full exposure (II)).

Additional dataset details

We provides relevant statistics of each dataset, such as number of examples.

<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>IMDb</th>
<th>CelebA*</th>
</tr>
</thead>
<tbody>
<tr>
<td>dataset size (train)</td>
<td>75</td>
<td>21,215</td>
<td>4,000 to 40,000</td>
</tr>
<tr>
<td>dataset size (valid)</td>
<td>75</td>
<td>21,027</td>
<td>8,000</td>
</tr>
<tr>
<td>dataset size (test)</td>
<td>75</td>
<td>13,995</td>
<td>20,000</td>
</tr>
<tr>
<td>input space</td>
<td>$\mathbb{R}^2$</td>
<td>$\mathbb{R}^{400}$</td>
<td>$\mathbb{R}^{178 \times 218 \times 3}$</td>
</tr>
</tbody>
</table>

We do not use a validation set for the simple 2D classification setting and IMDb datasets, but hold out examples for a test set. For CelebA, we follow the authors’ division of images in train, validation and test splits.

As described in the main text, we subsample data to balance attributes within each training condition. For the CelebA domain, we use the following feature pairs to produce the results in Section 3.6:

*The numbers for CelebA are approximate because there are deviations in the availability of images across attribute combinations.
For Section 3.5 and Section 3.6, we used publicly available datasets: IMDb (Maas et al. 2011) is available at https://ai.stanford.edu/~amaas/data/sentiment/; CelebA (Liu, Luo, et al. 2015) at https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html.

### Additional experimental details

We use default hyperparameter settings whenever possible. For the points-in-a-plane and IMDb settings, we use 20 random seeds, which randomize the model weight initialization. For the CelebA domain, we run 30 seeds for each model configuration, and discard runs that achieve below 75% accuracy on validation set images that belong to the data conditions (quadrants) observed during training.

We report accuracy as a performance metric on each of the four quadrants depicted in Fig. 3.3 as well interpolating data settings. We additionally report measures that are a the performance difference between data settings. We include a 95% confidence interval on all reported measures.

<table>
<thead>
<tr>
<th>discriminant</th>
<th>distractor</th>
</tr>
</thead>
<tbody>
<tr>
<td>mouth open</td>
<td>male</td>
</tr>
<tr>
<td>wearing lipstick</td>
<td>mouth open</td>
</tr>
<tr>
<td>male</td>
<td>mouth open</td>
</tr>
<tr>
<td>male</td>
<td>high cheekbones</td>
</tr>
<tr>
<td>male</td>
<td>blond hair</td>
</tr>
<tr>
<td>male</td>
<td>arched eyebrows</td>
</tr>
</tbody>
</table>
B.3 Gaussian process surrogate models

Properties of the spectral mixture kernel and the Matérn kernel

We describe how the various hyperparameters of the SMK and MK kernel affect the GP prior. We begin with the spectral mixture kernel. The mixture weights $w$ are signal variances and control the scale of the function values. The mixture means ($\mu$) encode periodic behavior. The variances ($\tau$) are (inverse) lengthscales, which control the smoothness. The (ARD) MK kernel has lengthscales $\theta$, which controls the smoothness of the function with respect to each dimension. $\nu$ is another hyperparameter that also modulates smoothness, and the Matern covariance function admits a simple expression when $\nu$ is a half-integer. $\nu = 2.5$ corresponds to twice differentiable functions and $\nu = 1.5$ corresponds to once differentiable functions.

In Fig. B.5, we vary the hyperparameters of the SMK ($w, \mu, \tau$) and Matern kernels ($\nu, \theta$) and illustrate how they impact the prior over functions.
**Correlation sensitivity**

We present some additional results to supplement our analysis from Section 7.4 where we demonstrated that discrepancy in lengthscale profiles between data and neural network predicts the generalization gap. Correlation can be sensitive to outliers. Does any single dataset account for the negative correlations? To answer this, we characterize how the correlation changes as a result of dropping each dataset. Specifically, for each UCI dataset, we remove that dataset and then compute the correlation between lengthscale profile correlation and generalization gap for the remaining datasets. We plot the resulting distribution of correlations in Fig. B.6. We find there is a tight spread around the correlation computed from all the UCI datasets. Importantly, when we remove any UCI dataset, we still see moderate to high negative correlations between lengthscale profile correlation and generalization gap.

**Figure B.6: Sensitivity analysis of generalization gap and lengthscale profile relationship.** Each panel a histogram and mean (red line) of correlations obtained by recomputing the correlation between lengthscale profile correlation and generalization gap after removing each UCI dataset. Across datasets and architectures, even when a single dataset is removed, there remains an negative correlation between generalization gap and lengthscale profile correlation. Therefore, the inverse relationship between generalization gap and lengthscale profile correlation demonstrated in Fig. 7.10 is robust to outlier datasets.