
Single-Mode Waveguide Coupling of Optical Antenna-

LED for Optical Interconnects

Nicolas Andrade

Electrical Engineering and Computer Sciences
University of California, Berkeley

Technical Report No. UCB/EECS-2022-19

http://www2.eecs.berkeley.edu/Pubs/TechRpts/2022/EECS-2022-19.html

May 1, 2022



Copyright © 2022, by the author(s).
All rights reserved.

 
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission.



Single-Mode Waveguide Coupling of Optical Antenna-LED for Optical Interconnects

by

Nicolas M. Andrade

A dissertation submitted in partial satisfaction of the

requirements for the degree of

Doctor of Philosophy

in

Electrical Engineering and Computer Sciences

in the

Graduate Division

of the

University of California, Berkeley

Committee in charge:

Professor Ming C. Wu, Chair
Professor Eli Yablonovitch

Professor Feng Wang

Spring 2021



Single-Mode Waveguide Coupling of Optical Antenna-LED for Optical Interconnects

Copyright 2021
by

Nicolas M. Andrade



1

Abstract

Single-Mode Waveguide Coupling of Optical Antenna-LED for Optical Interconnects

by

Nicolas M. Andrade

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ming C. Wu, Chair

Optical interconnects have displaced electrical wires in data centers and high performance
computers due to higher efficiency and bandwidth. The development of on-chip optical inter-
connects is the next frontier for development, with the promise of reducing on-chip energy
consumption. Light emitting diodes have high efficiencies and can achieve low footprint;
however, spontaneous emission is typically far too slow to be useful in an interconnect. This
can be understood by modeling spontaneous emission as dipole emission with a dipole length
on the order of the atomic spacing (≈ 1.3nm) which is much smaller than the radiation wave-
length at 1550nm. This becomes a familiar radio frequency (RF) engineering problem: to
make the light-emitting diode faster we just need to make it a better antenna.

By placing the radiating dipoles in the feed-gap of an optical antenna we can dramatically
enhance the spontaneous emission rate, potentially allowing for >100GHz direction modu-
lation. However, to create a useful on-chip interconnect, we need to couple the output light
to a single mode waveguide so we can guide the light across the chip to a photodetector.
Additionally, both the device and waveguide coupling scheme need to be compatible with
top-down fabrication and electrical injection.

In this dissertation we focus on the cavity backed slot antenna geometry, showing that
this device can be efficiently coupled to a single mode waveguide. The first part of this
dissertation reviews the theory behind spontaneous emission enhancement, the cavity backed
slot antenna, and waveguide coupling.

The waveguide coupled cavity backed slot antenna is then fabricated and measured. Clear
evidence of waveguide coupling is demonstrated. The collected data is then compared to
theory showing excellent agreement between experiment and finite difference time domain
(FDTD) simulations. The estimated experimental waveguide coupling efficiency to a single
mode waveguide is ≈ 85.9%.

The efficiency of the device is improved through a novel surface passivation process, leading



2

to a record low surface recombination velocity. Detailed time decay models are presented,
including a method to model an arbitrary rate equation. The internal quantum efficiency of
a 60nm wide LED ridge is estimated to be 10 − 20% - with these devices showing > 180×
increase in photoluminescence.

Finally, the dissertation concludes with a full-link system model and a discussion of how to
increase the power from the cavity backed slot antenna-LED and the importance of close
integration with CMOS. The modeled end-to-end energy per bit can be < 1fJ/bit, showing
the great potential for on-chip optical interconnects.
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3.1 Summary of approximate dipole averages for single quantum well, multiple quan-
tum wells, and double heterostructure active regions. The polarization average is
based on the matrix element, the spatial average is calculated from Lorentz reci-
procity and the analytical formula, and the spectral average is an approximation
based on the Q of the device (this is assumed not to change). . . . . . . . . . . 29

4.1 Summary of best design results for antenna on bulk InP, taper coupler, and
inverse design structures designed at a single frequency and multiple frequencies,
respectively. These structures are for a width of 20nm and an Al2O3 thickness of
1nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.2 Calculation of series resistance for p-doped InP waveguide sections assuming a
doping of Na = 1× 1019cm−3 and waveguide height of 200nm. . . . . . . . . . . 49

6.1 Summary of efficiencies used to calculate the internal quantum efficiency ηIQE.
ηin and ηin (θgausian = 15◦) are the input efficiencies assuming a Gaussian beam
profile perfectly aligned to the ridge length and with a θgausian = 15◦ polarization
offset. ηout is the collection efficiency, and ηoptics is the product of optical and
detector efficiencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.1 The projected average enhancement Favg, active region volume V , f3dB, and
output power for different active region designs biased to a carrier concentration
of N = 3× 1019cm−3 for a 20nm ridge width. . . . . . . . . . . . . . . . . . . . 89



xi

Acknowledgments

I am very grateful for all the people who were critical in the development of this research
- either directly or indirectly - over the years.

First, I would like to thank my graduate advisor, Professor Wu, for all the support
during my time here. I really appreciate the collaborative group atmosphere you created.
That support network was a huge help in the development of the research.

I would also like to thank Professor Yablonovitch, your questions have helped me gain a
deeper insight. Thank you to both Professor Yablonovitch and Professor Wang for serving
on my dissertation committee. And, Professor Kante for serving on my qual committee. I
would also like to acknowledge my undergraduate research mentor, Professor Ümit Özgür,
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Chapter 1

Introduction

Information and communication technology (ICT) energy usage is expected to reach nearly
20% of global energy consumption by 2030, in large part due to increased demand from data
centers [1]. This is not surprising because it is estimated that in just a few years there will
be 30 billion devices connected to the internet exchanging zettabytes (1021 bytes) of data per
year - mostly driven by an increase in mobile traffic [2]. Unfortunately, while the number
of devices and computations are growing rapidly, scaling of transistors and energy per bit
reduction has shown signs of slowing, and energy per bit reduction for on-chip interconnects
is nearly stagnate.

Figure 1.1: Evolution of optical interconnects from global length scales to on-chip optical
interconnects [3].

Regardless of scale, most of the energy cost in computing is consumed in moving a bit of
information from point A to B. Due to the high traffic in data centers, interconnects need to
operate at high bandwidths and low energy consumption. However, metal interconnects are
severely limited in both bandwidth and energy consumption, which is why metal has been
replaced by optical interconnects when available for distances longer than a meter. Fig.
1.1 lays out the historical transition from metal interconnects to optical. The main factor
stopping a complete optical takeover on the data center scale (short cable) is cost. As the
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market continues to mature it is expected that this scaling will continue with intra-module
(chip-to-chip) [4] and intra-chip (on-chip) being the next frontiers.

To quantify the problem for on-chip interconnects, in 2004 interconnects consumed over
50% of the power in high-performance microprocessors at the 130nm technology node [5],
and likely over 80% of power in modern CPUs [6]. In addition to high energy consumption of
the interconnects, it is estimated that 50-80% of the gates are used for repeaters to maintain
high switching speed [7].

In order to achieve greater on-chip power savings we need to address the interconnect
problem.

1.1 The metal interconnect problem

To send a bit of information on-chip we need to charge the capacitance of a metal line, and
to flip the bit back we need to discharge this metal line back to ground. That power used
to charge the metal line will be dissipated as thermal loss over the wire resistances. So, on
average over this cycle we would dissipate half the energy stored in the wire, which is given
by:

E =
1

2
× cl × l × V 2 (1.1)

where E is the energy per bit, cl is the capacitance per unit length of the wire, l is the
length of the wire, and V is the voltage we charge the line to (the required transistor gate
voltage). Typical numbers for cl and V are 2pF/cm and 0.8V, leading to an energy per bit
per length consumption of:

E

l
≈ 640 fJ/bit/cm (1.2)

Surely we must be able to scale this down by decreasing capacitance or voltage! Unfortu-
nately, this is where the problem arises. As shown in Fig. 1.2, the total wire capacitance is
a combination of capacitance to ground and to adjacent wires. These capacitances trade-off
as we scale down the wire leading to a minimum capacitance of ≈2pF/cm [8, 9].

Likewise, it is difficult to scale down the transistor V because we want to maintain low
leakage current in the off-state and a high on-off ratio. This is due to the ≈60mV/decade
subthreshold swing for conventional transistors. Therefore, to ensure circuit stability, fast
operation, and low leakage the supply voltage has been stabilized to be around 0.5-2V [10].
Conventional transistors cannot be operated below 0.2V [11], so there is very limited scaling
of the voltage using this platform.

There has been a lot of promising work with new transistor technology to improve the
subthreshold swing, which could lead to reductions in V . It is expected that a tunnel-FET
could be scaled to 0.4V, ferro-FET to 0.2V, and spintronic MESO to 0.1V, leading to a ≈10x-
100x scaling of the interconnect energy. While this is a promising avenue for interconnect
energy scaling it is outside the scope of this dissertation.
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Figure 1.2: Capacitance per unit length versus the design rule (wire pitch). Reproduced
from [8] c©1983, IEEE

Another important limit to consider is bandwidth. Due to wiring resistance and capaci-
tance, electrical interconnects are limited in their bandwidth to [9]:

B ≈ Bo
A

l2
(1.3)

where Bo ≈ 1015 − 1016bits/s, A and l are the wire cross-sectional area and length,
respectively. Note that this limit applies to “on-off” signaling. For long metal lines, repeaters
can be inserted to decrease l, but this comes at the expense of additional gates and increased
power consumption.

1.2 Fundamental limit of optical interconnects

For optical interconnects we do not need to worry about charging the capacitance of a long
metal line, because the information will be carried via an optical waveguide. For a very
simplified calculation of the lower limit of optical interconnects we can assume we have a
perfect transmitter, waveguide, and single photon detector. Additionally, in this simple
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model we are doing intensity modulation, so we will get a “1” in the presence of one or more
photons and a “0” if there are zero photons. So, the bit error rate (BER) can be found with
Poisson statistics, with µ expected emitted photons per “1” and N actual received photons.

P (µ;N) =
µNe−µ

N !
(1.4)

An error occurs when there are µ expected photons, but N = 0 received photons:

BER = P (µ;N = 0) (1.5)

BER = 10−22 ≥ e−µ

Therefore to get a BER of 10−22, we need µ ≥ 50 photons. But if we want to send a
“0” we do not need any photons, so on average we only need 25 photons per bit. Let’s also
assume we are operating around telecom wavelengths (1550nm), so the energy per photon
is 0.8eV ( 0.13aJ).

E = 25
photons

bit
× 0.13

aJ

photon
= 3.2 aJ/bit (1.6)

In this idealized link we would only need 3.2 aJ/bit! Even with introducing realistic
waveguide losses <1 dB/cm the link, energy per bit would be nearly constant at on-chip
length scales (<20mm). In chapter 7 we will introduce a more realistic optical link model,
where we replace the zero-power transmitter and receivers with real models to account for
the total system link energy consumption.

The maximum speed of “on-off” signalling in optical interconnects will be limited by the
transmitter speed - both electrical and optical.

1.3 On-chip optical interconnect transmitter

requirements

Optical interconnects would clearly have significant benefits over metal interconnects; how-
ever in order to create an efficient on-chip optical interconnect we should review the require-
ments:

1. Integration with electronic IC. The devices need to be electrically injected. This
requires repeatable and deterministic placement of the device. Essentially, the fabri-
cation needs to be top-down and excludes the use of randomly dispersed structures.

2. Compatible with single mode waveguide. The emission from the device needs
to be coupled to a single mode waveguide. Single mode operation is important to
achieve higher waveguide confinement for the photodetector, where we need ultra-small
capacitance (aF - fF) for low-energy and high speed operation. Multi-mode structures
are intrinsically larger, making that more challenging.
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3. Fast direct modulation. The speed of the interconnect should be faster than on-
chip rates. The clock speed is on the order of 1-6GHz. The speed has been kept at
this rate due to the required voltage for higher speed operation and to reduce heating
associated with higher power. Unconstrained, the transistor would be able to switch
on the order of 3ps [9]. So the transmitter should be capable of a modulation speed
≥ 50GHz.

4. High efficiency. This requirement is fairly obvious: in order to create an efficient
interconnect we cannot tolerate much loss in the system, including the transmitter. In
practice, this can be difficult to achieve.

5. Nanoscale size. This requirement is related to the previous requirements. Due to
the high density of interconnects we would need to have a small device footprint for
integration. Generally, nanoscale devices can be operated at higher speeds and at
lower powers. Finally, the nanoscale size means the mode is well defined - allowing for
efficient coupling to a single mode waveguide.

Case for lasers
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Figure 1.3: Cartoon depiction of (a) stimulated emission in two level system with mirrors
on both ends to create an optical cavity - note stimulated light is coherent so frequency and
phase of photons match (b) stimulated emission in semiconductor composed of many dipoles
(c) light intensity (i.e. number of photons per second) as a function of current (i.e. number
of electrons per second) (d) modulation bandwidth as a function of current

Lasers have been the preferred solution for creating optical interconnects due to their
relatively high speed, power, single mode operation, and coherence - allowing for more com-
plicated modulation formats. The general operating principle is shown in Fig. 1.3, and it
requires a gain medium and an optical cavity. The device reaches threshold when the gain
medium is injected with sufficient electron-hole pairs to achieve population inversion, and
the cavity has enough photons to stimulate additional recombination. The speed of the laser
can be increased by injecting more electron-hole pairs, which creates additional photons. We
can keep ramping up the current until the gain saturates, which is typically around 50GHz
for most lasers [12].
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Looking back at our list of requirements, the laser can easily satisfy the integrated and
coupled to a single mode waveguide condition. In terms of the speed, 50GHz would be
sufficient for most applications, but does not leave much room for scaling. On the other
hand, a recent demonstration from NTT used a photon-photon resonance to extend the f3dB
to 108GHz [13]. Generally, lasers have an issue with two requirements: high efficiency and
nanoscale size.

As mentioned earlier, in order to achieve high speed operation the device needs to be
biased at several times the threshold current. This comes with a relatively high static energy
consumption, especially for large cavities. Scaling lasers to a nanoscale regime is challenging
because dielectric cavities can only be scaled to ≈ (λ0/2n)3, and requires mirrors to build
up a sufficient photon density for high speed operation. Metal has been used to shrink down
mode volumes and confine photons, but metal cavities generally have high loss which will
further increases threshold current and decrease efficiency [14]. Other attractive approaches
are photonic crystals or distributed bragg/feedback reflectors [13]. But these approaches
clearly violate the nanoscale size requirement for high density optical interconnects.

Even though they violate the size requirement, lasers should not be discounted for on-chip
optical interconnects. Because they can satisfy the other requirements, an efficient option
could be to have a high-power centralized laser that is split through a series of 3dB couplers
for global signal distribution (i.e. clock distribution). We would still need other light sources,
however, for dense point-to-point communication.

Case for LEDs
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Figure 1.4: Cartoon depiction of (a) spontaneous emission in two level system (b) sponta-
neous emission in semiconductor composed of many dipoles - note random orientation and
phase (c) light intensity (i.e. number of photons per second) as a function of current (i.e.
number of electrons per second) (d) modulation bandwidth as a function of current

Unlike lasers, LEDs are capable of scaling down to the nanoscale and can operate without
a threshold current. LEDs have been shown to have near unity efficiency but they are limited
in speed by their spontaneous emission rate. The 3dB frequency is given below:

f3dB =
2B0N

2π
(1.7)



CHAPTER 1. INTRODUCTION 7

where B0 is the radiative recombination coefficient and N is the carrier concentration.
For a typical InGaAs LED, B0 = 10−10cm3s−1 [15]. If we pump the device to a very high
carrier concentration of 2 × 1019cm−3 then we only get a 3dB frequency of 310MHz. This
is why LEDs are generally not implemented for high speed communication applications.
However, as I will show in Chapter 2, the spontaneous emission rate can be modified by the
optical environment it is placed in, and, if properly designed, the f3dB can exceed 100GHz.

1.4 Outline of this dissertation

In this dissertation, I report a method for coupling an electrically injected optical antenna-
LED to a single mode waveguide. In Chapter 2, I review the model for spontaneous emission
enhancement, as well as important details on figure of merit calculations for comparing
different devices. In Chapter 3, I discuss the cavity backed slot antenna and its properties.
Chapter 4 goes through the design methodology and finite difference time domain (FDTD)
simulations for efficient waveguide coupling of the cavity backed slot antenna. In Chapter 5, I
cover the fabrication and measurements of the optically pumped waveguide coupled antenna-
LED. Chapter 6 lays out a novel surface passivation technique to reach high internal quantum
efficiency for the device. And, in Chapter 7 the link model, avenues for increasing the power,
and outlook are presented.
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Chapter 2

Spontaneous emission enhancement

In this chapter the derivation of spontaneous emission and two models for spontaneous
emission rate enhancement are reviewed. Additionally, how spontaneous emission rate en-
hancement relates to the device figures of merit and how to properly account for all the
effects are discussed.

2.1 Spontaneous emission

Two popular ways for deriving spontaneous emission are using Einstein’s phenomenological
AB coefficient analysis or Fermi’s Golden Rule [12]. We will go through Fermi’s Golden
Rule derivation for a two level system below, starting with the transition rate from an initial
excited state state |np, i〉 with photon density np to final ground state 〈np + 1, f | through
the emission of a photon.

Ri−→f =
2π

~
|Hfi|2ρ(~ω) (2.1)

where Hfi is the matrix element describing the transition from the initial state to the
final state and ρ(~ω) is the density of optical states at energy ~ω.

The matrix element for a dipole transition can be written as:

Hfi = 〈np + 1, f | qx · E |np, i〉 (2.2)

And using second quantization we can write the electric field operator as:

E = −i
√

~ω
2V ε
× (a†ke

−ik·r − akeik·r)× x̂ (2.3)

where ε is the dielectric permittivity of the surroundings, V is the volume of space the
dipole is in, a†k and ak are the creation and annihilation operators respectively, and x̂ denotes
the polarization direction - in this case we assumed a polarization of x. We can drop the
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annihilation operator because we are not concerned about absorption in this derivation, so
we are left with:

Hfi = −i
√

~ω
2V ε
〈np + 1, f | qxa†ke

−ik·r |np, i〉 (2.4)

From the dipole approximation we get:

Hfi = −i
√

~ω
2V ε
〈np + 1| a†k |np〉 〈f | qx |i〉

This reduces to:

Hfi = −i
√

~ω
2V ε

√
np + 1 〈f | qx |i〉 (2.5)

|Hfi|2 = (
~ωq2

2V ε
)(np + 1)|xfi|2

The optical density of states in free space is given by:

ρ(~ω) =
n3ω2

~c3π2
(2.6)

We plug Eq. 2.5 and 2.6 into Eq. 2.1 and divide by 3 to account for the polarization
averaging over all the dipole modes to get:

Ri−→f =
1

V

ω3nq2

3πε0~c3
(np + 1)|xfi|2 (2.7)

This gives both the stimulated emission rate (np >> 0) and spontaneous emission rate
(np = 0). For the full emitting volume of V we get the spontaneous emission lifetime (np = 0)
of:

1

τ
=

ω3nq2

3πε0~c3
|xfi|2 (2.8)

2.2 Spontaneous emission rate enhancement

One of the most popular ways of looking at optical rate enhancement is through the Purcell
effect; however, we can also derive rate enhancement from an antenna model.
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The Purcell effect

In 1946, Purcell [16] noted that the recombination rate can be increased by placing the
emitter in a cavity. He found that the optical density of states can be enhanced ∝ Q

V
over

free space, giving us the famous “Purcell factor.” This can be derived if we assume that the
optical cavity has a Lorentzian lineshape:

L(ν) =
1
π
(1
2
Γ)

(ν − ν0)2 + (1
2
Γ)2

(2.9)

where Γ is the full width at half maximum. For a simple Lorentzian, we can get the Q
factor Q = ν0/Γ, and the density of states at resonance is:

ρcavity(ν0) =
1

V

dN

dE
=
L(ν0)

V
(2.10)

ρcavity(ν0) = (
2

πΓ
)(

1

V
) = (

2

πν0
)(
Q

V
)

By dividing the recombination rate for a dipole in a medium over the recombination rate
in the cavity we get the famous Purcell factor:

F =
Ri−→f , dielectric

Ri−→f , cavity
=

ρcavity
ρfreespace

=
3λ3

4π2

Q

V
(2.11)

where F is the Purcell factor. Note, we added a factor of three to account for all the
polarization directions.

So to increase the spontaneous emission rate we could either increase the Q or decrease
the effective mode volume Veff . Let’s first consider the case where we increase the Q factor.

The Q factor is the ratio of energy stored to energy dissipated per cycle, another way of
looking at this is through photon lifetime:

τcavity =
Q

ω
(2.12)

The total lifetime will determine the direct modulation rate, it is approximately [17]:

τ ≈
√
τ 2cavity + (

τ0
F (Q, V )

)2 (2.13)

where τ0 is the spontaneous emission lifetime of an unenhanced dipole and F (Q, V ) is
the Purcell factor given in Eq. 2.11. From this expression there is an obvious trade-off in
increasing the Q factor, the spontaneous emission rate scales with 1/Q while τcavity scales
with Q. This is shown in Fig. 2.1.

The plot shows that scaling Q factor alone will be limited in the high mode volume case,
but if the Q factor is low then we should be able to increase the modulation rate by scaling
the effective mode volume. As discussed in Chapter 1, it is difficult to do this with lasers
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Figure 2.1: Modulation bandwidth as a function of mode volume and Q factor. Qopt is
plotted as a dashed line indicating the optimal Q factor for modulation bandwidth, the
area above this line is in the strong coupling regime which would require different analysis.
Reproduced from [17] c©2009 Optical Society of America

because dielectric cavities would violate the footprint limitation, while metal optics suffer
from relatively high loss, making lasing difficult. Accordingly, it would be challenging to
simultaneously achieve high Q (low threshold current) and low effective mode volume.

However, LEDs do not need a threshold emission, so we can trade-off the Q factor for a
much lower effective mode volume. Because the Q factor is low, the metal-optic cavity can
radiate faster and still achieve relatively low loss.

The Purcell factor analysis works well for dielectric cavities where the effective mode vol-
ume and Q factor are relatively simple to calculate; however, in low Q metal-optic structures
it is harder to get design intuition from Purcell factor alone.

Antenna model

We can also derive the enhancement factor using antenna analysis. First, we can look
at the picture for a dipole in free space. As shown in Fermi’s Golden Rule analysis of
spontaneous emission, the emission can be modeled by a dipole (on the atomic scale) with
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(a)

(d)

RRad

qωx0
wI0 =

w

l

x0

(c)

RRad,free space
I0 = qω0

(b)

Figure 2.2: (a) Electric dipole in free space with dipole length x0 and (b) its equivalent
circuit model. (c) Electric dipole in feed gap of dipole antenna and (d) its equivalent circuit
model.

dipole moment of p = qx0 and oscillation frequency of ω0. Because the dipole is on the
order of x0 ≈ 0.5nm and it is radiating to a free-space wavelength of λ ≈ 1550nm the power
radiated can be modeled as coming from a Hertzian dipole with a current of I = qω0 and
radiation resistance RRad,free space = 2π

3
Z0n(x0

λ0
)2, where Z0 is the impedance of free space

[18]. Therefore the power for an unenhanced dipole is:

P0 =
1

2
I20RRad,free space (2.14)

P0 =
π

3
Z0n(

x0
λ0

)2(qω0)
2

The electric dipole in free space and equivalent circuit model is shown in Fig. 2.2a and
2.2b.

Now, consider that same dipole when placed in the feed gap of the an antenna as shown
in Fig. 2.2c. Similar to free space, the dipole antenna in Fig. 2.2c can be modeled as an
equivalent circuit as shown in Fig. 2.2d. If we look at resonance we can simplify the circuit
because the reactance goes to zero. Additionally, for first order analysis, we can neglect metal
loss. Therefore, the equivalent circuit on resonance just consists of a current source driving
a radiation resistance where the current is the induced current from the dipole placed in the
antenna feed gap. The induced current in the two metal arms is given by the Shockley–Ramo
Theorem as I0 = qω0x0/w [19, 20]. For the dipole antenna with length l we no longer have a
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Hertzian dipole, and instead we can use the radiation resistance for a dipole antenna, given
by Rrad,dipole = π

6
Z0n( L

λ0
)2 [18]. The power radiated by the dipole moment coupled to the

dipole antenna is then:

PRad =
1

2
I20RRad,dipole (2.15)

PRad =
π

12
Z0n(

L

λ0
)2(
x0
w

)2(qω0)
2

Then the rate enhancement is given by the ratio of powers, in other words:

F =
PRad
P0

=
1

4
(
L

w
)2 (2.16)

L is not completely a free parameter. This analysis was done for resonance, so L ≈ λ0/2
for the fundamental length. For a feed gap of w = 10nm and resonance wavelength of
λ0 = 1550nm we could get an enhancement factor of:

F =
1

4
(
775nm

10nm
)2 ≈ 1500×!

From a quick calculation, for an LED with a 3dB frequency of 310MHz, if we put this
in the optical antenna we could get a rate of nearly 465GHz - much faster than a conven-
tional laser. However, that quick calculation is only looking at a single dipole; in a typical
semiconductor we need to consider all the dipoles in the active region.

2.3 Figures of merit

As discussed in the previous subsection, the presence of the optical antenna causes the dipole
to radiate more power than if it was in bulk semiconductor, the ratio of these powers provides
the enhancement spectrum [21].

F (ω) =
Ptotal(ω)

P0(ω)
(2.17)

where Ptotal(ω) is the total amount of power radiated into the simulation (including lost to
metal) and P0(ω) is the power a dipole in a bulk semiconductor would radiate. On resonance,
F (ω = ω0) is the same as the Purcell enhancement calculation or the antenna-LED models.

The convenient part of this equation is that it provides instructions on how to simulate
emission enhancement. We can place a dipole in the cavity of our choosing, then place
a transmission box around the dipole to capture all the radiated power. This quantity is
normalized by a simulation of the dipole in a homogeneous material, also using a transmission
box to capture all radiated power.

While F (ω) is a useful quantity, it is not our figure of merit. To find the amount of rate
enhancement we need to consider every dipole in the simulation, which means we need to
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account for all the dipoles in the active region, and their polarization, position, and overlap
with the material spectrum (essentially F (ω, x, y, z, p) where p is the polarization). After
averaging we can get an average enhancement (Favg), which is directly related to both the
output power and the modulation rate. Essentially, we are looking for the multiplicative
constants on our maximum enhancement rate:

Favg = µpolarization × µspatial × µspectral × Fmax (2.18)

where µpolarization, µspatial, and µspectral are the polarization, spatial, and spectral averages,
respectively, and, Fmax is the peak enhancement value for a dipole on resonance with the
optimal polarization and position in the cavity.

However, the average enhancement calculation could take hundreds to thousands of sim-
ulations for each structure, which is a huge computational demand and impractical without
tactics to reduce complexity. In the following subsections we will discuss certain averaging
techniques and how we can simplify these calculations:

Polarization averaging

Because we are considering all the dipoles in the active region, is helpful to identify any
terms that will drop out to simplify the calculation. The full polarization average for an
enhancement spectrum looks like:

F (ω, x, y, z, p) = Cx
Ptotal,x(ω, x, y, z)

P0,x(ω)
+ Cy

Ptotal,y(ω, x, y, z)

P0,y(ω)
+ Cz

Ptotal,z(ω, x, y, z)

P0,z(ω)
(2.19)

where Cx, Cy, and Cz are the coefficients of the matrix element for the particular struc-
ture. Note P0,x(ω) = P0,y(ω) = P0,z(ω) because it is a homogeneous medium, so we only
need one normalization simulation.

In a simple double heterostructure, we would have Cx = Cy = Cz = 1/3. And in a
quantum well, with the thickness oriented in ẑ, the matrix element has a TE/TM polarization
dependence given in Table 2.1. For perfectly TE polarized light (θ = 0) the matrix element
reduces to 3/2M2

b (i.e. Cx = Cy = 1/2).
Because optical antenna-LEDs have their enhancement polarized along one direction (we

are choosing x̂), we have Ptotal,x >> Ptotal,y and Ptotal,x >> Ptotal,z. This means we can drop
the ŷ and ẑ polarizations and are left with the polarization average:

µpolarization ≈ Cx (2.20)

So, our polarization average, µpolarization, is 1/3 for a double heterostructure, and 1/2
for a conduction band to heavy hole band (C-HH) transition in a quantum well. Note,
care needs to be taken to ensure that the width of the LED ridge is not too narrow to
create quantization along x̂ because the structure would resemble a quantum wire-like and
µpolarization would become small.
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Quantum Well Matrix Element

TE (x̂ or ŷ) TM (ẑ) 2xTE + TM

C-HH Transition 3
4
(1 + cos2θ)M2

b
3
2
(sin2θ)M2

b 3M2
b

C-LH Transition (5
4
− 3

4
cos2θ)M2

b (1
2

+ 3
2
cos2θ)M2

b 3M2
b

Sum Rule: HH+LH 2M2
b 2M2

b 6M2
b

Table 2.1: Quantum well matrix element with quantized dimension oriented along ẑ [12].

Position averaging

Now that we effectively eliminated the ŷ and ẑ polarizations, a position average is much
easier to solve. We would still need to numerically integrate the following quantity - we use
sum notation for practicality because this could be solved in FDTD.

µspatial =

∑
x,y,z F (ω, x, y, z, p = x̂)∆x∆y∆z∑

x,y,zMax(F (ω, x, y, z, p = x̂))∆x∆y∆z

(2.21)

For our devices, a very accurate approximation is that the spectral shape of the enhance-
ment is unaffected by the position - only the magnitude changes. Therefore we just look at
the value on resonance.

There are three methods for calculating this average:

1. Brute Force. This is where we calculate nested parameter sweeps over x, y, and z so
we can look at every point in the active region. The brute force method is obviously
the most computationally intensive solution, but should be the most accurate when
performed on a fine mesh.

2. Analytical Formula. This method relies on an analytical solution of the shape of the
mode F (x, y, z). If this known or modeled ahead of time then we can simply change
the sum notation to an integral and integrate over the normalized x, y, z enhancement.

3. Lorentz Reciprocity. This is a clever method for calculating the spatial distribution
of the enhancement from a single simulation. Lorentz reciprocity states:∫

EantennaJfarfield =

∫
EfarfieldJantenna

where Eantenna is the electric field produced by current source Jantenna, and Efarfield is
the electric field produced by current source Jfarfield. So to excite the antenna mode we
can place a current source in the antenna farfield mode distribution and then measure
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the electric field profile. Because F ∝ |Eantenna|2 to get the normalization we can just
take:

µspatial =

∑
x,y,z |Eantenna(x, y, z)|2∆x∆y∆z∑
x,y,z |Eantenna,max|2∆x∆y∆z

For a constant mesh spacing, which is common in FDTD, we get a simple average of
the normalized electric field squared:

µspatial =
1

npoints

∑
x,y,z

|Eantenna(x, y, z)|2

|Eantenna,max|2

In Chapter 7 we will compare these methods for our antenna geometry, but the spatial
averaging for antenna-LEDs is generally on the order of ≈ 0.4− 0.75.

Spectrum overlap averaging

The final average concerns dipoles at different energies, this can be visualized in Fig. 2.3.
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Figure 2.3: Dashed black and solid red lines show the experimental non-enhanced material
spectrum [L(ω)] and the simulated enhancement spectrum [F (ω)] of the cavity-backed slot
antenna on a bulk InP substrate, respectively.
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The spectral average is then given by:

µspectral =

∫
F (ω)L(ω)dω∫
FmaxL(ω)dω

(2.22)

where F (ω) is the overall enhancement spectrum seen by a dipole with the optimal po-
larization and position, and L(ω) is the experimental material spectrum without an antenna
present. In principle the material spectrum L(ω) is dependent on the carrier concentration;
however, in this report we fixed L(ω), and therefore the carrier concentration in order to
simplify the analysis. For high injection this assumption should be revisited.

Antenna and waveguide-coupling efficiency

In addition to the average enhancement, we considered the antenna efficiency (ηantenna) and
waveguide coupling efficiency to the fundamental mode (ηWC). The antenna efficiency only
accounts for the metal loss, and the waveguide coupling efficiency only accounts for the
scattering loss. The explicit definitions for the antenna efficiency and waveguide coupling
efficiency spectra are shown below:

ηantenna(ω) =
Ptotal(ω)− Pmetal loss(ω)

Ptotal(ω)
(2.23)

ηWC(ω) =
1

ηantenna(ω)

Pfundamental mode(ω)

Ptotal(ω)
(2.24)

Ptotal(ω) = Pfundamental mode(ω) + Pscattering(ω) + Pmetal loss(ω) (2.25)

where Ptotal(ω) is the total optical power leaving the dipole source, Pmetal loss(ω) is the power
lost to metal, and Pfundamental mode(ω) is the power in the fundamental mode of the waveguide
which was found by taking an overlap integral between the eigenmode solution and the
simulated waveguide field profile. This is given by the overlap monitor in Lumerical FDTD
which calculates the quantity:

ηWC(ω) = Re(
(
∫
~Emeasured(ω) × ~H∗TE00(ω) · d~S)(

∫
~ETE00(ω) × ~H∗measured(ω) · d~S)

(
∫
~Emeasured(ω) × ~H∗measured(ω) · d~S)(

∫
~ETE00(ω) × ~H∗TE00(ω) · d~S)

) (2.26)

where measured subscript denotes that it is the measured field in the simulation, and
the TE00 subscript indicates simulated fundamental TE mode fields.

Note that the product of antenna efficiency and waveguide coupling efficiency gives the
fraction of the total optical power coupled to the fundamental waveguide mode. Additionally,
we calculated the average antenna efficiency and waveguide coupling efficiency. Below are
the explicit definitions for ηantenna and ηWC:

ηantenna = 0.96×
∫
ηantenna(ω)F (ω)L(ω)dω∫

F (ω)L(ω)dω
(2.27)
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ηWC =

∫
ηWC(ω)ηantenna(ω)F (ω)L(ω)dω∫

ηantenna(ω)F (ω)L(ω)dω
(2.28)

where 0.96 is the spatial average for the antenna efficiency determined by the brute force
method. Note that the polarization dependence was negligible for both average efficiencies,
because a dipole oriented along the width of the LED sees much greater enhancement than
a dipole oriented along the length. Additionally, the spatial dependence was negligible for
the waveguide coupling efficiency.

Device metrics

These average values could now be used to calculate relevant device metrics because they
represent the average response of a carrier in the device. Two important metrics are the
power in the fundamental mode of the waveguide and the 3dB frequency, given in Eqs. 2.29
and 2.30, respectively.

Pfundamental mode = FavgηantennaηWC~ωB0N
2V (2.29)

f3dB =
2FavgB0N

2π
(2.30)

where B0 is the radiative recombination coefficient, N is the carrier concentration, V is
the active region volume, and f3dB is the 3dB modulation frequency assuming the radiative
recombination rate is dominant. If we assume Favg = 164, B0 = 10−10cm3s−1 [15], and
N = 2× 1019cm−3 we could reach a 3dB frequency of 104GHz.
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Chapter 3

Cavity backed slot antenna-LED

In the previous chapter we discussed spontaneous emission enhancement and how decreasing
mode volume is an effective method for achieving high speed operation.

There are many geometries that have been considered to accomplish this in the literature:
inelastic scattering of metal [22], using plasmonic nanopatch antenna to enhance quantum
dots and 2D semiconductors [23, 24], a dipole antenna [21, 25], slot antenna [26], and cavity
backed slot antenna [27, 28, 29]. And although different, J-aggregates can be thought of as
creating a longer molecular dipole to enhance the emission [30].

Out of these reports, only a few have demonstrated electrical injection [27, 31, 32, 22],
with the electrically injected cavity-backed slot antenna demonstrating ˜200x peak enhance-
ment [27]. We will accordingly focus on the cavity backed slot antenna-LED for the remainder
of this dissertation.

3.1 Cavity backed slot antenna

In the previous chapter we discussed the circuit model for the dipole antenna to determine
the enhancement. However, the dipole antenna has some drawbacks, namely: the fabrication
is difficult, especially when trying to form contacts that do not perturb the antenna mode
[28]. The complimentary structure to the dipole antenna is a slot antenna, shown in Fig.
3.1b, but this structure shares similar problems to the dipole antenna. Electrical contacts
will still be difficult without perturbing the slot antenna mode, and the radiation pattern is
concentrated primarily in two lobes going in opposite directions (Fig. 3.1e), which makes it
difficult to achieve efficient waveguide coupling.

A solution to this is problem is to form a cavity on one side, which will make it a cavity
backed slot antenna, Fig. 3.1c. The cavity backed slot antenna has several advantages over
the dipole and slot antennas:

1. Self-Aligned. Because the antenna wraps around the LED ridge alignment and de-
position of the metal layer becomes trivial.
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Figure 3.1: Comparison of the dipole antenna, slot antenna, and cavity backed slot antenna
geometry (a) - (c), farfield radiation pattern (|E|) (d)-(f), and circuit model with radiation
resistance (g)-(i).

2. Electrical Injection. The metal for the cavity backed slot antenna can also serve as
a relatively large contact to the top of the LED ridge. This is important to reduce
contact resistance, which can be very high for nanoscale devices. A cartoon of the
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structure is shown in Fig. 3.2.

3. Thermal Heat Sink. In order to get sufficient power for the link we will need to pump
the device to the N ≈ 1019cm−3 range. Even though the total current can be small, the
current density can be very high due to the nanoscale cross-section. Moderate losses
can contribute to excessive heating without proper thermal management.

4. Directional Emission. As we will discuss in the next chapter, having directional
emission is beneficial for coupling to a waveguide.

active

n-InP

p-InP

Al2O3

Spin on glass

Ag

Figure 3.2: Cartoon showing electrical injection for cavity backed slot antenna-LED. The
metal serves as both the antenna and the n-contact to inject electrons. The holes can be
injected through the p-InP substrate. Note this is not drawn to scale.

Electrical injection can be achieved by doping the LED ridge. The electrons can be
injected into the n-type layer by using the antenna as a contact, and the holes can be
injected into the p-type layer. When the electron and hole recombine in the active region, it
serves as an excitation of the cavity-backed slot antenna mode. The Al2O3 acts as isolation
between the antenna and active region to prevent electrical shorting; likewise, the spin on
glass (SOG) electrically isolates the antenna and the p-InP substrate.

Additionally, as shown in Fig. 3.1e, compared to the slot antenna, the cavity-backed
slot antenna directs power in one direction, which helps with waveguide coupling, but the
formation of the cavity gives rise to another condition on the resonance. The round-trip
length of the light bouncing off the top of the cavity needs to satisfy [28]:

∆φ = 2kzd+ π = 2π (3.1)

where ky is the propagation constant for the fundamental TE mode in the antenna. The
propagation constant kz for a fundamental TE mode is given by:

kz =

√
ω2µε− (

π

L
)2
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which means we can now solve for ω to give us the resonance condition:

ω0 =
πc

n

√
(2d)−2 + L−2

(a) (b)

(c) (d)

200THz

200THz

200THz

200THz

THz

Figure 3.3: Contour plots of the (a) resonance frequency ω0, (b) overall emission enhance-
ment, (c) antenna efficiency on resonance, and (d) quality factor of the III–V antenna-LED
with 1nm Al2O3 for a 20nm wide device. The solid white contour line denotes the combina-
tions of slot length and cavity depth that achieve antenna resonance at 200 THz.

Because the cavity-backed slot antenna re-redirects the radiation into the lower half-
space (z < 0), the magnitude of the electric field is doubled with respect to the slot antenna
without a cavity. Doubling of the electric field yields a power density that is four times as
high. However, the cavity-backed slot antenna radiates into half as much volume as the slot
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antenna and therefore the overall radiated power is increased only by a factor of two. This
can be modeled as twice the radiation resistance of the slot antenna:

Rrad,cavity = 2×Rrad,slot =
3

4π
Z0(

λ0
L

)2 (3.2)

Plugging this into the enhancement equation we get the following for the fundamental
mode:

F =
18

π2
(
L

w
)2 (3.3)

A summary of how the cavity backed slot antenna’s properties change for cavity depth
(d) and ridge length (L) are shown in Fig. 3.3 for an LED ridge with 20nm width and 1nm
Al2O3.

(a)

(b)

Figure 3.4: (a) Spectral average µspectral as a function of Q and (b) average enhancement
Favg and radiated power ∝ Favg × ηantenna × Vactive for slots with 200THz resonance.

As we increase the slot length or depth, we shift the resonance to longer wavelengths.
Second, we see that for larger cavity depth the antenna loss is higher, because the photons
are in the metal-optic cavity for longer. Finally, the resonator loses power more slowly so Q
increases.
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While the properties of the cavity backed slot antenna are useful for understanding the
device trade-offs, we need to convert this into our system figures of merit - namely average
enhancement. We can track this by modeling the spectral average µspectral as a function of
Q, shown in Fig. 3.4a, discussed in Chapter 2.3. For simplicity, we used a Lorentzian for
the enhancement F (ω) for various Q factors.

We then assume that the spatial average change is negligible for different slot lengths
using a quantum well active region (i.e. height difference is neglected for quantum wells near
the opening of the slot). We see in Fig. 3.4b that the average enhancement increases by
around 1.7x as we increase the ridge length, and that the power increases by approximately
a factor of 3x. But this comes with a trade-off, namely that as we increase the length of the
device we need to decrease the height to compensate, which can make electrical injection
difficult because we need contact and barrier layers. In order to leave enough room for
electrical injection we fix this height to be 130nm, which gives us a target length of 130nm
as well. We see in 3.4b that the average enhancement nearly levels out for this value, and
the power would be approximately 60% of the peak value.

3.2 Aluminum oxide

Adding an oxide on the surface of the LED-ridge is important to electrically isolate the device
from the metal. However, there is an important trade-off with the spontaneous emission
enhancement factor (F (ω)× ηantenna) as shown in Fig. 3.5. This result can be explained by
looking at Shockley-Ramo theorem with an inhomogeneous medium [28].

Figure 3.5: Simulation of spontaneous emission enhancement dependence on Al2O3 thickness.
Antenna length was not adjusted for increasing thickness leading to a blue-shift of antenna
resonance.



CHAPTER 3. CAVITY BACKED SLOT ANTENNA-LED 25

weff = w + 2
εs
εox

tox

where weff is the effective width, εs and εox are the permittivities of the semiconductor
and oxide, respectively, and tox is the oxide thickness between the semiconductor and metal.
The factor of 2 is from the structure symmetry. So, by increasing the effective width by
adding an oxide, we blue-shift the resonance and decrease the peak enhancement.

From the device metrics in Chapter 2, we know that power and speed are proportional to
enhancement. We therefore want to make the oxide as thin as possible without compromising
electrical performance. To determine the minimum thickness we fabricated a simple cavity
backed slot antenna clad with different Al2O3 thicknesses then measured the surface decay
as a function of the ridge width, shown in Fig. 3.6a.

(a)

(b)

Figure 3.6: (a) Experimental decay curves for 200nm ridge device lifetime dependence based
on Al2O3 thicknesses between 0-5nm. (b) Integrated decay intensity for variable ridge widths.

We determined that the lifetime of the device decreases with decreasing Al2O3 thicknesses.
The 0nm and 1nm thicknesses are too thin - the decay became prohibitively fast when we
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made narrower ridges w ≈ 20nm, making the devices very inefficient at these dimensions. In
order to have higher efficiency we need to use ≥ 2nm Al2O3 thicknesses. This trend can also
be seen in the intensity data. In 3.6b, both the 0nm and 1nm thicknesses have low intensity
at narrow ridge widths, and become prohibitively dim for devices with widths below 80nm;
however, the thicker oxides still have sufficient intensity for measurements.

3.3 Averaging

As mentioned in Chapter 2.3, we need to calculate the average quantities to get the figures
of merit. We will compare the three methods for averaging for a quantum well active region
and double heterostructure active region.

Active region design

For a cavity-backed slot antenna oriented along the x-axis, in our simulations we observed
that the distribution of voltage is nearly constant along the width (ŷ), a cosine distribution
along the length (x̂), and a square root distribution along (ẑ) for the fundamental mode.
Finally, we assume that the x, y, and z components are approximately separable:

V (x, y, z) = V0Cos(
π

L+ 2δ
x)

√
1− z

d+ δ

where δ is the skin depth of the metal, and w, L, and d are the width, length, and depth
of the cavity-backed slot antenna, respectively. Because the enhancement is proportional to
the electric field squared, the spatial average is:

µspatial =

∫ L/2
x=−L/2

∫ w/2
y=−w/2

∫ h
z=0

Cos2( π
L+2δ

x)(1− z
d+δ

)dxdydz∫ L/2
x=−L/2

∫ w/2
y=−w/2

∫ d
z=0

dxdydz

where h is the height of the active region. In our design the total depth is 130nm, and
for a single quantum well the active region height is approximately 5nm, where the rest of
the height can be used for barriers and cladding. In a double heterostructure we assume
that the active region height is approximately 110nm (≈ d− 20nm). If we assume a perfect
metal (δ = 0) then we get:

µspatial,QW ≈
1

2

µspatial,DH ≈
1

4

We can approximate the optical skin depth in silver to be ≈ 20−30nm - this adjustment
gives us:
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µspatial,QW ≈ 0.638

µspatial,DH ≈ 0.399

However, when we tried to verify the quantum well numbers using the brute force method,
we found that the assumption that the profile along the width is constant does not hold -
the electric field actually increases near the interface. When we account for that, the spatial
average ends up being:

µspatial,QW ≈ 0.79

where the reference point is the center of the slot located at the opening (opposed to the
maximum enhancement, which actually occurs near the interface). Due to computational
time and memory limitations we did not do brute force for multiple quantum well or double
heterostructure geometries.

Lorentz reciprocity

As discussed in Chapter 2.3, we can calculate the spatial average through Lorentz reciprocity
by placing a dipole in the farfield of the antenna and measuring the excited mode. This is
shown in Fig. 3.7, where we plot the normalized |E|2 field, normalized with respect to the
field at (X = 0, Y = 0, Z = 10) for antenna with length 132nm, width 20m, height 140nm
measured on resonance (λ0 = 1537nm).

We can now now take the average field for different active region configurations:

µspatial,Single QW ≈ 0.771

µspatial,3x QWs ≈ 0.624

µspatial,DH ≈ 0.387

Note the single quantum well has a higher spatial average because it was calculated at
the opening of the slot, similar to the brute force method.

We can now create an expected enhancement map by multiplying the enhancement at
(X = 0, Y = 0, Z = 10) by the normalized electric field - this is shown in Eq. 3.4.

Fpredicted(x, y, z) =
|E(x, y, z)|2

|E(0, 0, 10)|2
F (0, 0, 10) (3.4)

In order to test this method we placed dipoles at random locations and then compared to
the predicted value. The error was typically < 5%, which shows that this method provides
a good approximation of the enhancement. This is illustrated by comparing the single
quantum well case using brute force with Lorentz reciprocity - we get averages of 0.79 and
0.77, respectively (≈ 2.5% error). A summary of the calculations is shown in Table 3.1.
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(a)

(b)

(c)

Figure 3.7: Normalized |E|2 field with respect to (x = 0, y = 0, z = 10nm) excited from
electric dipole 500nm below slot opening (a) XZ profile (b) XY profile and (c) YZ profile.
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Active Region Design

Design µpolarization µspatial µspectral Height

Single quantum well 1
2

≈ 0.77− 0.79 0.394 ≈ 6nm

Multiple quantum well (3x) 1
2

≈ 0.588− 0.624 0.394 ≈ 18nm

Double heterostructure 1
3

≈ 0.399− 0.456 0.394 ≈ 110nm

Table 3.1: Summary of approximate dipole averages for single quantum well, multiple quan-
tum wells, and double heterostructure active regions. The polarization average is based on
the matrix element, the spatial average is calculated from Lorentz reciprocity and the ana-
lytical formula, and the spectral average is an approximation based on the Q of the device
(this is assumed not to change).

We see that the single quantum well design has the highest product of averages, so will
have the highest average enhancement, and, therefore, the highest modulation speed. But
this design has the lowest active region volume and accordingly the lowest output power
(Power ∝ Favg × Vactive). The double heterostructure has the highest output power but the
lowest modulation rate. Among these designs the multiple quantum well structure is a good
compromise for high speed with moderate power.
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Chapter 4

Waveguide coupled cavity backed slot
antenna design

In the previous chapter, we showed that the cavity-backed slot antenna has been demon-
strated to satisfy the following requirements: nanoscale, efficient, direct modulation, and
compatible with top-down fabrication. However, in order to create a full-link, it needs to
be coupled to single mode waveguide. As shown in Fig. 3.1(f), the radiation of the cavity-
backed slot antenna is primarily directed down towards the substrate, making it a non-trivial
problem to couple to a photonic waveguide.

Many methods have been used to couple nanoscale devices to waveguides, including cou-
pling an optically pumped dipole antenna to a multi-mode waveguide using the waveguide
height to cancel the electric field propagating toward the substrate [33], an electrically in-
jected metal cavity LED and laser on a single-mode waveguide using the mode shape in the
metal cavity [34, 35], and using anti-symmetric second-order resonance for a double nanogap
plasmonic antenna [36]. Overall, efficient devices that are compatible with electrical injection
and have high enhancement are still needed.

In this chapter, the impact of each design step on efficient waveguide coupling to the
fundamental mode is described.

4.1 Starting structure

As discussed in Chapter 3, the cavity-backed slot antenna is a promising candidate as an
optical source due to its high spontaneous emission enhancement and compatibility for top
down fabrication and electrical injection [27]. As shown in Fig. 3.1(c), the cavity-backed slot
antenna is self-aligned to an InP/InGaAs/InP ridge (length: 130nm, width: 20nm, height:
140nm), where the height and length were chosen to tune the resonance frequency to best
match the LED material spectrum while maximizing the radiated power for the fundamental
antenna mode. The antenna is electrically connected to the top of the ridge, where it is used
as a contact to inject electrons into the n-InGaAs contact layer. The holes are injected
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into the p-InP layer, which is insulated from the antenna using a 40nm thick spin on glass
(SOG). Finally, the InGaAs quantum well active region is electrically insulated from the
antenna using a 1nm thick Al2O3 surrounding the ridge sidewalls. When an electron and
hole recombine in the active region, the recombination acts as a dipole excitation of the
antenna mode. In our 3D finite-difference time-domain (FDTD) simulations, we excited the
antenna by placing an electric dipole source in the active region. Unless otherwise stated, we
will be simulating our different designs using this base structure. The average enhancement
for this structure is Favg = 160 and ηantenna = 54%

4.2 Destructive interference

The first two parameters we optimized were the waveguide height and width in order to
cancel the fields propagating towards the substrate (similar to [33]). However, as shown
in Fig. 4.1, this case is slightly different because there is metal over the waveguide to
define the cavity-backed slot antenna. From a simple ray optics picture, the metal causes
an additional +π phase shift when reflecting from this surface. We were able to maximize
the waveguide coupling efficiency with a waveguide height of 180nm and width of 550nm.
With this structure we can only achieve a maximum waveguide coupling efficiency of 17% in
each direction on resonance (34% if we account for both directions), which leaves room for
improvement.

4.3 Total internal reflection

One way to understand waveguide coupling is by considering total internal reflection (TIR).
The total internal reflection condition for light going from the waveguide to the cladding is
shown below:

θTIR = sin−1(
ncladding
nwaveguide

) (4.1)

where nwaveguide and ncladding are the refractive indices of the waveguide and cladding,
respectively, and θTIR is the angle where total internal reflection begins. If the light experi-
ences total internal reflection then it will be trapped in the waveguide, so we want this angle
to be as small as possible. In our case, nwaveguide is fixed by our active material, so we will
be use the index of the InP/InGaAs material system. We have a little more control over
ncladding, and from the TIR equation we want to minimize the cladding refractive index to
minimize θTIR. In Fig. 4.2 we plotted the waveguide coupling efficiency as a function of the
lower cladding refractive index, and showed that expected relationship holds.

As we can see in Fig. 4.2, there is a considerable improvement in waveguide coupling
efficiency by replacing the SiO2 lower cladding with air (or vacuum); however, that would not
be compatible with top-down fabrication. Nonetheless we found there is a method to achieve
comparable improvement by etching the SiO2 back to form an SiO2 ridge for the waveguide
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Figure 4.1: Cross section, power flow, and waveguide coupling efficiency to the fundamental
mode (ηWC) for (a) antenna-LED on single-mode InP waveguide and SiO2 ridge, (b) antenna-
LED on single-mode InP waveguide with metal wrapped around waveguide facet, and (c)
antenna-LED on single-mode InP tapered waveguide with metal wrapped around waveguide
facet and sidewalls (see Fig. 4.6(a) for perspective view, Fig. 4.8(b) for top view cross
section). See Appendix: Field profiles for the Ex and Ey field profiles of the mode in the InP
waveguide.
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Figure 4.2: Waveguide coupling efficiency (accounting for both directions) at resonance as
for a) lower cladding refractive index and b) ridge height. The waveguide coupling efficiency
reported is for bi-directional coupling, half of the power travels in each direction. Graph
insets show width-height cross section of waveguide.

to sit on top of. In Fig. 4.2, we plot the waveguide coupling efficiency as a function of SiO2

etch depth. For larger etch depths we create a lower effective index, improving the waveguide
coupling efficiency. Keeping fabrication and thermal effects in mind, we wanted the SiO2

etch depth to be as small as possible while maximizing waveguide coupling efficiency, so we
determined that a 500nm etch depth is optimal and will keep this parameter fixed for the
subsequent simulations. The simulation results from this structure are shown in Fig. 4.1,
we achieved a bi-directional 24% waveguide coupling on resonance (48% total).

4.4 Flat facet reflector

In Fig. 4.1(b), we truncated the waveguide and wrapped metal around the end of the facet
to effectively act as a mirror. In addition to making the coupling unidirectional, the mirror
created an image dipole 180◦ out of phase with the antenna-LED, which further suppressed
fields propagating toward the substrate. By minimizing the separation between the antenna-
LED and the back mirror, we achieved a waveguide coupling efficiency of 74% – note this
was more than double the result from Fig. 4.1(a).

In Fig. 4.3, we see the expected constructive and destructive interference as we sweep
the separation between the antenna-LED and the metal facet. We can consider the struc-
ture from an image dipole perspective or a reflection perspective to find the destructive
interference condition.
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Figure 4.3: Waveguide coupling efficiency at 1500nm as a function of the separation between
the center of the antenna-LED and the metal reflector.

Using a simple ray-bounce diagram, we know that we would acquire an extra +π phase
shift off the back metal plane, so there is destructive interference when the waveguide path
length adds up to 2π. The image dipole standpoint is the same, where we have a dipole +π
out of phase at a distance of twice the offset, so we should see destructive interference when
the following condition is met:

mπ = π + 2kxx (4.2)

where m is an odd integer and x is the offset. Because the offset is defined from the
center of the antenna-LED, the first minimum is at kxx = π. We expect the minimum to
occur at:

x =
λ0

2neff
=

1500nm

2 ∗ 2.08
≈ 360nm

where neff is the effective index of the fundamental mode under the metal. This agrees
well with the minimum shown in Fig. 4.3. From this figure we can also see how the emission
towards the substrate is suppressed at small offsets, and as we move to the second peak this
suppression decreases.

4.5 Tapered waveguide coupler

In this subsection we will describe ways to prohibit higher order modes - in other words,
how to shape the emission so it can couple to the desired waveguide mode. By using image
theory, we can direct more light towards the waveguide; however, image theory alone cannot
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Figure 4.4: Available modes in the metal coupler region. a) Waveguide mode that couples
well to InP waveguide and b) waveguide mode that does not couple well to InP waveguide

guarantee that we are coupling to the correct mode. In Fig. 4.4, we show two potential
modes that exist under the metal in the waveguide coupler section; however, only Fig. 4.4a
will efficiently couple to the InP waveguide after the metal is removed.

From Maxwell’s equations we know that at the boundary between a perfect conductor
and dielectric the only electric field component that can exist is the normal component -
the tangential component must be zero. As shown in Fig. 4.4b, our undesired modes have
an electric field normal to the top metal contact and near the edge of the waveguide. We
found that by wrapping metal around the waveguide sidewalls and tapering the waveguide
width down to 300nm we can cancel the undesired mode because the electric field becomes
tangential to the waveguide sidewall. We can now calculate the modes for the new structure
and see that only one mode can propagate under the metal, shown in Fig. 4.5.

While the overlap integral between this mode and the output waveguide is lower than
the mode from Fig. 4.4, it is the only mode able to propagate under the metal, so the
waveguide coupling efficiency is increased. Because the coupler section and output waveguide
are both single mode, the power that is not coupled is reflected back to the coupler section,
creating a fabry-perot resonator. The results are shown in Fig. 4.1(c), where we see the
improvement in coupling to the fundamental mode by tapering the waveguide near the
antenna-LED and wrapping metal around the sidewall of the tapered section. Figure 4.6(a)
shows the perspective view and Fig. 4.6(b) shows the enhancement, antenna efficiency, and
waveguide coupling efficiency spectra. With this structure we were able to achieve an average
enhancement of 162, a waveguide coupling efficiency of 90%, and an antenna efficiency of
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Figure 4.5: Mode in waveguide when metal is wrapped around the waveguide sidewalls. This
mode is the only mode that exists at this wavelength.
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49%. The electric field plots for the hand design structures are summarized in Fig. 4.7.
Although our hand-optimized results are comparable to the best results in the literature,

we were restricted to exploring only simple geometries of the waveguide coupler due to the
immense computational resource requirements of simulating fine-meshed three-dimensional
optical structures. In order to more completely explore the parameter space associated with
this waveguide coupler, we applied computational inverse design techniques.
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c)b) Antenna-LED with Reflector
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Figure 4.7: Ex and Ey field profiles for (a) antenna-LED on single-mode InP waveguide and
SiO2 ridge, (b) antenna-LED on single-mode InP waveguide with metal wrapped around
waveguide facet, and (c) antenna-LED on single-mode InP tapered waveguide with metal
wrapped around waveguide facet and sidewalls.
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4.6 Inverse design

Electromagnetic inverse design has been used to improve characteristics of a multitude of
photonic devices [37, 38, 39, 40, 41, 42, 43, 44, 45]. Inverse design methods allow one to effi-
ciently find non-intuitive geometric structures that optimize electromagnetic figures of merit.
For example, inverse design has been used to find high efficiency vertical grating couplers
[37], to design a small footprint polarization beam splitter [38], to optimize a broadband two-
mode de-multiplexer [39], to increase the near-field enhancement of an optical antenna while
minimizing temperature rise [40], and to optimize fabrication-constrained silicon photonic
devices [41].
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Figure 4.8: (a) Cross section schematic (XZ) of tapered waveguide coupler showing dashed
cutline, and (b) top view XY cross section of waveguide along dashed cutline. (c) XY cross
section of coupler after optimization, showing perturbations to Ag-InP boundary. Note (b)
and (c) also show the projection of the LED base.
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Gradient-descent based optimization using the adjoint method can be used to optimize
almost any user-defined electromagnetic figure of merit over an arbitrarily large parameter
space with minimal computational resource requirements [42, 43]. In the literature this
optimization method and similar topology optimization methods are commonly referred
to by the more general term inverse design, which we will adopt in order to help easily
distinguish the various results in this dissertation. For brevity we will not delve into the
details of the method, but we recommend the reader review the works in [42, 43, 41, 45, 44]
for more information. See Appendix C for specifics regarding our implementation of inverse
design.
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Figure 4.9: Enhancement, antenna efficiency, waveguide coupling efficiency spectra and top
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mization. For reference, the LED material spectrum [L(ω)] between its 50% power points is
shown by the gray shaded region.
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Inverse design was applied to the 2D cross section of the tapered coupler (Fig. 4.8(b)) to
optimize enhancement, antenna efficiency, and waveguide coupling efficiency by perturbing
the interface between InP and Ag (Fig. 4.8(c)) – the spectra before optimization are shown in
Fig. 4.6(b). Our initial inverse design cost function was the power transmitted through the
waveguide at a single frequency (spectral product at the resonant frequency of enhancement,
antenna efficiency, and waveguide coupling efficiency). This led to a slight improvement in
the power transmitted at resonance compared to the tapered coupler – shown in Fig. 4.9(a)
and Fig. 4.6(b), respectively. However, when calculating the average values, we noticed there
was a large trade-off between average enhancement and antenna efficiency. When compared
to the tapered coupler, although the peak enhancement increased from 1034 to 1312, the
average enhancement only increased from 162 to 164 and the antenna efficiency dropped from
49% to 40%. Waveguide coupling increased slightly from 90% to 94%. When we combine
these numbers, we see that the average power of the single frequency optimization was lower
than the tapered coupler. This is not surprising because the cost function did not represent
an average value.

In order to increase the average power transmitted, we changed the inverse design cost
function to be the weighted sum of the optical power at three frequencies. We weighted
the power transmitted at resonance ten times less than the power transmitted at ±55THz
(±40nm) from resonance to encourage a broader enhancement spectrum. As shown in Fig.
4.9(b), we were able to create a broader enhancement spectrum with a greater antenna
efficiency, ultimately achieving Favg = 144 and ηantenna = 64%. A summary of the different
designs is shown below in Table 4.1 - we included the antenna on bulk InP as a comparison
for Favg and ηantenna.

Design Summary

Design Favg ηantenna ηWC ηantenna × ηWC

Antenna on bulk InP 160 54% – –

Taper 162 49% 90% 44%

Inverse Design: Single Frequency 164 40% 94% 38%

Inverse Design: Multi Frequency 144 64% 94% 60%

Table 4.1: Summary of best design results for antenna on bulk InP, taper coupler, and inverse
design structures designed at a single frequency and multiple frequencies, respectively. These
structures are for a width of 20nm and an Al2O3 thickness of 1nm.

As discussed in Chapter 2.3, the 3dB frequency is proportional to Favg and the power in
the fundamental mode is proportional to Favg × ηantenna × ηWC . We accordingly expect the
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Single Frequency design to be the fastest device and the Multiple Frequency design to be
the most efficient with the highest output power.

4.7 Coupled cavity

Our design methodology is contingent on the LED material spectrum, shown in Chapter 2,
Fig. 2.3. Given a narrower material spectrum, the single frequency design could be more
desirable because the average enhancement would be much larger than the multi frequency
design or tapered coupler. Even with our current material spectrum, the single frequency
design will theoretically have the fastest direct modulation rate – though at a great expense
to antenna efficiency. In contrast, the multi frequency design will have a slower direct modu-
lation rate, but maintain high enhancement while achieving the highest efficiency, making it
capable of delivering the most optical power to the waveguide. In fact, when we compare the
product of Favg, ηantenna, and ηWC from the multi frequency design with the cavity-backed
slot antenna on a bulk InP substrate, we find that we could emit slightly more power in the
fundamental mode of an InP waveguide than would be radiated in all directions for the bulk
InP substrate case.
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Figure 4.10: (a) Avoided crossing between the optical antenna resonance and the inverse
design coupler resonance. For reference, dashed black and green lines show independent
resonances of the antenna-LED on a bulk InP substrate and the coupler section as a function
of LED length, respectively. Enhancement spectra for LED lengths of (b) 110nm and (c)
122nm.

Close observation of the multi frequency design enhancement spectrum in Fig. 4.9(b)
reveals two distinct peaks. This can be explained by thinking of the antenna-LED and
coupler section (see inset Fig. 4.10(a)) as coupled resonators. When they have the same
resonance frequency, it will lead to a frequency split that can be observed in the enhancement
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spectra. This was confirmed by sweeping the LED length in the multi frequency design, which
resulted in an avoided crossing between the antenna-LED resonance and the coupler section
resonance, as shown in Fig. 4.10. The dashed black line was generated by sweeping the
length of the antenna-LED on a bulk InP substrate. The dashed green line was created by
placing a dipole in the coupler section (see inset) and sweeping the length of an off-resonance
antenna-LED. During the length sweep we found that the antenna efficiency always peaked
at the coupler section resonance rather than at the antenna-LED resonance.

A similar observation was made in the single frequency design in Fig. 4.9(a): the antenna
efficiency peak was associated with the coupler resonance. However, in contrast to the multi
frequency design, the antenna-LED and coupler section resonances are detuned – evident by
the offset between the peak enhancement and antenna efficiency wavelengths in Fig. 4.9(a).

To summarize, the spectra of the waveguide coupling designs can be explained by consid-
ering the antenna-LED and the coupler section as coupled resonators. When the resonances
are tuned (multi frequency design), we have an impedance match and frequency splitting.
Due to the impedance match, the optical power is able to quickly leave the lossy antenna-
LED (lower Q factor) resulting in less metal loss (higher antenna efficiency). In contrast,
when the resonances are detuned (single frequency design), we have an impedance mismatch
which results in the optical power reflecting back to the lossy antenna region. This results
in more metal loss (lower antenna efficiency) and higher enhancement. A similar conclu-
sion was reached in [46], where detuned resonators were exploited to achieve higher peak
enhancement. Note that regardless of how the coupler section resonance was tuned, both
these designs yielded higher waveguide coupling efficiency than the tapered coupler.

4.8 Secondary design considerations

So far we identified the key parameters that affect the waveguide coupling efficiency, namely:
waveguide height, lower cladding index/geometry, Al2O3 thickness, and metal geometry;
however, there are a few secondary parameters that play a smaller role on waveguide coupling
efficiency, but are nonetheless important. The three parameters we will focus on are the
isolation oxides, taper geometry, and the waveguide width.

Isolation oxide

The oxide between the antenna and substrate is an important design parameter. It has
been shown for a cavity backed slot antenna on bulk InP that adding a low index material
around the LED ridge at the opening of the slot can increase the spontaneous emission factor
(product of F (ω) and ηantenna) by 2× due to a reduction of effective index and effective width
[28]. We can see this trend in the middle and bottom graphs in 4.11. As we increase the
thickness of the oxide, both the enhancement and antenna efficiency increase slightly. When
combined, this only increases the peak spontaneous emission enhancement by 1.25x. In
addition to the increase in the antenna efficiency we see a red-shift in the resonance. The
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Figure 4.11: Waveguide coupling efficiency, enhancement, and antenna efficiency as a func-
tion of HSQ thickness.
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red-shift can be understood by increasing the effective index at the opening - so the resonance
red-shifts to compensate.

At the extreme of no spin-on-glass oxide (oxide thickness of 0) we see multiple resonances
in the waveguide coupling efficiency and antenna efficiency. This can be understood as
exciting higher order plasmonic modes in the coupler section. As we increase the oxide
thickness above ≈ 5 − 10nm, these are suppressed for our wavelengths of interest. This
means we should not completely remove the spin on glass layer, and for thicknesses ≥ 15nm
the separation oxide does not play a large role on the waveguide coupling efficiency.

In addition to higher spontaneous emission enhancement, the oxide is important to insure
electrical isolation between the p-doped substrate and the antenna, which serves as the n-
contact. Likewise, this oxide will be important to reduce the parasitic capacitance. So far
the simulations have been for the oxide on top of the waveguide, but in a real device we
would need an oxide on the sidewall of the waveguide to make sure it is electrically isolated.
In our simulations this had a very small impact on the waveguide coupling efficiency and
can be compensated with a smaller taper profile.

Waveguide width

Another parameter worth mentioning is the waveguide width after the coupler section. In all
the designs so far we show a discontinuity in the waveguide which is designed to maximize
the power transmission. However, the waveguide coupling efficiency is fairly insensitive to
this parameter as long as the output waveguide is around single mode waveguide dimensions.
If the output waveguide remains single mode then we should not have a problem coupling
to higher order modes, and the waveguide width only affects the overlap integral between
the coupler section and output waveguide, which determines the amount of reflection at this
interface. A change in width ±100nm does not significantly change the design, allowing for
some flexibility in fabrication and design. The waveguide can then be adiabatically tapered
out to larger dimensions for lower waveguide loss.

Taper profile

An advantage of this coupler design is that it is largely insensitive to changes in the geometry.
And while we showed a benefit in matching the resonance of the coupler section to the
antenna-LED resonance, the device can operate in a non-resonant mode and achieve high
waveguide coupling efficiency. This allows us to make changes like adding an oxide on the
sidewall or perturbing the shape in inverse design without affecting the waveguide coupling
efficiency dramatically.

We explored the fabrication tolerance of the structure and found that one important
parameter is the metal offset. As shown in Fig. 4.12a, our initial design had an abrupt
change in the width from 500nm to 700nm, but during metal liftoff it is difficult to control
this offset within a few hundred nanometers. With offsets away from the abrupt change
in width (negative offsets) the waveguide coupling efficiency only changes slightly due to
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changing the taper resonance, but is largely unaffected. However, as we increase the taper
offset past the abrupt change in width (positive offsets), there is a dramatic affect on the
waveguide coupling efficiency. This can be mitigated by having a constant taper, as shown
in Fig. 4.12b. Now, for small changes in the metal offset there is a minimal impact in the
waveguide coupling efficiency, making the device more fabrication tolerant.
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Figure 4.12: Comparison of waveguide coupling efficiency for (a) abrupt taper coupler and
(b) continual taper coupler with top down cross section.
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4.9 Towards electrical injection

As mentioned in the previous chapters, one constraint on these devices is that they need
to be capable of electrical injection. In this section we will discuss a potential method for
achieving electrical injection with the tapered geometry.

Optical considerations

The cavity backed slot antenna would still serve as the n-contact for the device; however,
in order to inject holes we need a p-contact. A potential way of achieving this would be to
use the metal wrapped around the p-InP waveguide as a contact, but this was dismissed as
a possibility due to the difficultly in fabrication and because the waveguide sidewall would
likely have high contact resistance. Another possibility considered was to directly contact the
p-InP waveguide with metal, but this poses problems with disturbing the waveguide mode.
Accordingly, taking some influence from ridge waveguide modulators, we want to place the
metal sufficiently far away from the main waveguide mode. This can be accomplished in two
ways:

1. Rib-to-ridge conversion. As discussed in previous sections, etching into the lower
cladding can significantly increase the waveguide coupling efficiency, so we would still
want to use an InP rib waveguide on top of a ridge-like lower cladding for the coupler
section to maintain high waveguide coupling efficiency. In order to contact the waveg-
uide outside the mode, we could convert the mode in the InP rib waveguide to a ridge
waveguide mode, then contact the waveguide in the slab layer. In this geometry we
quickly see a trade-off in slab thickness – thicker slabs will have a lower mode overlap
between rib and ridge waveguide leading to a higher conversion loss, but the thicker
slabs will have a lower series resistance.

2. Tapered waveguide. This solution involves an adiabatic taper to wider dimensions
which will lead to greater confinement of the fundamental mode. The wider waveguide
can then be contacted with perpendicular tapered waveguide that will not disturb the
fundamental mode. This structure has the advantage of being fabricated in the same
mask as the main waveguide, but gives rise to a similar trade-off to the rib-to-ridge
conversion. Larger tapered waveguide tips will affect the fundamental mode more, but
will have lower series resistance.

As shown in Fig. 4.13, we decided to design around the latter structure. As expected,
there is a trade-off between the taper dimensions and the transmission. In Fig. 4.13b
and 4.13c we compare the transmission efficiency for different taper geometries when the bus
waveguide is 1000nm and 1500nm wide, respectively. As expected, for the 1500nm waveguide
the fundamental mode is more confined to the center of the waveguide which allows for higher
transmission for all taper geometries (≥ 98% transmission through this section).
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Figure 4.13: (a) Top down geometry of electrically injected waveguide, and optical transmis-
sion efficiency in taper section for different taper geometries for (b) 1000nm wide waveguide
and (c) 1500nm wide waveguide.

One final consideration is that doping the InP waveguide will lead to higher waveguide
loss (≈2dB/cm vs ≈0.3dB/cm in a Zn-doped waveguide compared to intrinsic) [47]. If the
platform is compatible with Si photonics it would help to reduce link loss by coupling the
light to a lower loss waveguide (Si or SiN) or only doping near the taper antenna sections.
Assuming these losses, for links on the order of 1cm the waveguide will be practically lossless,
so we can ignore the length dependence on the link energy.

Electrical considerations

The final consideration with electrical injection is the loss associated with the contacts
and the series resistance. The important contact resistance is for the n+InGaAs - using
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a nanoscale Mo contact this can be as low as ρc = 1.3Ωµm2 [48]. For a ridge with a 20nm
width and 130nm length the contact resistance is on the order of:

Rcontact =
1.3

0.13 ∗ 0.02
= 500Ω (4.3)

The series resistance of the p-type waveguide is slightly more complicated. We need to
calculate the series resistance of the various tapers:

Rtaper =

∫ L

0

ρ

h ∗ (wi + x
L

(wf − wi))
dx (4.4)

Rtaper = ρ
L

h(wf − wi)
) log

wf
wi

(4.5)

We can double check this is correct by doing a change of variable δw = wf − wi and
setting to δw = 0 (i.e. not having a taper):

Rtaper = ρ
L

hδw
log 1 +

δw

wi
(4.6)

Using L’Hospital’s Rule we get:

Rtaper = lim
δw→0

ρ
L

h

1
wi

δw
wi

+ 1
= ρ

L

h× w
(4.7)

This is the normal series resistance of a rectangular wire. Finally, to calculate the resis-
tance for this structure we need the resistivity for p-doped InP:

ρ ≈ 1

qµpNa

(4.8)

where µp is the hole mobility and Na is the p-doping. The hole mobility as a function of
p-doping is approximately [49]:

µp = 10 +
160

1 + ( Na
4.87∗1017 )0.62

cm2

V s
(4.9)

At a doping of Na = 1×1019cm−3 the resistivity is ρ = 2×10−2Ωcm. We can use Eq. 4.5
to estimate the series resistance for different sections, a summary of these are given below
in Table 4.2.

The final resistance we need to consider is the LED ridge itself. We can again assume a
p-doping of the ridge of Na = 1 × 1019cm−3. Accordingly, the series resistance of the ridge
is:

Rridge = ρ
200nm

130nm× 20nm
≈ 15339Ω (4.10)
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Series Resistance

Section Length (nm) Winitial (nm) Wfinal (nm) Resistance (Ω)

Coupler Section 1000 300 700 2112

Waveguide Taper 750 700 1000 889

Contact Taper 1500 3000 200 1446

Table 4.2: Calculation of series resistance for p-doped InP waveguide sections assuming a
doping of Na = 1× 1019cm−3 and waveguide height of 200nm.

So the total series resistance, assuming a negligible p-contact resistance and series resis-
tance in the n-doped InP ridge, is:

Rtotal = Rridge +Rcontact +Rcoupler section +Rwaveguide taper + 0.5×Rcontact taper (4.11)

The total series resistance is ≈ 19kΩ, mostly dominated by the LED ridge at 15.3kΩ.
The waveguide taper sections only contributes 3.7kΩ, and the remaining resistance comes
from the n-contact.

In this chapter, we have demonstrated that the cavity-backed slot antenna-LED can be
efficiently coupled to a single-mode waveguide, which was validated using relevant figures
of merit in an optical interconnect. Then, using inverse design we further optimized the
cavity-backed slot antenna coupling, ultimately achieving a waveguide coupling efficiency of
94%, antenna efficiency of 64%, while maintaining a high average enhancement of 144. We
found that inverse design was able to achieve these results by tuning the optical resonance
of the coupler section relative to the antenna-LED based on our cost function.

Due to its high efficiency, nanoscale size, compatibility with electrical injection and top-
down fabrication, and speed, the cavity-backed slot antenna-LED is a very promising trans-
mitter for an on-chip optical interconnect.
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Chapter 5

Optically pumped waveguide coupled
cavity backed slot antenna LED

In the previous chapter we showed the theory and simulations for efficient single mode
waveguide coupling of the cavity-backed slot antenna. In this chapter we will discuss the
fabrication and measurements of the waveguide coupled device.

5.1 Fabrication

Epitaxial layer design

We start with a metal organic chemical vapor deposition (MOCVD) grown epitaxial wafer
shown in Fig. 5.1. The structure is an undoped double heterostructure (DH) with an
InGaAsP active region and InP confinement layers. Normally, it is preferable to avoid
quarternary alloys if possible due to a more complicated growth that can introduce more
defects and yield a lower quality device; however, because we use a cooled InGaAs detector,
it will blue-shift the absorption spectra leading to a poor responsivity at the peak emission
wavelengths for a simpler InP lattice matched In0.53Ga0.47As active region.

To have a sufficient overlap with the detector responsivity, we designed the active region to
have a bandgap of 0.826eV (1500nm). The lattice matching condition for In1−xGaxAs1−yPy
on InP and its bandgap are given below [50].

x =
0.1893(1− y)

0.4050 + 0.0132y
(5.1)

Eg = 0.75 + 0.46y + 0.14y2(eV ) (5.2)

So, in order to get our designed bandgap, we target an In1−xGaxAs1−yPy alloy with
x = 0.391 and y = 0.159.

The top 20nm InP and 30nm InGaAs layers are cap layers to protect the active re-
gion during transportation and are removed prior to alignment mark processing. The
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Figure 5.1: Waveguide coupled antenna-LED epitaxial layers

InP/InGaAsP/InP layers compose the active region, where the 270nm InP layer acts as
both carrier confinement for the active region and the waveguide layer. Finally, the In-
GaAsP etch stop and InP substrate are removed to provide the index contrast for the InP
waveguide.

Fabrication flow

The fabrication flow is shown in Fig. 5.2, with additional fabrication notes provided in the
appendix. In order to pattern and align nanoscale features, all patterning was done using
electron beam lithography in crestec CABL-UH 130kV system.

We start with the epitaxial wafer shown in Fig. 5.1, and top InP and InGaAs cap layers
are removed. Next, a positive resist (PMMA 495 C4) is patterned with electron beam lithog-
raphy (EBL) for electron-beam evaporated Cr/Au (8nm/92nm) alignment mark liftoff (Fig.
5.2a). Then, also in EBL, a negative resist hydrogen silsequioxane (HSQ) is patterned into a
dry-etch hard mask for the nanoscale LED-ridge etch (Fig. 5.2b). The InP/InGaAsP ridges
are then etched using a reactive ion etch inductively-coupled plasma (RIE-ICP) dry etch
system with Ar/H2/CH4/Cl2 gas at room temperature (Figure 5.2c) - note this is a critical
step because it will determine both the antenna-LED and waveguide heights, additionally it
is a time-etch rather than a selective etch. After the hard mask removal in buffered oxide
etch (5:1), the etch height is measured using atomic force microscopy (AFM) to confirm it is
within specification before proceeding with the sample. The epi was designed with a target
etch height of 210nm, which would create a waveguide height of 200nm after processing. If
we underetch then the waveguide will be thicker and potentially support higher order modes;
likewise, if we overetch then the waveguide could be too thin and no longer support a mode,
so we target a thickness within ±20nm.
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Figure 5.2: Abbreviated fabrication flow for LED ridge etch, antenna deposition, and sub-
strate removal.
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After confirming the etch is within our specifications the surface is cleaned with dilute
tetramethylammonium hydroxide (TMAH) to remove native oxides [51] and buffered oxide
etch (10:1) before an ammonium sulfide soak and atomic layer deposition ofAl2O3/TiO2/Al2O3/TiO2

(3nm/4nm/10nm/4nm) (Fig. 5.2d). The inner Al2O3 will serve as electrical isolation from
the metal antenna, while TiO2 will act as a wet etch stop for the thicker outer Al2O3. This
outer Al2O3 layer is used to protect the surface from degradation during additional plasma
etches, and finally the outer TiO2 acts as an adhesion layer for further processing.

The atomic layer deposition is followed by spinning a thick planarization flowable oxide
(FOX), baking at 325C to crosslink the resist into spin-on-glass (Fig. 5.2e), and an isotropic
reactive ion etch back using an SF6/O2 chemistry (Fig. 5.2f). Then the spin-on-glass is
protected by a 10nm/4nm Al2O3/TiO2 layer, where the Al2O3 will serve as a mask and the
TiO2 as an adhesion layer (Fig. 5.2g). Then we use a high contrast EBL process to pattern
FOX resist into a hard mask for the waveguide etch step (Fig. 5.2h).

Figure 5.3: Left: scanning electron micrograph of tapered coupler after metal deposition.
Right: focused ion beam cross section micrograph showing conformal coverage of silver.

The waveguide is etched through a series of selective wet and dry etches (Fig. 5.2i). First
the TiO2 is etched using an anisotropic RIE-ICP SF6/O2 plasma, the Al2O3 is etched using a
dilute TMAH, the underlying spin on glass and TiO2 is also etched using an anisotropic RIE-
ICP SF6/O2 plasma, the remaining Al2O3/TiO2/Al2O3 are selectively etched using dilute
TMAH, 80C H2O2, and dilute TMAH, respectively. Finally, the InP waveguide is etched
using the RIE-ICP Ar/H2/CH4/Cl2 gas chemistry. The remaining FOX mask is removed
using a low-power anisotric SF6/O2 plasma RIE-ICP etch and the atomic layer deposition
layers are selectively removed via wet etch to re-expose the surface of the InGaAsP LED
(Fig. 5.2j). Then the surface is cleaned again with dilute TMAH and BOE 10:1, followed by
another ammonium sulfide soak and a fresh Al2O3/TiO2 (3nm/4nm) and a rapid thermal
anneal and isotropic SF6/O2 to improve the surface. Then an LOR10A/PMMA 495 C4
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bilayer is EBL patterned, the TiO2 ALD is removed, and approximately 400nm of silver and
30nm niobium is sputtered. For more information on this process see the following subsection
as well as the appendix (Fig. 5.2k). A scanning electron micrograph (SEM) and focused ion
beam (FIB) SEM after this process is shown in 5.3. We can see from the FIB SEM that
the sputtering silver step coverage on the sidewalls of the LED and the InP waveguide is
sufficiently thicker than the optical skin depth to prevent light leakage.

Then we deposit mechanical oxides to keep the waveguides and grating in place during
substrate removal, consisting of 10nm Al2O3 and 1µm room temperature electron cyclotron
resonance chemical vapor deposition (ECR-CVD) (Fig. 5.2l). The sample is epoxy bonded
to a glass slide using Norland Optical Adhesive 81 (NOA-81), ultraviolet (UV) and hotplate
cured, and the substrate is removed by mechanical grinding down to approximately 100µm
thickness then wet etched. Finally, the etch stop is selectively removed using a dilute piranha
to complete the fabrication (Fig. 5.2m).

5.2 Silver sputtering or evaporation

One critical step of process development we would like to expand on is the silver deposition
because it is important to have a low-loss metal to achieve high efficiency antenna efficiency.
Likewise, the metal needs to conformal coverage of the LED-ridge to achieve a desirable
antenna-LED resonance [28].

Electron-beam evaporation is regularly used to deposit high-quality and reasonably low-
loss metal films for use in metal optics. However, it suffers from line of sight travel, making
it a poor choice to cover sidewalls. This can be mitigated by an in-situ tilt stage, where
the angle can be adjusted from 0-90◦, which can effectively get conformal deposition along
one axis of rotation [28]. But, for our waveguide coupled devices, it is desirable to have
conformal metal deposition along the waveguide facet as well, which is perpendicular to the
preferred deposition axis.

Sputtering is an alternative technique to deposit metal films, where a plasma is used
to bombard a target. The operating pressure is several orders of magnitude higher than
evaporation (≈1mTorr), but is still low enough to maintain line-of-sight deposition. Using
this technique, more conformal coverage can be achieved by having a relatively large target
with stage rotation. Additionally, high quality films have been demonstrated by optimizing
the pressure and power [52].

Without an empirical test, it is difficult to predict which film would have lower loss.
Because a plasma is required for sputtering, it operates at several orders of magnitude higher
pressure than evaporation, which has the potential for more impurity or void incorporation
in the film. On the other hand, sputtering can operate at much higher speeds than the
tilt evaporation (especially in-situ tilt evaporation), which is known to decrease impurity
concentration.

To determine the metal quality of evaporated and sputtered films we fabricated cavity-
backed slot antenna LED test structures (height: 160nm, width: 60nm) with varying length
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Figure 5.4: Fabrication flow

and measured the Q factor of the dark field scattering resonance, which corresponds to
the metal quality [53, 54, 55, 56, 57, 58]. We confirmed that our design would be limited
by the material quality factor with a total field-scattered field source in Lumerical FDTD,
with results shown in Fig. 5.5. In this simulation we increase the imaginary part of the
permittivity to simulate a higher loss film, and see a decrease in both scattering amplitude
and Q.

The process flow for the metal test structures requires only a single mask and etch step.
As shown in Fig. 5.4, the process flow is: (a) Wet etch past InGaAs active region; (b) EBL
pattern HSQ ridges; (c) ICP etch InP ridge and atomic layer deposition of 3nm Al2O3; (d)
Cleave samples and deposit Ag on sample halves (one half undergoes evaporation, the other
sputtering); (e) Substrate + etch stop removal. The samples were processed at the same
time to minimize fabrication variation that could affect the resonance.

The dark field scattering spectra is calculated using Eq. 5.3, it has three separate spectral
measurements: 1) scattering from sample (countssample(ω)), 2) scattering from flat metal
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Figure 5.5: FDTD simulation using total-field-scattered-field source. Silver loss modeled by
increasing imaginary part of the refractive index from [59] for InP ridge (length: 680nm
width: 60nm).

Figure 5.6: Comparison of sputtered silver (solid lines) and evaporated silver (dashed lines)
for various antenna lengths for an antenna width of 60nm. Both samples show similar
resonances for same antenna lengths.

region (countsmetal(ω)) - i.e. this is the background measurement to remove the dependence
on the planar metal, and 3) scattering from an efficient uniform scattering source to correct
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for the illumination - we used simple white paper (countspaper(ω)).

Spectra(ω) =
countssample(ω)− countsmetal(ω)

countspaper(ω)
(5.3)

In Fig. 5.6, we show the dark field spectra for the silver evaporated sample (dashed
lines) and sputtered sample (solid lines) for four different antenna lengths. As expected
from antenna theory, longer antennas shift the resonance to longer wavelengths - likewise
for the same antenna length we get the same resonance wavelength for both metals, a good
confirmation that we minimized unintentional fabrication variations between the samples.
For the 680nm long antenna the sputtered sample has a Q factor of 30.3, while the evaporated
sample has a Q factor of 16.3. Additionally, the scattering intensity of the sputtered sample
is higher, both these observations are consistent with a less lossy metal.

After it was determined sputtering provided a silver film of superior quality and coverage,
we introduced it into our fabrication flow. As shown in Fig. 5.7, we achieved this with a
PMMA and LOR bilayer to provide a sufficient re-entrant profile for liftoff [60].

Figure 5.7: LOR and PMMA bilayer showing re-entrant profile after exposure, 60s PMMA
develop using MIBK:IPA, and 30s LOR develop using OPD4262.

5.3 Measurement setup

After fabricating the device we can measure the spatial distribution of the counts, and assign
the light to one of the emission areas in Fig. 5.8.
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Figure 5.8: Schematic showing expected areas where photons are emitted from. “Not-
coupled” is all the light that is immediately emitted from the coupler section; “scattered” is
the light that scatters when going from the coupler section to single mode waveguide; and
“grating” is the light that is directed up and down through the grating.

We will be approximating the waveguide coupling efficiency by taking the ratio of light
coming from the grating to the total light collected. To distinguish this from the waveguide
coupling efficiency we will be calling this experimental quantity ηWC,ratio. As shown in Fig.
5.9, only one side of the counts can be collected at a time (air-side or epoxy-side) - so the
single side ratio is:

ηWC,ratio(ω) =
GratingCounts(ω)

GratingCounts(ω) +NotCoupledCounts(ω)
(5.4)

where

GratingCounts(ω) = ηWC(ω)ηgrating,z+(ω)ηgrating,collection(ω)

ηWC(ω) is the actual waveguide coupling efficiency, ηgrating,z+(ω) is the grating coupler
efficiency radiating into the halfsphere, and ηgrating,collection is the microscope collection effi-
ciency (NA = 0.5 for 50x objective).

NotCoupledCounts(ω) = ηNC(ω)ηNC,collection(ω)
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ηNC(ω) is ratio of light that is radiated from the coupler section in the lower half-sphere,
and ηNC,collection(ω) is the microscope collection efficiency (NA = 0.5 for 50x objective).

Figure 5.9: Schematic of waveguide coupling efficiency measurement. Device under test
(DUT) is optically pumped with laser source at higher photon energy. Emitted light at
lower photon energy is filtered with dichroic mirror and directed to 2D InGaAs camera or
cooled 1D InGaAs array.

In order to understand how the experimental single-sided waveguide coupling ratio ap-
proximates the waveguide coupling efficiency we rewrite Eq. 5.4 as:

ηWC,ratio(ω) =
ηWC(ω)ηgrating,z+(ω)ηgrating,collection(ω)

ηWC(ω)ηgrating,z+(ω)ηgrating,collection(ω) + ηNC(ω)ηNC,collection(ω)
(5.5)

We can lump everything except for the ηWC in the numerator into a wavelength dependent
coefficient:

ηWC,ratio(ω) = A(ω)ηWC(ω) (5.6)

where
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A(ω) =
ηgrating,z+(ω)ηgrating,collection

ηWC(ω)ηgrating,z+(ω)ηgrating,collection(ω) + ηNC(ω)ηNC,collection(ω)

From Eq. 5.6, we clearly see that the waveguide coupling ratio would perfectly approx-
imate the waveguide coupling efficiency when A(ω) = 1, when A(ω) > 1 the waveguide
coupling ratio overestimates the waveguide coupling efficiency, and when A(ω) < 1 it un-
derestimates the waveguide coupling efficiency. This quantity is plotted in Fig. 5.10, and is
slightly above 1 for most of our wavelengths of interest (λ ≈ 1400− 1600nm). Note that the
simplification of A(ω) depends on the both the optical efficiencies of the setup (i.e. grating
and collection efficiencies) as well as the waveguide coupling efficiency.

Figure 5.10: A(ω) factor plotted as a function of wavelength. A(ω) takes into account the
grating efficiency and collection efficiencies as well as the waveguide coupling and not-coupled
count efficiencies.

So far we have been considering the spectral dependence of the emission, this requires
the light from the grating to be focused on the spectrometer aperture, then a separate mea-
surement where the “not-coupled” counts are focused on the aperture. But, we can also do a
single-shot measurement of the waveguide coupling efficiency by changing the spectrometer
grating to a mirror. This essentially performs a weighted average over the emission spectra,
and helps us distinguish between the grating emission and the “not-coupled” emission.

5.4 Results

In Fig. 5.11, we show an optical micrograph taken after substrate removal in the top image,
and the dark field image with a heatmap of the counts overlaid from the 2D camera. In
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order to get a more accurate measurement we use the LN-cooled 1D InGaAs detector - this
measurement is overlaid as a solid blue line at the bottom of the figure. The rest of the data
comes from the cooled 1D InGaAs detector.

Figure 5.11: Top: Optical microscope image of fabricated device after substrate removal.
Bottom: Dark field image overlaid with heatmap of emission and solid blue line showing
counts along 1D pixel line. A crack near the sample was label, it does not propagate into
the device or waveguide.

In Fig. 5.12 we calculate the waveguide coupling ratio using the air-side measurements of
not-coupled counts and grating counts using a spatially integrated version of Eq. 5.4. From
the air-side measure we calculate a waveguide coupling ratio of 85.9%. For these results we
colored the counts that we included in not-coupled in blue and grating in orange.

ηWC,ratio =

∑
pixelGratingCounts(pixel)∑

pixelGratingCounts(pixel) +NotCoupledCounts(pixel)

From Fig. 5.12 we can now identify the not-coupled counts and grating counts easily.
This allows us to position these counts in the center of the spectrometer aperture and close
it down to only collect the grating counts or not-coupled counts. The light is passed through



CHAPTER 5. OPTICALLY PUMPED WAVEGUIDE COUPLED CAVITY BACKED
SLOT ANTENNA LED 62

Figure 5.12: Air side measurement of light emission for waveguide coupled cavity backed slot
antenna LED. Not-coupled (blue) counts refer to light coming from the device that is not
coupled to the waveguide, and grating counts (orange) refer to the light that was coupled to
the waveguide and is emitted from the grating.

the spectrometer and the spectrum is recorded on the 1D InGaAs detector, the results are
plotted in Fig. 5.13. Note that the data has a Fabry-Perot etalon with a 28nm free spectral
range, this comes from reflections between the grating coupler and coupler section. The inset
in Fig. 5.13 shows the GDS file for the design, we can calculate the free spectral range in
Eq. 5.7.

∆λFSR =
λ2

ngL
(5.7)

where λFSR is the free spectral range, λ is the free space wavelength, ng is the group index,
and L is the round-trip length of the cavity. For an order of magnitude approximation we
will assume a constant group index of ng = 2.45, for a weakly reflecting grating the effective
length is halfway through the grating [12], and the wavelength is λ = 1550nm. The the total
round-trip length is L ≈ 35µm. Plugging these numbers we get ∆λFSR ≈ 28nm.

The spectrally resolved waveguide coupling ratio is plotted in Fig. 5.14, which was
calculated by directly applying Eq. 5.4. In addition to the experimental waveguide coupling
ratio, we plotted the simulated waveguide coupling ratio in orange, which takes into account
the grating and collection efficiencies of the setup. We see an excellent agreement between
the experimental and simulated waveguide coupling ratio for the tapered coupler.
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Figure 5.13: Spectra for grating counts (orange) and not-coupled counts (blue), as well as
the sum of the two curves (green). Note, there is an optical filter at 1300nm to remove laser
light. Inset shows GDS file for the structure, the length explains the Fabry-Perot etalon.

Figure 5.14: Waveguide coupling ratio as a function of wavelength. Calculated from diving
the grating spectrum with the total spectrum from Fig. 5.13. The simulated waveguide
coupling ratio is also plotted in orange.
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Chapter 6

Surface Passivisation

Development of high speed nanoscale photonic components, in particular emitters and detec-
tors, for integrated optical interconnects will be critical for achieving the optical interconnect
budget of <10fJ/bit [6]. III-V semiconductors are attractive due to their high speed and
bandgaps in the 1.55µm and 1.3µm telecommunication windows; in the past few years there
has been interest in developing III-V photonic crystal lasers[61, 62], metal-dielectric nanocav-
ity laser [63] and LEDs [34], nanowire lasers [64], antenna-LEDs[65, 33], and nanoscale de-
tectors [66]. And, in addition to opto-electronic devices, III-V semiconductors have been
explored for nanoscale FETs due to their high mobility [67, 68].

Figure 6.1: Electrically active bonds and impurities at the surface of crystal lattice can lead
to high recombination. As we scale the device to the nanoscale the surface to volume ratio
becomes larger the surface recombination becomes more significant.

However, when scaling devices down, the surface area to volume ratio increases, making
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the device more sensitive to surface effects. If the surface of the semiconductor is not prop-
erly terminated the dangling bonds and impurities form an electrically active non-radiative
recombination pathway, leading to lower efficiency. Surface passivation looks to mitigate
these problems, and while a variety of different fabrication processes have been tested [69],
the main mechanisms are regrowth [70], field effect passivation [71, 72, 68, 73, 74, 75] -
where a large fixed charge is deposited on the surface, or chemically passivating the dangling
bonds through solution treatment [76]. However, chemical passivation has shown stability
problems without proper encapsulation [77, 78].

6.1 Surface recombination

From [79], the surface recombination can be written as:

Rsurf = (
As
Vact

)
np− n2

i
n
vh

+ p
ve

(6.1)

where As is the active region surface area, Vact is the active region volume, vh and ve are
the capture velocities of holes and electrons at the surface, respectively. Under high injection
np >> n2

i , this simplifies to:

Rsurf = (
As
Vact

)vsn (6.2)

where vs is the surface recombination velocity and is equal to v−1s = v−1e +v−1h . Addition-
ally, we can take another approximation for long ridges with very narrow widths (l >> w),
such that the surface recombination rate reduces to:

Rsurf = (
2h(w + l)

wlh
)vsn ≈ (

2

w
)vsn (6.3)

While this is a useful approximation to understand the scaling dependencies on the
width, the full ratio is easy to calculate. Finally, the non-radiative lifetime from surface
recombination is then given by:

τ−1surf =
Rsurf

n
= (

As
Vact

)vs (6.4)

Let us now consider our case, for an InGaAs(P) semiconductor, typical values for the
surface recombination velocity are in the order of ≈ 104cm/s. For an antenna-LED with a
length of 160nm and width of 20nm we get a non-radiative lifetime of 100ps. This could
be acceptable for very high enhancements and pump powers where the radiative lifetime is
< 100ps but after processing the surface recombination velocity can be > 105cm/s. So, to
create an efficient device, we need to consider ways to protect or improve the surface during
processing.
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6.2 Time correlated single photon counting

Time correlated single photon counting (TCSPC) is by definition measuring the number of
photons out of the device. This means the number of photons as a function of time is given
by:

Photons(t) = ηcB0N(t)2 (6.5)

where ηc is the collection efficiency. Further, after an excitation from a laser pulse the
rate equation is:

dN

dt
= −AN −B0N

2 − CN3 (6.6)

In the following subsections we examine how to model this equation for various regimes.
The most popular assumption is that the device is SRH dominated, which allows for a simple
exponential fit.

SRH dominated
dN

dt
≈ −AN (6.7)

The solution to this differential equation is:

N(t) = N0e
− t
τ (6.8)

Which means the number of photons collected as a function of time is:

Photons(t) = ηcB0N(t)2 (6.9)

Plugging in our solution above we get:

Photons(t) = ηcB0N
2
0 e
− 2t
τ (6.10)

Note when most papers fit the decay, they neglect the extra factor of 2 in the exponential
lifetime. Generally the constants in front of the exponential could be hard to measure, so it
is easier to normalize the equation and just fit the exponential:

NormalizedPhotons(t) = e−
2t
τ (6.11)

SRH + radiative dominated

A more complete model is to include the radiative recombination term in the rate equation.

dN

dt
≈ −AN −B0N

2 (6.12)
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The solution to this equation is:

N(t) =
A

eA(t−c) −B
(6.13)

where

N0 =
A

e−Ac −B
(6.14)

This means the photons decay curve would be:

Photons(t) = ηcB0
A2

(eA(t−c) −B)2
(6.15)

Again, generally it benefits us to normalize to remove the collection efficiency:

NormalizedPhotons(t) =
A2

N2
0 (eA(t−c) −B)2

(6.16)

Rate equation fit

As shown in the previous subsection, including the radiative rate can greatly improve the fit
- we wanted to evaluate if it would be possible to include the Auger term. Unfortunately, the
full rate equation does not have a closed form solution, so we have to solve it numerically;
however, it follows the same general procedure of integration, normalization, and fitting.

In this case, to keep track of variables, it helps to normalize the rate equation first. To
find the appropriate change of variable let us look at the counts again:

Photons(t) = ηcB0N(t)2 (6.17)

NormalizedPhotons(t) = NNorm(t)2 =
N(t)2

N2
0

(6.18)

So if we look at the rate equation

dN

dt
= −AN −B0N

2 + CN3 (6.19)

Substituting N(t)→ N0 ×NNorm(t):

N0
dNNorm

dt
= −AN0NNorm −B0(N0NNorm)2 + C(N0NNorm)3 (6.20)

dNNorm

dt
= −ANNorm −B0N0N

2
Norm − CN2

0N
3
Norm (6.21)

We can numerically integrate this equation:
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NNorm(t+ 1) = NNorm(t) +
dNNorm

dt
dt (6.22)

where NNorm(0) = 1. From this equation we see that the fit parameters are A, B0N0,
and CN2

0 .

6.3 Fabrication

One of the most promising techniques reported to date is encapsulating the active region
after sulfur passivation in 50nm PECVD SiOx, achieving a low surface recombination of 260
cm/s [80].

In this chapter we report an extremely low surface recombination velocity of 45cm/s
for InGaAsP LED ridges with an increase of >180x in the photoluminescence for a device
with 200nm width using an aged ammonium sulfide solution with a well controlled atomic
layer deposited oxide (< 17nm). To our knowledge, this is the lowest surface recombination
velocity reported for an InGaAs or InGaAsP active region.

In this section we will discuss two samples: the first was fabricated with an old bottle of
ammonium sulfide 20% in water - for brevity we will call this Old (NH4)2S, and the second
was fabricated using a new bottle of ammonium sulfide 20% in water that was artificially aged
by adding 0.22g elemental sulfur to 7ml of ammonium sulfide 20% in water 20 minutes prior
to passivation - likewise for brevity we will refer to this process as S + (NH4)2S. As will be
shown in the section, the Old (NH4)2S has the best surface recombination velocity, but when
we tried to replicate this result with a new bottle of ammonium sulfide 20% in water, the
results were significantly worse. However, we were able to demonstrate comparable results
with the artificially aged S + (NH4)2S solution, which suggests that aging the ammonium
sulfide is important to achieve low surface recombination velocity.

The epitaxial layers were grown using metal organic chemical vapor deposition (MOCVD)
on InP substrate. They are patterned with hydrogen silsequioxane (HSQ) electron beam
lithography resist and etched into ridges with 210nm height and 1µm length with varying
widths using an inductively coupled plasma reactive ion etcher with an Ar/H2/CH4/Cl2
chemistry. The HSQ hard mask is stripped with 5:1 buffered hydroflouric acid (BHF) for 2
minutes.

Both samples are pre-cleaned in OPD4262 developer (dilute tetramethylammonium hy-
droxide) for 1 minute followed by a 15s dip in 10:1 BHF. Between each step the sample is
rinsed in DI water and dried with nitrogen. After pre-clean, the sample is then submerged
for 20 minutes in the ammonium sulfide solution (either Old (NH4)2S or the artificially aged
S+ (NH4)2S), then it is rinsed with isopropyl alcohol for 5-10s and immediately loaded into
an atomic layer deposition (ALD) tool.

The sample that was soaked in Old (NH4)2S was loaded into a Picosun ALD tool. The
deposited stack was 30 cycles Al2O3 (≈3nm), 200 cycles TiO2 (≈4nm), and 100 cycles Al2O3

(≈10nm) deposited sequentially without breaking vacuum at 250C. The Al2O3 precursors
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are Trimethylaluminum (TMA) and DI water, and the TiO2 precurors are Titanium Tetrakis
Isopropoxide (TTIP) heated to 80C and DI water.

The sample soaked in S + (NH4)2S was loaded into a Cambridge Fiji F200 ALD tool.
The atomic layer deposition stack consisted of 30 cycles Al2O3 (≈3nm), 100 cycles TiO2

(≈4nm), and 30 cycles Al2O3 (≈3nm) deposited sequentially without breaking vacuum at
200C. The Al2O3 precursors are Trimethylaluminum (TMA) and DI water, and the TiO2

precurors are Tetrakis(dimethylamino)titanium (TDMAT) heated to 75C and DI water.
Finally, to complete the surface passivation, both samples underwent rapid thermal an-

nealing at 350C in N2 for 5 minutes. A schematic of the device and scanning electron
micrograph (SEM) of the S + (NH4)2S sample is shown in Fig. 6.2.

1000nm
w

21
0n

m

InP

InGaAsP

Al2O3

TiO2

(a) (b)

Figure 6.2: (a) Schematic of passivated InGaAsP LED ridge (length:1000nm, height:210nm,
width:variable). (b) SEM of 200nm wide LED ridge after surface passivation (S + (NH4)2S
process)

6.4 Results

To characterize the efficiency of the surface passivation, we collected room temperature
detected photoluminescence vs laser pump power (L-L) measurements and time correlated
single photon counting (TCSPC) measurements of our LED ridges immediately after etching
and after surface passivation. We used a 1170nm continuous wave (CW) laser for the L-L
measurements to avoid a time-dependent quantum efficiency, and a femtosecond Ti:Sapphire
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laser at 1000nm for the TCSPC measurements. Both setups use a linear polarizer for the
input to align the electric field to the length of the ridge, a 50x microscope objective to focus
the laser, and a dichroic mirror paired with a 1300nm longpass filter to remove laser light
and etch stop emission.

The L-L curves from CW excitation are plotted in Fig. 6.3 for LED ridge widths of
40nm, 200nm, 400nm, and 700nm. We saw an increase in the photoluminesence (PL) after
passivation compared to the measurement immediately after etching the sample for all ridge
widths.

The rate equation for CW excitation is provided below in Eq. 6.23.

G = A′N +BN2 + CN3 (6.23)

where G is the optical generation rate, A’ is the combination of Shockley-Reed-Hall (SRH)
recombination and surface recombination, B is the radiative recombination coefficient, and
C is the Auger recombination coefficient. Because we are measuring photons (∝ BN2), if
the carrier recombination is dominated by SRH and surface recombination (A’) we expect
a slope of 2 dec/dec in the loglog L-L plot. Likewise, if the recombination is dominated by
radiative recombination, we expect a slope of 1 dec/dec. As shown in Fig. 6.4(a) for a device
with a width of 200nm, after etching, the L-L slope was 1.62 dec/dec, and, after passivation,
the slope decreased to 1.02 dec/dec, which indicates that for these powers radiative recombi-
nation is dominating. Additionally, at the lowest pump power measured we saw an increase
in the PL of 180× for the 200nm width. Extrapolating from these slopes we would expect
the ratio to be even larger at lower pump powers.

Note that the <1.00 dec/dec slope roll-off at pump powers over ≈ 40µW in the after-
passivation measurement can be explained by band-filling rather than onset of Auger re-
combination. In Fig. 6.4(b), the portion of the spectra below the 1300nm longpass filter is
fairly small at 4µW , but as we increased the pump power by an order of magnitude the peak
power shifted to shorter wavelengths and the portion of the spectra below 1300nm was no
longer insignificant.

To measure the time correlated single photon counting decay we used an MPD In-
GaAs/InP single photon avalanche photodiode with a 4ps timing resolution. Due to the
relatively long lifetimes the device does not reach A’ dominated recombination until low car-
rier concentrations. This corresponds to a low photon count, making it difficult to measure a
purely exponential decay without falling below the detector noise floor. So, instead of a pure
exponential, we fit the temporal decay curve with both A’ and B terms: G = A′N + BN2,
referred to here as A’B decay curve. The initial part of the A’B decay curve is dominated by
radiative recombination, and decays to an A’ dominated rate. This decay curve, where A’
and B both contribute, has been previously modeled [81], and, to confirm the quality of the
fit, we introduced a new model that can account for Auger recombination by directly fitting
to the normalized rate equation.

An example of the decay curves for after etching compared to after surface passivation
is shown in Fig. 6.5. The A’ lifetimes for the 200nm ridge width after etch, S + (NH4)2S,
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Figure 6.3: Detected photoluminescence vs laser pump power (L-L) curves for LED widths
of (a) 40nm (b) 200nm (c) 400nm and (d) 700nm. Samples were measured immediately
after etching (blue) and again after surface passivation (orange) - these results are for the
S + (NH4)2S passivation

and Old(NH4)2S are 0.61ns, 29.95ns, and 207.47ns, respectively.
The connection between the surface recombination velocity (SRV) and the A’ coefficient

is given in Eq. 6.24.

A′ =
1

τSR
+

1

τSRH,bulk
=

2(w + l)

wl
vs +

1

τSRH,bulk
(6.24)
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Figure 6.4: (a) L-L curve for continuous-wave µ-photoluminescence measurements at room-
temperature displaying increase in photoluminescence and (b) spectra for 4µW pump power.
L-L curve and spectra from 200nm wide ridge with length 1000nm.

where τSRH,bulk is the bulk SRH recombination, τSR is the lifetime from surface recom-
bination, vs is the surface recombination velocity, w is the width of the ridge, and l is the
length of the ridge. For nanoscale devices generally τSRH,bulk >> τSR, so we can neglect the
bulk contribution - this lets us directly convert between the measured lifetime and the surface
recombination velocity, shown in Fig. 6.6. There are two regions in the graph: at narrow
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Figure 6.5: Decay curve for 200nm wide ridge measured after etch (blue), for the S+(NH4)2S
passivation (orange), and for the Old(NH4)2S passivation (green). Dashed lines show decay
curve fit from A′B decay model.

ridge widths the surface recombination increases exponentially (plotted as a dashed line),
then at wider ridges the surface recombination velocity is approximately constant (plotted
as a solid black line, the gray region represents ± a standard deviation).

The average fit in the constant region of the surface recombination velocity gives us 1.3×
104±1075cm/s after etching (blue dots), and after passivation this decreases to 190±42cm/s
for the S + (NH4)2S passivation (orange dots). Likewise for the Old (NH4)2S passivation
(green dots), we get an average surface recombination velocity of 45± 15cm/s.

We also tested several small process variations. Without artificial aging of the (NH4)2S,
the surface recombination velocity is lower than after etching, but is orders of magnitude
higher than the S + (NH4)2S process. In addition to aging the (NH4)2S solution with
elemental sulfur, we achieved similar results by aging the solution on a hotplate at 30C for
30 minutes prior to soaking the sample. We have not performed a full design of experiment
on the process space, so it is possible that there exists a more optimal aging process (aging
method, (NH4)2S concentration, soak time), ALD conditions (temperature, thickness, pre-
cursor), and annealing condition (gas, time, temperature) that would allow for even lower
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190±42cm/s

13331±1075cm/s

45±15cm/s

Figure 6.6: Surface recombination velocity as a function of width. At narrow ridge widths
the surface recombination velocity increases exponentially (plotted as a dashed line). At
large widths the surface recombination is approximately constant (mean plotted as a solid
black line with ± a standard deviation).

surface recombination velocities.
Importantly, because the surface is encapsulated, it shows no degradation of surface

properties over several months and testing with the CW and femtosecond lasers. This
surface passivation, using thin ALD oxides, can potentially enable highly efficient nanoscale
devices.

6.5 Thinner oxide

This surface passivation is particularly promising for applications that require thin oxides
like FETs or antenna-LEDs, but it still too thick to be practical.

As discussed in Chapter 3.3, the effective oxide width scales as:

weff = w + 2
εs
εox

tox (6.25)
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We can modify this equation if we have both Al2O3 and TiO2.

weff = w + 2
εs

εAl2O3

tAl2O3 + 2
εs

εT iO2

tT iO2 (6.26)

where εs = 12.46, εAl2O3 = 2.72, and εT iO2 = 5.29. For a ridge with 20nm width, 6nm
Al2O3, and 4nm TiO2 we have an effective ridge width of 94nm! In order to reduce the
effective width we need to decrease the oxide thickness.

In order to thin down the oxide, we can either deposit a thinner oxide or attempt to
selectively remove it after annealing. These following tests were all conducted on an In-
GaAs active region, so the decay measurements are limited by the overlap in emission and
detector responsivity. The first test we conducted was to follow the same process as the
sulfur saturated process, but deposit a bilayer Al2O3/TiO2 (3nm/4nm) instead of a trilayer
Al2O3/TiO2/Al2O3 trilayer chip (3nm/4nm/3nm), the results are shown in Fig. 6.7.

Figure 6.7: Comparison of decay for Al2O3/TiO2/Al2O3 trilayer chip (3nm/4nm/3nm) and
bilayer Al2O3/TiO2 (3nm/4nm) after annealing. Bilayer has significantly shorter lifetime.

We saw a significantly faster decay for the bilayer, demonstrating that this is not com-
patible with our current surface passivation. From this we concluded that the trilayer plays
an important role in surface passivation, and concentrated our efforts on reducing the oxide
thickness after surface passivation.

Accordingly, we explored how to remove the Al2O3 after N2 annealing, and found that
Al2O3 can be selectively wet etched with a 30:1 buffered hydroflouric acid (BHF) [82] with
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little to no degradation in the surface recombination velocity. However, the effective width
for this structure - assuming a 20nm semiconductor ridge width - is still 66nm.

Our next test was to explore thinner trilayer stacks - this process is shown in Fig. 6.8a-
c. The blue curve is a reference after BHF removal. In Fig. 6.8a, we found that almost
all the trilayer decay curves had nearly the same profile (after normalization) and further
evidence that the bilayer (after outer Al2O3 BHF removal) was not significantly different
than the trilayers. Then we soaked the samples in 30:1 BHF for 30s and measured the
decays again as shown in Fig. 6.8b. All the samples, with the exception of the thinnest
oxide, were nearly unchanged. Note, however, that all the bilayers decay slightly faster than
the thickest reference bilayer, but because these are InGaAs active regions and the decay
is likely radiative limited, it is unclear how significant this change is. At this point in the
process, we significantly reduced the effective width of the device - again assuming a 20nm
semiconductor ridge width - the effective width was reduced to 48nm, nearly 2x narrower
effective width than the trilayer and nearly equivalent to a 3nm Al2O3 oxide.

Finally, we deposited an Ag antenna and performed substrate removal as shown in Fig.
6.8c. We found that this did not change the surface recombination velocity significantly.
However, after metal deposition we saw that the pumping and collection was significantly
more efficient, so to get comparable signal intensity we had to cut the pump power by a
factor of 10x. This was an important verification that this surface passivation is compatible
with cavity backed slot antenna formation.

6.6 Field effect passivation

While potential mechanisms for surface passivation were not fully explored in this chapter,
we believe the surface is passivated by a combination of chemical passivation through sulfur-
saturated ammonium sulfide and field effect passivation through a high density of negative
fixed charges in the ALD trilayer - specifically in the inner Al2O3/TiO2 layers [72, 75, 83,
84]. Field effect passivation can possibly explain the deviation from the constant surface
recombination velocity at narrow ridge widths (< 160nm), because narrower ridge widths
lead to higher electrostatic doping [83, 84], and both surface recombination and the radiative
decay rate from electrostatic doping are proportional to N . So, at the narrowest ridge widths,
the decay curve does not give an unambiguous fit of surface recombination.

By placing a large fixed charge on the surface of the semiconductor we can move the
Fermi level, which leads to low minority carrier concentration on the surface, which in turn
yields a low effective surface recombination velocity. In addition, for nanoscale dimensions,
the Fermi level movement can lead to a high majority carrier concentration - effectively
leading to electrostatic doping. For doping this modifies the rate equation to:

G ≈ A′N +BN(PES +N) + CnN
2(PES +N) + CpN(PES +N)2 (6.27)

where PES is the electrostatic doping level and Cn,p are the Auger rates for electron and
holes. This can then be arranged to be:
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(a)

(b)

(c)

Figure 6.8: Decay for InGaAs active region test chip for different Al2O3 and TiO2 thickness
(a) after annealing, (b) after 30:1 BHF removal of outer Al2O3, and (c) after antenna depo-
sition and substrate removal for 1.5nm/3nm Al2O3/TiO2 bilayer - the antenna deposition
sample was pumped at 10x less power.

G ≈ (A′ +BPES + CpP
2
ES)N + (B + 2CpPES + CnPES)N2 + (Cn + Cp)N

3 (6.28)

where we see that the decay from electrostatic doping has terms proportional to N ,
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similar to the A′ term. The electrostatic doping and change in the decay are modeled in Fig.
6.9, where we assumed a fixed oxide charge between Qox = −(2× 1012 − 3× 1013)cm−2 [72,
83]. For the S + (NH4)2S A′ + PES curve we used the same surface recombination velocity
from the text (190cm/s), but for the Old (NH4)2S A′+PES curve we decreased the surface
recombination velocity to 24cm/s to get a better fit.

(a)

(b)

(c)

Figure 6.9: (a) h density as a function of position for different widths assuming Qox =
−3E13, (b) effective electrostatic doping level, PES, for Qox = −3 × 1013cm−2 and Qox =
−2× 1012cm−2, and (c) 1/τ as a function of 1/width - dashed line is for A′ fit only and solid
black line includes average between electrostatic doping terms from (b) - gray bars represent
|Qox| = 2× 1012 − 3× 1013cm−2 range

We can try to validate this model by looking at the internal quantum efficiency for low
pump powers. To model the internal quantum efficiency as a function of generation rate we
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need to simulate a few quantities. The generation rate is:

G = ηin
Plaser

~ωinVactive
(6.29)

where ηin is the absorption efficiency, Plaser is the input laser power, ~ωin is laser photon
energy, and Vactive is the active region volume. ηin is simulated by using a Gaussian beam
with a spot size of 3.8µm where the electric field is polarized along the length of the device.

The power collected (Pcollected) is:

Pcollected = ηoutηoptics~ωoutBN2Vactive = Counts× ~ωout (6.30)

where ηout is the collection efficiency, ηoptics is the product of the detector and optical
setup efficiencies, and ~ωout is the output photon energy.

Then the internal quantum efficiency is:

ηIQE =
Counts× ~ωout

Plaser

1

ηinηoutηoptics(
ωout
ωin

)
(6.31)

The collection efficiency, ηout, is simulated by placing a dipole in the active region and
integrating the farfield power within a numerical aperture of 0.5. The modeling parameters
are summarized in Table 6.1.

Parameter summary

Width ηin ηin (θgausian = 15◦) ηout ηoptics

40nm 0.26% 0.11% 11.2% 0.05%

100nm 0.35% 0.30% 16.4% 0.05%

200nm 0.33% 0.29% 16.3% 0.05%

Table 6.1: Summary of efficiencies used to calculate the internal quantum efficiency ηIQE. ηin
and ηin (θgausian = 15◦) are the input efficiencies assuming a Gaussian beam profile perfectly
aligned to the ridge length and with a θgausian = 15◦ polarization offset. ηout is the collection
efficiency, and ηoptics is the product of optical and detector efficiencies.

Finally, we measured new L-L curves for 40nm, 100nm, and 200nm devices and converted
these to ηIQE in Fig. 6.10. We assumed a surface recombination velocity of 190 cm/s,
B = 10−10cm3s−1, and Cn = Cp = 8 × 10−29cm6s−1 [85]. The internal quantum efficiency
for the three samples was within the same order of magnitude for the pump power range
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measured. If we were seeing increased surface recombination velocity (or even constant
surface recombination velocity) we would expect the internal quantum efficiency of the device
to decrease as we decrease the width. Because it stayed approximately constant, that was
some evidence that we may have electrostatic doping of the device.

(a)

(b)

(c)

After Passivation {
After Etch {

After Passivation {
After Etch {

Electrostatic

{

Higher Loss

{

Figure 6.10: (a) Expected ηIQE assuming we have electrostatic doping (solid) and assuming
decreased lifetime is from higher non-radiative emission (dashed line). Experimental ηIQE
using adjusted counts and powers from Table 6.1 for after etch and after passivation in S +
(NH4)2S sample assuming perfectly aligned Gaussian beam (b) and with a 15◦ polarization
offset (c).

We can now look at the model for an antenna coupled device where we assume a surface
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recombination velocity of vs = 1.3× 104cm/s for an unpassivated device and vs = 190cm/s
for the passivated device. Again we are setting B = 10−10cm3s−1, and Cn = Cp = 8 ×
10−29cm6s−1, and the electrostatic doping for a 20nm ridge is simulated to be PES = 2.5×
1018cm−3. We can then sweep the average enhancement from 1 to 256 to see how the
internal quantum efficiency is expected to change using Eq. 6.32. We see for the highest
enhancements we have near unity efficiency until we reach the Auger recombination dominant
regime.

ηIQE =
FavgBN(PES +N)

A′N + FavgBN(PES +N) + CnN2(PES +N) + CpN(PES +N)2
(6.32)

Figure 6.11: Projected ηIQE as a function of enhancement for a 20nm width for (a) undoped,
unpassivated device, and (b) passivated device with PES = 2× 1018cm−3.

From this analysis we can see that the efficiency in the unpassivated device is extremely
low when average enhancement is small. However, as we increase the enhancement, the
device can be efficient at high carrier concentrations. But, by passivating the device (and
inducing electrostatic doping) the internal quantum efficiency can be high even at low carrier
concentrations and average enhancement, and as we increase the average enhancement this
approaches unity. Additionally, we can see that for higher average enhancement the radiative
rate is dominant over Auger recombination for higher carrier concentration. This effectively
allows us to user higher carrier concentrations while maintaining high internal quantum
efficiency.
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We also note that p-doping the active region would have a similar affect on increasing
the internal quantum efficiency at low pump powers. However, we would need to test if
p-doping is also compatible with this surface treatment, as band bending potentially plays a
large role in the surface passivation. If we dope to Na = 2×1019cm−3, this would provide us
with high internal quantum efficiency and high speed even with low carrier concentrations.
However, the 3dB frequency for the doped active region would be:

f3dB =
FavgB0p0

2π
(6.33)

This equation is a factor of two smaller than the undoped case, but the benefit is that
this rate would be maintained even at low injection. We see that for a doping of Na =
2 × 1019cm−3, we need an average enhancement of 314 to get 100GHz direct modulation.
If we dope the active region slightly higher at Na = 3 × 1019cm−3 then we would only
need an average enhancement of around 200. But we can also see that in order to close
the link at the highest datarates we may want to do a small signal modulation under high
injection - then, if we bias the device above the doping level, we would retain the factor
of 2 and get faster modulation. Finally, the ABC model is appropriate for approximating
modulation rate, output optical power, and internal quantum efficiency, but does not account
for high injection effects around degeneracy. More sophisticated modeling and experimental
verification are still required.

In the next chapter we will combine the waveguide coupling, internal quantum efficiency,
and enhancement results in a full link model.
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Chapter 7

Link Model

In this chapter we model the link performance using an optical antenna-LED as our transmit-
ter and state-of-the-art components in the receiver. By using a transimpedance amplifier,
a series of linear amplifiers, and interleaving StrongArm sense amplifiers, we achieved an
end-to-end energy consumption of under 1fJ/bit. We also discuss ways to increase the power
of the antenna-LED to meet the system demands.

7.1 Transmitter macro model

Transmit Macro Receive Macro
VDD

t

Vout

Digital Input

Photons guided 
by single-mode 

waveguide

CMOS Driver

xN stagesRFB

CMOS Receiver

Digital 
Output

xM interleavers

Figure 7.1: Full Link Image

The energy per bit (E/b) of the transmitter can be broken down into two sources. The
first is the energy required to modulate the device, and the second is the photon energy
consumption. The cavity backed slot antenna-LED is small, fast, efficient, and can operate
without a threshold current making it a good candidate for the optical source.

The required energy from modulation comes from both the static and dynamic energy
consumption – in other words, from the Joule loss and the parasitic capactive charging of
the device.
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Emod,dynamic =
1

2
CV 2

Emod,static ≈
I2R

2
× 1

DataRate

where DataRate is the data rate in bits/s. This can be calculated by knowing the
parasitic capacitance and the L-I-V curve of the device, to first order we can model this by
the rate equation.

ηinjI

qVactive
= AN + FavgB0N

2 + CN3

where I is the current and ηinj is the injection efficiency into the active region (assumed
to be ≈ 1). Then we can write the optical power as:

Poptical = ~ωFavgB0N
2Vactive

which can be rewritten as:

Poptical =
~ω
q
ηIQEI

therefore the required current is:

I =
qPoptical
~ωηIQE

Now we can write an approximation for the modulator energy consumption as:

Emod,dynamic ≈
1

2
C(
qPoptical
~ωηIQE

)2R2
ridge

Emod,static ≈ (
qPoptical
~ωηIQE

)2
Rtotal

2
× 1

DataRate

where Rridge is the series resistance of the ridge, and Rtotal is the total series resistance
of the LED ridge, waveguide, and contacts. The main source of parasitic capacitance C is
from the waveguide to the silver antenna/n-contact- i.e. the isolation oxide.

The photon energy consumption (ETX) can be calculated from the total optical power
required for the receiver and then propagated back to the transmitter by including the
various loss mechanisms, namely the antenna efficiency, waveguide coupling efficiency, and
photodiode absorption efficiency.

ETX = TBitVTX(IReq,noise + IReq,swing)

VTX =
~ω
q

1

η
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η =
∏

ηsystem

where TBit is the bit period, VTX is link conversion efficiency in Volts, IReq,noise is the noise
sensitivity requirement, IReq,swing is the swing sensitivity requirement, and η is the product
of system efficiencies.

Due to high average enhancement, the internal quantum efficiency can be near unity,
and, by tuning the radiation resistance, the antenna efficiency can be 64% with a 94%
coupling efficiency to a single mode waveguide. However, due to the small active volume,
the maximum power is constrained to a few µW for a single quantum well.

7.2 Receiver macro model

The receiver is composed of a photodiode, transimpedance amplifier, N linear amplifier
stages, and M time-interleaving StrongArm sense amplifiers [86]. The main constraint placed
on the receiver side is that the output signal is a rail-to-rail swing, digital signal. For our
model we use an unbiased photodiode to prevent Joule loss, with a capacitance of 600aF and
absorption efficiency to 80% [87].

Model Parameters
Model Inputs Variable Value
fT Extrinsic unity current-gain frequency 260 GHz [88]
α Fraction of fT for self loaded stage 0.8
β Gain stage input/output cap ratio 0.33
VDD Supply Voltage 0.8 V
Emod Modulator energy per bit 100 aJ/bit
VTX Link conversion efficiency 1.65V
R Photodiode Responsivity 1A/W [87]
CPD Photodiode Capacitance 600aF [87]

Sweep Parameters
Sweep Variable Description Range
N Number of linear amplifiers 0-15
M Number of interleaving stages 1-16
IBias Bias current amplifiers 1µA-100mA

From the CMOS side, the receiver model takes into account not only resistor thermal noise
and transistor FET noise, but also the input swing sensitivity required to have an output
rail-to-rail signal. All of these metrics combine to yield a topology and data-rate specific
E/b both for the receiver side and transmitter side. For each data-rate, an optimization was
performed to find the minimum E/b given the sweep parameters and model parameters in
Table 7.2. For more information on the design methodology and parameters please refer to
[86].
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7.3 End-to-end link performance

Figure 7.2: Optimal energy per bit breakdown, required LED power, and receiver topology
vs data rate, using the parameters in Table 7.2

As shown in Figure 7.2, we are able to achieve under 1fJ/bit up to 60Gbps by using the
parameters in Table 7.2 and the amplifier topology in the bottom panel of the figure.

High fT and α are required to maintain an energy per bit under 1fJ/bit with a minimal
LED power. In Figure 7.2, with an fT of 260 GHz, the maximum self-loaded gain quickly
saturates for high data-rates. This forces the optimizer to trade-off, increasing the number
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of Rx linear amplifiers (albeit with a power penalty) and increasing Tx energy directly. The
optimum E/b attempts to balance the energy expended by the receiver and ETX .

The antenna-LED power imposes a restriction on the maximum attainable data-rate
for the link. Let us plug in some reasonable numbers for an antenna-LEDs using a single
quantum well active region (6nm thickness), where we assume that we are pumping the
device quite hard: ~ω = 1.28 × 10−19J , B0 = 10−10cm3s−1, Favg = 201, N = 1 ∗ 1019cm−3,
Vactive = 1.56 ∗ 10−17cm3 gives us 4.09µW , if we pump this very high at N = 3 ∗ 1019cm−3

then we could reach a power of 36.8µW .

Model Performance
fT E/b at 50Gbps Max rate for Max rate for

N = 1× 1019cm−3 N = 3× 1019cm−3

100 GHz 4.52 fJ/b 8.1 Gbps 32 Gbps
260 GHz 719 aJ/b 16 Gbps 59 Gbps
500 GHz 421 aJ/b 20 Gbps 90 Gbps
1000 GHz 345 aJ/b 22 Gbps 100 Gbps

Table 7.3 shows performance characteristics for four fT s, only 100GHz and 260GHz are
currently attainable with current CMOS - 500GHz and 1000GHz represent potential future
scaling of fT . Their respective E/b at 50Gpbs as well as the maximum attainable data-rate
given a transmit-side antenna-LED power limit at N = 1× 1019cm−3 and N = 3× 1019cm−3

are listed.

7.4 Increasing power

The link model suggests that as we approach 100GHz we will need close to 100µW of power.
Note that this is the power emitted from the device before losses - it does not include the
antenna efficiency and waveguide coupling efficiency. The following subsections summarize
our attempts at increasing the power. For convenience the optical power equation without
antenna efficiency and waveguide coupling efficiency is given below:

Pantenna = k × ~ωB0VactiveFavgN
2 (7.1)

where k is the effective number of antenna-LEDs.
We see that for the single quantum well we would need ∼ 25× power to close the link

using this geometry. The following subsections summarize our attempts at increasing the
power.

Increase number of antennas

One of the most obvious ways to increase the power is to simply have an array of devices and
then combine them into the single mode waveguide. This could be accomplished by either



CHAPTER 7. LINK MODEL 88

having multiple antenna-LEDs on the same waveguide or having multiple antenna-LEDs and
using a power combiner to combine them into a single mode waveguide. Unfortunately, we
quickly discovered that this is not as simple as it sounds. Due to conservation of energy and
time reciprocity, we cannot cascade power-combiners to continually double the power. An
intuitive explanation can be found from a simple 2x2 waveguide coupler:[

TEout,Mode1

TEout,Mode2

]
=

[ √
c jp

√
1− c

jp
√

1− c
√
c

] [
TEin,Top
TEin,Bottom

]
(7.2)

where p is ±1 with the two input modes TEin,Top and TEin,Bottom and two output modes
TEout,Mode1 and TEout,Mode2. Due to energy conservation, any passive 2x2 coupling matrix
will take this form (determinant is equal to 1). For incoherent combination, with a random
phase relationship between the two branches, we can use superposition to determine the
output power. There is no choice of c that would allow us to combine power from TEin,Top
and TEin,Bottom in the TEout,Mode1 or TEout,Mode2 branch. Note that if we have a known
phase relationship we can obtain coherent addition (ex. TEin,Top = −jTEin,Bottom to get
coherent addition in TEout,Mode1).

This precludes us from combining incoherent light into an indistinguishable mode. How-
ever, we can still get more power into the output waveguide by altering either coupling to
a different spatial mode TEout,Mode2 or different wavelengths. The first method is not very
practical, because even with zero insertion loss we would need more than 25 modes to get
sufficient power in the bus waveguide - this would require a much higher complexity and
footprint, and a larger photodetector would come with increased capacitance. The second
method is to use different wavelengths - this can be seen by adding an explicit wavelength
dependence:[

TEout,Mode1(ω)
TEout,Mode2(ω)

]
=

[ √
c(ω) jp

√
1− c(ω)

jp
√

1− c(ω)
√
c(ω)

] [
TEin,Top(ω1)
TEin,Bottom(ω2)

]
(7.3)

Now we can get power combination by designing a coupling element where c(ω1) = 1 and
c(ω2) = 0. For this toy example we can get twice as much power in the output waveguide.
This idea was explored in [89], where if we have the same material spectrum then we can
design high Q antennas to get pseudo wavelength selectivity. But for the same active region
(material spectrum) this provides limited scaling of the power in the output waveguide by
1.5−3 times. The same principles discussed for the 2x2 waveguide coupler apply for putting
multiple antennas on the same waveguide - effectively it is reduced to the same problem.

Increase the active region volume

As shown in Chapter 3, one of the easiest ways to increase the power is to increase the
active region volume, but this comes with a trade-off for modulation speed. In Table 7.1, we
compare the maximum expected f3dB and Prad for different active region designs using the
averaging from Table 3.1 and waveguide coupling structure from Table 4.1 and pumping to
N = 3E19.
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Active Region Design

Design Favg Volume f3dB Power

Single quantum well 201 1.58× 10−17cm3 ≈ 192GHz 37µW

Multiple quantum well (3x) 163 4.75× 10−17cm3 ≈ 156GHz 90µW

Double heterostructure 68 3.17× 10−16cm3 ≈ 65GHz 247µW

Double heterostructure (w = 14nm) 94 2.26× 10−16cm3 ≈ 90GHz 247µW

Table 7.1: The projected average enhancement Favg, active region volume V , f3dB, and
output power for different active region designs biased to a carrier concentration of N =
3× 1019cm−3 for a 20nm ridge width.

Switching to the double heterostructure would allow us to get significantly more power
out of the active region, but comes with a significant speed trade-off. If we compare the
maximum datarate for these powers we see that the single quantum well can reach 59Gbps,
the multiple quantum well can reach up to 79Gbps, and the double heterostructure has
enough power for 100Gbps. However, the double heterostructure with a width of 20nm lacks
sufficient speed to create an efficient link at 100Gbps, so in the last row we provide the
metrics for a 14nm ridge that has an f3dB of 90GHz. However, for slow rates < 80Gbps, or
for future scaling of fT where less optical power will be required, the multiple quantum well
has a good power-speed trade-off, making it a more optimal choice for active region design.

7.5 Integration and outlook

The final consideration is how we integrate the link with CMOS. So far, the analysis in
this chapter has assumed perfect integration with CMOS - in other words, that the distance
between the transistors and the transmitter/photodetectors is negligible. However, in reality
there will be some additional integration capacitance. If we integrate this on top of the
metal stack with a through oxide via then we pick up at least an additional 1.5fF on the
transmitter and receiver [90], and if they are placed further away, requiring a through silicon
via or additional routing, then we acquire at least 10fF of additional capacitance [91]. A
comparison for the energy per bit assuming using 260GHz fT at 50Gbps is shown in Fig.
7.3.

In this chapter we have shown the potential for < 1fJ/bit optical interconnects using
existing technology at 50Gbps; to reach higher data rates with low energy consumption would
require FETs with higher fT . However, these links can only achieve low energy consumption
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Figure 7.3: Energy per bit at 50Gbps with 260GHz fT for additional integration capacitances.
1.5fF roughly corresponds to the self capacitance in a through oxide via.

if they are integrated closely with the transistors. In other words, we lose the benefit of having
on-chip optical interconnects the further they are from our transistors. Creating these links
will not be trivial, it will require a close collaboration between device, RF, system, and
process engineers to fully realize the potential of the on-chip optical interconnects.
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Chapter 8

Conclusion

In this dissertation we focused on the cavity backed slot antenna as a promising geometry for
creating energy efficient, high speed, nanoscale on-chip optical interconnects. We presented
theory for how to achieve efficient single mode waveguide coupling of the cavity backed
slot antenna, including applying inverse design which allowed us to utilize a coupled cavity
effect to decrease the metal loss. We fabricated optically-pumped waveguide coupled devices,
which showed good agreement with theory and presented a pathway for achieving electrical
injection. To improve the efficiency and therefore the power output, we developed a surface
passivation process that achieved a record low surface recombination velocity, paving the way
for efficient nanoscale devices. Additionally, we discussed how to account for all the dipoles in
the device figures of merit, including showing that Lorentz reciprocity can be used to quickly
probe the electromagnetic response of these devices, allowing for a significant reduction in
computational resources with high accuracy. Finally, using our device figures of merit,
the system was modeled and the receiver was optimized for each datarate. Using existing
technology models, we showed it was possible to achieve < 1fJ/bit energy consumption at
high data rates. More work will need to be done to demonstrate such a link, including: design
and demonstration of high speed electrical injection, integration with a low capacitance
photodetector, further system design, and close integration with CMOS, but with the right
collaboration of engineers this task should be feasible. The optical antenna-LED has been
shown to be a very promising device, with a great deal of potential due to its high speed
and efficiency at the nanoscale size.
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Appendix A

Fabrication Notes

This appendix details some of the fabrication decisions; discussing some of the failed samples
and what we did to mitigate that problem. While these have not been rigorously tested, we
lay out some of our theories behind the failure and what we did to adjust the process.

Global (theta) 
alignment

Local alignment

Vernier

Figure A.1: GDS file layout of waveguide coupling design highlight global, local, and Vernier
alignment marks.
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A.1 Alignment Marks

The alignment mark mask consists of a pair of global theta alignment marks to correct for
angle offsets, these should be placed at the extreme edges of your pattern to reduce angle
errors. As shown in Fig. A.1, they consist of a large mark for easy location in the EBL SEM
and a smaller mark to perform alignment on. The small mark has a similar structure to the
large mark, but with an arm length of 5µm and width of 100nm. These are deposited using
Cr/Au which has a high density which provides high contrast in the SEM with surrounding
materials even when buried under 100’s of nanometers of resist. The global (theta) alignment
command in CABL is R2.

Then each 600µm field was manually aligned using a local alignment mark in the center of
the field (CABL command R23). This way we have a global theta correction as well as local
position correction. Through this combination we achieved very small alignment offsets
(< 20nm) near the center of the field. Potentially due to theta alignment or deflection,
alignment offsets grew towards the edge of the field. This could potentially be mitigated by
using smaller fields.

A.2 Nanoscale Vernier Marks

To measure the alignment offset we added nanoscale vernier marks with a bar width of
300nm and spacing of 300nm for the top set and 320nm of the bottom set - allowing us to
measure offsets on the order of 10− 20nm in the scanning electron microscope. An example
is shown in Fig. A.2. The y-offset in this image is less than the sensitivity of the Vernier
marks (< 10nm) and the x-offset is estimated to be ≈ 20nm.

A.3 Adhesion

We found that expired HSQ resist is particularly susceptible to poor adhesion, especially
on Al2O3. For the LED-ridge patterning we found that we could mitigate this by exposing
the sample to an 80W O2 plasma in a reactive ion etcher. Two potential explanations for
improved adhesion are that the O2 plasma introduces nanoscale surface roughness which
creates more surface area or the formation of an oxide that HSQ can better adhere to.

For the waveguide patterning, we found that a TiO2 layer acts as a very effective adhesion
layer. Without this layer the patterns would detach and be completely removed or float and
reattach to other parts of the sample sometimes in random orientations. With these process
modifications the adhesion issue was effectively solved for our process, allowing us to extend
the lifetime of the expensive HSQ resists significantly.
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Figure A.2: SEM of vernier marks showing no y-offset and an x-offset of +20nm for the
waveguide layer relative to the LED ridges. This vernier pair was on the right edge of the
600µm field.

A.4 High Contrast EBL

For our standard HSQ resist we use a ≈ 140nm thick XR-1541-6 (6% formulation). This can
easily yield straight sidewalls with a number of different exposures or developers. However,
when we use a less dilute flowable oxide (FOX) at ≈ 450nm we quickly run into problems
with electron forward scattering in EBL. In order to mitigate this problem we switched our
process from the 50keV acceleration voltage tool to the 100keV acceleration voltage to have
less forward scattering; however, as shown in Fig. A.3, this problem was not fully resolved by
changing the acceleration voltage alone. We still see a significant area around the waveguide
(≈ 30µm) where the resist has not cleared - the thickness of this layer is nearly 180nm which
makes it nontrivial to clear in the dry etch step.

So, we explored different processes for the resist development step - largely inspired from
the work in [92]. We found that using a lower concentration ammonium hydroxide (NaOH)
combined with a dilute salt for several minutes gave us nearly vertical sidewalls. Specifically,
we used a 1:5 concentration of MF 351 Developer:DI (based on NaOH and boron sodium
oxide), developed for 8 minutes – this process provided repeatable high contrast FOX-15
development. Higher concentrations of MF 351 led to quicker development but at the expense
of a lower contrast process.
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Figure A.3: Atomic force micrograph (AFM) taken after FOX-15 exposure in Crestec 130keV
and development for 20s in OPD 4262 (dilute TMAH). Profile in top right clearly shows
evidence of forward scattering near waveguide edges causing resist to be under-developed in
that region.

A.5 Silver agglomeration

We found that one of the disadvantages of using silver is its tendency to agglomerate under
low heat (' 150C) [93, 94] - this effect was shown for our devices in Fig. A.4. In planar
films it was found that agglomeration can be prevent by depositing thicker films [93], but
even for thick films (≥ 250nm) the silver morphology can still change [94] at temperature as
low as 200C leading to higher loss.

Some of the prevailing methods to prevent agglomeration are capping with Al2O3 [95, 96],
which has been found to lock in the silver grains preventing agglomeration or morphology
changes temperature up to at least 400C [95] and extends their chemical stability [96].
Finally, in [97] it was shown that a metal layer can serve as an effective adhesion and
encapsulation layer.

However, when we tested the Al2O3, as shown in Fig.A.4b, we found that the pump
down of the chamber at 200C for 5 minutes was long enough that the silver agglomerated
before encapsulation. This could perhaps be mitigated by a quicker pump down or lower
deposition temperature. But, in an attempt to improve the quality of our film we decided
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to encapsulate the silver in-situ by sputtering Nb immediately following silver sputtering.
We found that this encapsulation method was able to prevent agglomeration at least up to
200C, which would leave us sufficient thermal budget to complete our processing. We saw
no noticeable agglomeration in Fig.A.4c after a hotplate anneal at 200C for over an hour.

(a) (b)

(c)

Figure A.4: Comparison of waveguide coupled LEDs (a) after liftoff, (b) after atomic layer
deposition capping with Al2O3 at 200C showing agglomeration, and (c) sample capped with
70nm Nb and heated on hotplate to 200C for more than an hour showing no obvious signs
of agglomeration.
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A.6 Substrate removal

It is a little unusual to take such care to protect the surface then re-expose it in step (Fig.
5.2j) - in a fully optimized process this would not happen. However, this was done because
a sample failed during substrate removal. We believe this failure was due to having a poor
interface oxide between our InGaAsP etch stop and our InP waveguide. In this sample,
the waveguide appeared to be intact after the wet etch removal of the substrate, but it was
not until removal of the etch stop that we discovered that the InP waveguide was actually
removed leading to an indent in the oxide where the waveguide was supposed to be. An
example of this is shown in Fig. A.5 - where part of the InP was unintentionally etched
during substrate removal.

As shown in the main process flow in Fig. 5.2, this was mitigated by removing the ALD
oxide on the surface and redepositing a new thin Al2O3 to cover both the LED ridge and
waveguide sidewalls under the metal region. In an optimized process we would want to
change this step - starting with testing whether we need the Al2O3 on the sidewall of the
waveguide under the Ag, or if this is unnecessary.

InP

Unintentionally 
etched

Figure A.5: Optical micrograph after substrate and etch stop removal for a device with no
additional Al2O3 deposited showing InP waveguide was unintentionally etched.
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Appendix B

Time Correlated Single Photon
Counting

This appendix will describe the theory behind time correlated single photon counting (TC-
SPC) as well as the practical implementation. Compared to other lifetime measurement
techniques like pump-probe, streak cameras, or up-conversion, TCSPC is attractivedue to
the large dynamic range, relatively low cost, and good timing resolution (<20ps).

B.1 Theory

TCSPC is based on the repetitive, precisely timed registration of single photons. These
photons are timed to a corresponding excitation pulse - typically a laser, and dectector
capable of measuring single photons, such as: a Photomultiplier Tube (PMT), Micro Channel
Plate (MCP), a Single Photon Avalanche Diode (SPAD), or a superconducting nanowire.
As shown in Fig. B.1, the difference between laser sync and received photon can be recorded
and compiled in a histogram. The curve that is built up from the individual events represents
the time decay that would be obtained from a typical single time-resolved measurement [98].

In order for the decay to be accurate the measurement needs to be single photon - i.e.
the probability for detecting more than one photon per cycle needs to be low in order to
avoid pile-up. The condition to avoid pile-up is:

CRadjusted < 5%× flaser (B.1)

where CRadjusted is the adjusted count rate, and flaser is the repetition frequency of the
laser - and ideally, the count rate should be kept to < 1% the repetition rate. This condition
can be achieved by inserting neutral density filters to cut down the signal until that equation
is satisfied.
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Figure B.1: (a) Laser pulse at fixed repetition rate. (b) Three different photon arrival times,
binned at t1, t4, and t2. (c) Histogram built up from binned photon arrival times. (d) Basic
implementation of TCSPC. Drawing inspired by [28].

B.2 Avalanche photodiode

A SPAD is a p-n junction that is biased beyond the breakdown voltage in a meta-stable
state so that when a single photon excites an electron-hole pair it causes an avalanche event
- this has been historically called Geiger mode in the literature. The avalanche is quenched
by biasing below breakdown, held-off for a short time period (known as the hold-off time),
then the bias is restored in order to detect another photon.

The primary source of noise in InGaAs SPADs are from thermally generated carriers.
This can be reduced by using a Peltier cooler to lower the temperature. In Si this is usually
sufficient to run in so-called ”free-running” mode; however, InGaAs SPADs need another
modification to keep the dark counts low. The InGaAs SPADs are gated - or only biased
past breakdown for a short time frame around the laser sync. When a photon is detected
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Figure B.2: Block diagram of the TCSPC optical setup at near-IR wavelengths. Drawing
inspired by [28].

and the circuit is quenched, the gates during the hold-off time will be skipped leading to
a longer dead time. As shown in Fig. B.2, the addition of the SPAD gating increases the
complexity of the electronics slightly, we need to add an additional sync signal between the
laser pulse picker and the SPAD gate.

We can calculate the effective count rate adjusting for the hold-off time and the gate
time:

CRadjusted =
CRmeasured

1− CRmeasured × THO
1

TON
(B.2)

where CRmeasured is the measured count rate, THO is the hold-off time, and TON is the
gate time. The adjusted count rate can now be plugged into Eq. C.1 to compare to the laser
repetition rate.

Biasing

There is an important trade-off around biasing. At larger excess bias (voltage past break-
down), the photon detection efficiency and dark count rates increase - leading to a lower
signal to noise ratio. However, at large excess biases the timing jitter is reduced, leading to
more accurate timing measurements for fast decays. So, for short lifetimes where timing is
important we should use a large excess bias (≈ 7V ) and hold-off time (≈ 40µs) to decrease
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jitter while maintaining low dark counts. And, for long lifetimes where we have low photons
we should use a low excess bias to increase the signal to noise ratio.

Figure B.3: Biasing trade-off - left: Photon detection efficiency as a function of excess bias
and right: dark count rate as a function of hold-off time with three excess biases plotted.
Reproduced from [99].

Afterpulsing and background subtraction

When a photon or dark count causes an avalanche event there is a probability of filling traps
that can be released triggering additional pulses. This effect can be seen in the right side
of Fig. B.3, if the detector is not held-off for a long enough period then it can increase the
dark counts - this is shown for the THO ≈ 1− 10µs range.

For extremely long lifetimes in our surface passivation devices we found that we had to
account for the change of background with the addition of photons. We used the lowest
noise setting (V = 2.5V and THO = 15µs) we measured the change in the dark counts as a
function of the increased counts (both increased dark counts and photons). This process is
shown in Fig. B.4. The R2 value for the best fit is 0.9989 - indicating that a linear fit is a
good model for this photon range and detector settings.

B.3 Setup details

The sample was excited with the output of a Ti:Sapphire femtosecond laser (Coherent Ultra
II). Part of the laser pulse was split off and sent to a fast PIN photodiode (Picoquant TDA
200) to trigger the TCSPC timing module (Picoquant Picoharp 300) and establish a time
reference. A pulse picker (Conoptics) was used to reduce the repetition rate of the output of
a Ti:Sapphire femtosecond laser from 80 MHz to 4MHz MHz to ensure the period between
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Figure B.4: Background subtraction for MPD InGaAs SPAD with V = 2.5V and THO = 15µs
with laser rep rate of 4MHz. The power dependent dark count rate was determined by
measuring a short lifetime device which decayed to the noise floor quickly. The dark count
average was taken between 24-28ns with a 4ps bin (1000 samples). On the right we plot
the dark count average as a function of the total counts minus the thermal dark counts (no
photons).

successive laser pulses was much longer than the decay time of the sample. The sync output
of the pulse picker was used trigger the gate and turn-on the InGaAs APD (Micro Photon
Devices) in preparation for the arrival of a photon. The gating signal needs to be precisely
timed to occur the same time that the laser pulse arrives at the sample; this was achieved
through a variable length coaxial cable delay. If a photon was detected by the APD, the
gating signal was immediately turned off. Otherwise after 40ns, if no photon was detected,
the gate was turned off until the next laser pulse and the cycle was repeated again.

B.4 Auto-alignment

We found that the Pockel’s cell had around a 10-16dB suppression, so the signal is essentially
re-pumped at the full laser rep rate of 80MHz with a signal that is 16dB lower than the main
peak. Experimentally, we found that the second laser re-pump would affect the signal decay
(at 25ns). So instead of measuring long decays (>25ns) in a single shot we stitched multiple
measurements together in 25ns windows. The optimal delay was found by minimizing the
least squares error between the signals, as shown in Eq. B.3.

min
ts

1

n

∑
(y1(t)− y2(t− ts)) (B.3)
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This process is shown in Fig. B.5, where three background-subtracted decay curves are
collected the three different powers (shown in blue, orange, and green). The time delay
between the blue and orange curves, ts1, is calculated. We then interpolate to remove
redundant time points and calculate the time delay between the combined curve and the
green curve, ts2. Again, the data is interpolated to remove redundant points and now the
total decay curve can be fit.

Figure B.5: Top: three background-subtracted decay curves for three separate pump powers.
Bottom: optimal time delay calculated from least squares analysis.
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Appendix C

Inverse Design

In this work we used the Berkeley Photonic Inverse Design package, originally described
in [42]. The inverse design optimization problem that was solved can be written as the
following:

max
θ

∑
ω

cωTω(x, r) : Radius of Curvature ≥ 100nm (9)

where θ denotes the optimization parameter space – which in this case is the interface between
InP and Ag in the metal-optic waveguide coupler region, ω is an index that defines the
frequency bandwidth of the optimization, T is the Poynting vector evaluated at positions r in
the waveguide for electric and magnetic fields abbreviated by vector x, and c is a user-defined
weight chosen for each frequency index. Finally, we included an optimization constraint on
the radius of curvature to ensure fabricability. A brief discussion of the limitations of our
inverse design implementation follow.

The objective function that was used in inverse design does not give individual control
over our figures of merit, Favg, ηantenna, and ηWC. Consequently, we included the weights, c, in
the objective function to provide this control. An additional limitation comes in reference to
Fig. 4.8(c) where the length of the metal along the coupler section sidewalls is not perturbed.
Because it is undesirable to have metal along the sidewalls of the coupler section (XY plane)
with a different length than the metal on top of the waveguide (XZ plane), the metal on top
of the waveguide effectively constrained the designable region. Therefore, we used several
metal lengths as initial conditions for inverse design optimization.

Lastly, one of the most important considerations for our choice of the waveguide coupler
structure in Fig. 4.8 was its compatibility with top-down fabrication. In other words,
because the entire ridge must share the same etch mask, it must also share the same 2D
cross-sectional shape in the XY plane. Therefore, a geometrical constraint is required in the
inverse design optimization to maintain the conformal nature of the ridge which is composed
of several materials. Such a constraint was unavailable in our basic implementation of inverse
design. We imposed this constraint ad hoc by updating the SOG-Ag and SiO2-Ag interfaces
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every three iterations to match the changing InP-Ag interface, but no significant convergence
issues were encountered.
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