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Abstract

Generative Modeling for Healthcare Applications and Energy Demand Response with Normalizing Flows

by

Japjot Singh

Master of Science in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Costas J. Spanos, Chair

In the past decade, Machine Learning research has grown tremendously. The increased availability of data and powerful hardware has brought forward many applications in different industries. Generative modeling, specifically synthetic data generation, has made headlines with models capable of creating fake celebrity images and deep fakes. Normalizing Flows are one family of generative models with desirable qualities, including exact density estimation and inexpensive sampling. Unlike other generative modeling techniques like generative adversarial networks, variational autoencoders, and autoregressive models, Normalizing Flows show impressive results on both image and non-structured tabular data indicating their effectiveness in modeling complex distributions. Although still in relative infancy, they have shown promising results when used with other models or as a synthetic data source for separate downstream tasks.

This thesis explores applications in computer vision-based detection of COVID-19 and supervisory planning in reinforcement learning for energy demand response. Our work in the healthcare application presents a hybrid conditional generative model which decouples feature representations from input images to generate quality artificial samples in label scarce domains, which prove to be effective in several downstream tasks. We further investigate the flexibility of normalizing flow methods to capture energy price responses within a proprietary reinforcement learning environment and use this in a hybrid planning model scheme which in turn improves the learning and performance of a price controlling agent.
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Chapter 1

Introduction

1.1 Background in Machine Learning

In recent years, the availability of large datasets combined with improved algorithms and an exponential growth in computation power has led to a surge of attention in Machine Learning (ML). State of the art ML has shown great success on tasks including classification, regression, and clustering, especially on complex and high-dimensional input data distributions. Breakthroughs in neural network sizes, architectures, and fitting procedures have transformed the use of ML and have shown superhuman abilities in difficult tasks (such as driving-cars [50], image classification [82], playing go [76]). As a result, ML has become a large part of many peoples’ daily lives—for example: speech-recognition [18], fraud detection [5], email filtering [13], chatbots [60], search engines [8] and many more are all powered by machine learning algorithms.

Despite these advances, ML methods are often stymied by a lack of data availability in the real world, which hobbles one of science’s most exciting new tools; unfortunately, these trends occur as the societal problems ML may address, such as pathogen-related global health and climate change, become worse and worse. A prominent branch of ML, generative modeling, has proven to be effective in capturing important statistical properties of the underlying data and using that to create synthetic samples. Artificially generated data is inexpensive compared to collecting large datasets, and is useful when privacy requirements limit data availability, if the data needed does not exist or is not available, and when enough training data is not available. Many industries and business functions benefit from using synthetic data, but in this work we will focus on two: healthcare for general pandemic responses (i.e. COVID-19) and energy (i.e. energy microgrids [24, 33] and energy demand response).
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1.2 Pandemic Response

The COVID-19 pandemic created a public health crisis and continues to impact lives and healthcare systems worldwide. In the fight against this pandemic, a number of algorithms involving state-of-the-art machine learning techniques have been proposed. Data-based approaches have been used in a number of important tasks such as detection, mitigation, transmission modeling, decision making on restrictions etc. For example, computer vision-based detection of COVID-19 from chest computed tomography (CT) images has been proposed as a supportive screening tool for COVID-19 [28], along with the primary diagnostic test of transcription polymerase chain reaction (RT-PCR). This is beneficial since obtaining definitive RT-PCR test results may take a lot of time in critical situations[10]. Reinforcement learning based methods were also proposed to optimize mitigation policies that minimize the economic impact without overwhelming the hospital capacity [52].

The application of machine learning algorithms in healthcare depends upon ample availability of disease data along with their attributes and labels. At the beginning of a pandemic, data corresponding to the disease might be unavailable or sparse. Sparse data often have limited variation in several important factors relevant to disease detection such as age, and underlying medical conditions. Class imbalance is another issue faced by machine learning algorithms when pandemic-disease related data is limited. For example, at the onset of COVID-19, the number of CT scan images corresponding to COVID-19 was far less than that of other existing lung diseases (e.g. pneumonia). ML models fed with such class-imbalanced data could be biased and thus provide inaccurate results. Furthermore, the amount of data with correct labels among all available pandemic data might be minimal. This issue can arise because healthcare professionals and domain experts who are able to review and label the data are busy treating patients inflicted with the new disease, or also because of privacy concerns associated with medical data sharing.

Concurrently, after a new disease has been discovered, healthcare ML tools must rapidly adapt to the new disease in order to assist medical professionals in diagnosing and treating affected individuals as quickly as possible. A swift response is also necessary in the design of policy interventions based on insights from pandemic data. In addition to speed of response, another issue in development of machine learning algorithms for emerging pandemics is privacy [63, 17]. Development of solutions to pandemics at the scale of COVID-19 requires collaborative research which in turn presses the need for open-sourced healthcare data. But, even if healthcare organizations wish to release relevant data, they are often restricted in the amount of data to be released due to legal, privacy and other concerns. In this this work we present a novel conditional synthetic data generation method for augmenting COVID-19 CT-scan data and motivated by these results we explore the effectiveness of flow based models in a much more challenging reinforcement learning settings.
1.3 Energy Demand Response

As electrical grids decarbonize to assist in achieving climate goals, natural resources like wind and solar will replace non-renewable resources like fossil fuels. This change from an on-demand energy resource to a volatile one brings out an inconsistency between energy generation and demand. This paves the way for demand response, where customers will adjust their demand for energy resources to hours where generation is plentiful. Furthermore, with the recent advances in photovoltaic technology solar panels have become an efficient and reliable solution for customers to harvest solar energy for their own direct use and resale. These prosumers, in addition to large electric companies, are integral players in energy marketplace.

As with any marketplace, there is an opportunity for price-setters to buy and sell units at optimized prices to shift market demand and potentially generate profit. However, given the complexity, non-stationarity of demand response applying traditional optimization methods is methods is difficult. This is an appropriate setting for Reinforcement Learning (RL), an area of machine learning where an agent repeatedly takes an action, observes the result of this action in the system, and learns how to take actions which will maximize its notion of reward. Where traditional methods struggle with handling stochasticity in such systems, RL methods focus on balancing exploration and exploitation of optimal actions in light of uncertainty with dynamic programming techniques and deep neural networks.

In this work we consider prosumer aggregations which facilitate the trading of energy between participants in the aggregation, and balance the net load by purchasing from or selling to the utility. These prosumer aggregations can be formed for several different applications: a private entity can manage these aggregations for a fee or for a profit, and participants could cooperate their aggregations to maximize social welfare. Each aggregation controls the energy consumption and generation of each participant. Each prosumer will have an independent cost minimization objective, and will seek to optimize their time of use to meet their demand and maximize their own profits. The price of electricity directly influences the operation of these independent entities, and this strategy is denoted as transactive control [7]. It is easier for prosumers to respond to a day-ahead price as opposed to real time prices which may require predicting their load/generation schedule in advance. The aggregator is able to communicate prices one day-ahead to the participants, who will also process the utility prices and then schedule their daily operation to their objective. The aggregator’s task is to design prices to reach its own objective (profit maximization, emissions reduction etc) while dealing with an uncertain environment. This uncertainty stems from several factors: the load and response of prosumers to energy prices is unknown to the aggregator, and the generation of electricity by prosumers is unpredictable and has inherent weather driven stochasticity.
1.4 Method

The purpose of this work is to experiment with the flexibility of flow based methods as a source of generative modeling.

We begin by presenting a hybrid model consisting of a conditional generative flow and a classifier for conditional synthetic data generation. The classifier decouples an input image’s feature representation which is then fed through the flow to remove local noise from the underlying signal. We then generate synthetic data by perturbing local noise within the fixed underlying signal. We also propose a semi-supervised approach to generate samples in the case of label scarcity.

To further assess their effectiveness we investigate the performance of flows on non-structured tabular data in a proprietary reinforcement learning environment. We examine how offline training and supervisory planning can be leveraged to minimize data and learning costs of a price controller agent in an energy demand response context.

1.5 Outline of Thesis

This chapter provides a general overview of the thesis topic, goal, and approach. Chapter 2 covers some preliminaries, and related work. In Chapter 3 we describe the general methodologies for our approach and Chapter 4 details the experiments we ran and shows our results. A discussion of this work is provided in Chapter 5 followed by a conclusion in Chapter 6.

1.6 Novelty

To our knowledge, we present novel innovations in both of the methods we consider and we are the first to investigate applications of flow based methods in two divergent applications.

In healthcare, we present a novel conditional synthetic generative model which is effective in creating samples which lead to improved performance in a supervised task (detection of COVID-19). We also propose and experiment with different approaches to efficiently generate data under label scarce conditions, representing a significant methodological contribution.

In energy demand response, we are the first to try summarizing energy price responses using a continuous normalizing flow model. Methodologically, we are the first to use that specific generative model as a planning model to simulate steps in an RL framework.
Chapter 2

Background

2.1 Generative Modeling

This work focuses on applying a specific class of deep generative models to two different classes of learning problems: supervised learning and reinforcement learning. For the sake of this work, we will reiterate a conventional definition that we adhere to of generative modeling: the unsupervised ML task of learning underlying patterns of the input data in a model which can be used to artificially create new samples that plausibly could have been sampled from the input data [9]. In this background section we will provide an overview of the framework we are working with.

The increase in GPU technology over the last decade has led to developments of deeper generative models capable of creating fake celebrity images, and deep fakes. These applications will pose legal and ethical challenges but also promise new beneficial technologies. The potential for applications has brought considerable research interest to generative modeling in recent years.

Deep generative models are neural networks with millions of parameters and many hidden layers used to approximate complex, highly dimensional probability distributions. The shared goal of all generative models is to learn some unknown, and potentially intractable probability distribution $\rho_0$ from some number of independent and identically distributed samples. A successfully, trained DGM can be used to calculate the likelihood of a given sample $x \sim \rho_0$, and to create new samples resembling those from $\rho_0$.

Despite recent success, DGM suffers several key mathematical challenges [72]:

1. Generative model training is ill-posed from a information theoretic perspective: identifying a unique probability distribution from a finite number of samples is impossible.
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Figure 2.1: We train a generative model \( g_\theta \) to transform samples from a simple distribution \( Z \) to \( g_\theta(Z) \). The training objective is to make \( g_\theta(Z) \) indistinguishable from \( X \).

This is why generative models are sensitive to network architecture, hyperparameters and training algorithms.

2. We need a way to test the quality of generator samples, specifically how close they resemble the source distribution \( X \). We can do this by either inverting the generator, or comparing the distribution of synthetic data \( g_\theta(Z) \) to \( X \). Inverting a generator is not difficult if the generator is linear, but a linear neural network architecture will severely limit expressiveness and sample quality. Comparing distributions is not easy by any means either. They require us to conduct a two-sample test problem during training, which is difficult without any prior assumptions on \( X \) and \( g_\theta(Z) \).

3. Most DGM approaches approximate intractable \( X \) by learning a transformation between \( X \) and some known distribution such as a Gaussian in a \( d \)-dimensional latent space. The choice of the latent space is critical to performance, but usually impossible to determine and is left as hyperparameter. If the latent space is too small, the generator will struggle to approximate the data and fit \( X \) poorly. If the latent space is too large we end up with a generator that is not injective which makes training difficult.

Mathematical formulation

Generative models try to learn a representation of intractable distribution \( X \) with support \( \mathbb{R}^n \) where \( n \) is large and the distribution is complex. For example consider MNIST [61], each image is 28-by-28 so \( n = 784 \) representing each pixel in an image and \( x \in \mathbb{R}^{784} \). We assume that we have access to a large but finite number of independent and identically distributed (i.i.d.) samples \( x \sim X \) referred to as our training data. Our goal is to learn a generator, parameterized by \( \theta \) to map samples from a tractable distribution \( Z \in \mathbb{R}^d \) to \( \mathbb{R}^n \) as illustrated in Figure 2.1. The key challenge is defining an objective function to quantify the difference between \( X \) and \( g_\theta(Z) \). Once we have \( g \) we can generate new samples and compute the likelihoods of different samples.

Hand-designing a function to transform samples from a univariate Gaussian to images of celebrities is impossible and so we use deep neural networks (DNN) to parameterize \( g \), hence
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the term deep generative models, so we denote the DNN generator \( g_\theta \) and its weights by \( \theta \).

2.2 Finite Normalizing Flows

In normalizing flows we model the generator as a diffeomorphic and orientation-preserving function, in practice this is just the composition of invertible functions. This composition transforms the probability density from \( \mathcal{X} \to \mathcal{Z} \) by repeatedly applying the change of variables formula and allows us to calculate the likelihood of a sample \( x \) as

\[
p_{g_\theta}(x) = p_Z(g_\theta^{-1}(x)) \left| \det \left( \frac{\partial g_\theta^{-1}(x)}{\partial x} \right) \right|
\]  

(2.1)

where invertibility requires that \( \text{dim}(\mathcal{X}) = \text{dim}(\mathcal{Z}) \). Despite this restriction, flows can be used in conjunction with other approaches to work around this. The notation above may be slightly misleading since the flow function transforms the source distribution, \( f: \mathcal{X} \to \mathcal{Z} \), and the generator is actually the inverse \( g = f^{-1} \). During training the objective becomes to minimize the Kullback-Leibler (KL) divergence between \( p_X \) and \( p_{g_\theta} \). In practice this is intractable so we maximize the likelihood of samples from \( \mathcal{X} \) under \( p_{g_\theta} \) by minimizing the negative log-likelihood. As it turns out, the parameters \( \theta \) which minimize this objective also minimize the KL divergence.

A finite normalizing flow is the full chain of invertible functions

\[
g_\theta(z) = f_K^{-1} \circ f_{K-1}^{-1} \circ \cdots \circ f_1^{-1}(z)
\]  

(2.2)

where each layer \( f_i \) is invertible and has an easily computable Jacobian determinant.

Figure 2.2: Illustration of a normalizing flow model. In this figure we are transforming a simple distribution \( p_0(z_0) \) to a complex one \( p_K(z_K) \)(Image source: [86])
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We can perform maximum likelihood of a sample using
\[ g_\theta^{-1}(x) = f_K \circ f_{K-1} \circ \cdots \circ f_1(x) \] (2.3)
where \( \log \det \nabla g_\theta^{-1}(x) = \sum_{j=1}^K \log \det \nabla f_j(y^{(j)}) \), \( y^{(j+1)} = f_j(y^{(j)}) \) and \( y^{(K+1)} = z = g_\theta^{-1}(x) \).

The tradeoff in finite normalizing flows is the design of the coupling layers \( f_i \), between expressive transformations and tractable Jacobians. One approach is to use affine coupling layers. Each bijection \( f_i : y^{(i-1)} \rightarrow y^i \) splits the dimensions in two parts:
\[
\begin{align*}
    y_{1:d} &= x_{1:d} \\
    y_{d+1:D} &= x_{d+1:D} \odot \exp(s(x_{1:d}) + t(x_{1:d}))
\end{align*}
\] (2.4)
where \( s(\cdot) \) and \( t(\cdot) \) are scale and translation functions mapping \( \mathbb{R}^d \rightarrow \mathbb{R}^{D-d} \), more details can be found in [19] and [20].

![Figure 2.3: One step \( f_i \) of the Glow model. (Image source: [49])](image)

The Glow model [49] extends on the previous models by replacing the permutation operation on channeling with 1x1 convolutions and uses the rest of the design same as RealNVP, details can be found in their paper.

2.3 Continuous Normalizing Flows

Continuous normalizing flows (CNF) remove the need to artificially design coupling layers and let the model learn those dynamics itself. CNFs approach the flow steps as an euler
discretization of the continuous transformation $g^{-1}_\theta = f_K \circ \cdots \circ f_1(x)$. Taking this discretization in its limit defines a neural ODE characterizing the continuous dynamics of the hidden units. Given the parametrized ODE $v_\theta(y(t), t)$, we solve the initial value problem
\[
y(t_0) = z_0 \\
\frac{\partial y(t)}{\partial t} = v_\theta(y(t), t)
\]
where $v_\theta$ is a neural network. The change in log-density under this model follows a second differential equation called *instantaneous change of variables* formula [11]:
\[
\frac{\partial \log p(y(t))}{\partial t} = -\text{Tr}\left(\frac{\partial v}{\partial y(t)}\right)
\]
and we can compute the total change in log-density by integrating:
\[
\log p(y(t_1)) = \log p(y(t_0)) - \int_{t_0}^{t_1} \text{Tr}\left(\frac{\partial v}{\partial y(t)} dt\right)
\]
with initial values
\[
\begin{bmatrix} y(x, 0) \\ l(x, 0) \end{bmatrix} = \begin{bmatrix} x \\ 0 \end{bmatrix}
\]
for some $t \in [0, T], x \in \mathbb{R}^d$ and $l(x, T) = \log \det \nabla y(x, T)$. The first component maps points from $x$ to $g^{-1}_\theta(x) = y(x, T)$ subject to the dynamics $v$. The second component is derived from the instantaneous change of variables formula. The dynamics are trained by minimizing negative likelihood, details can be found in [65].

### 2.4 Related Works

In healthcare, synthetic data generation has been proposed to expand the diversity and amount of the existing training data, often to improve the robustness of machine learning models. [24] propose a generative adversarial network (GAN)-based synthetic data generator to enhance the diversity and the amount of skin lesion images. [51] synthesize pathology images for cancer with realistic out-of-focus characteristics to evaluate general pathology images for focus quality issues. [32] propose synthetic generation to produce high-resolution artificial radiographs. In combating COVID-19, [6] propose a method of strengthening the COVID-19 forecasts from compartmental models by using short-term predictions from a curve fitting approach as synthetic data. Similarly, [84] and [45] present a conditional
GAN-based generator for synthetic chest X-ray/CT scan data generation and augmentation for robust COVID-19 detection. These prior works do not focus on the case where data with proper labels might be unavailable or sparsely available, whereas we tackle this challenge using a semi-supervised approach. We also show the robustness achieved using our model via experiments with several bootstrapping methods.

There has been considerable work studying demand response interactions in energy demand response [21, 1, 2, 29]. Works in this area investigate energy market equilibrium behavior and focus on consumer response to prices. In contrast, we focus on controlling pricing to learn and manipulate both consumer responses and market behavior. There is prior work on coordinating pricing strategies of both appliances and buildings to achieve demand profiles [56, 78, 15, 47], but these strategies achieve dynamic energy management using direct model predictive control. Instead, we achieve dynamic pricing using RL, which is still relatively new [46, 55, 77, 3, 43]. Specifically, the use of supervisory planning models in online learning, especially in an energy demand response setting, is relatively new [42, 44]. One of the most important components of these planning models is the ability to capture the underlying stochasticity of demand in our environment. Competitions such as The Global Energy Forecasting Competition (GEFCom) have showcased numerous successful forecasting techniques including quantile regression, random forests, autoregressive methods, and neural networks [36, 38, 37]. Unfortunately, these methods are not as successful when extended to multivariate distributions. Our use of continuous normalizing flows to summarize these distributions in conjunction with a planning model contributes to RL literature.

In conditional generation, a hybrid flow and a GAN-based model have been proposed in CAGlow [54]. In general, GAN-based methods are known to be hard to train [73] and do not provide a latent embedding suitable for feature manipulations [49]. In contrast, we proposed a conditional generation method with efficient decoupling of the conditional information and local noise over an embedding space, along with a flow based generator, which recently has proved efficient in synthetic data generation [35, 16]. We compared results for our proposed method over CAGlow and ACGAN for synthetic COVID CT scan generation, and showed improved results.

Decoupling of global and local representation for synthetic generation has been proposed in [58], where the global information is decoupled using a Variational AutoEncoder (VAE) [48]. For conditional synthetic generation, it is necessary that the feature representations salient to the given conditions (COVID/Non-COVID) are decoupled from local noise, which is not guaranteed while extracting the same using a VAE. By employing a classifier network for the same, we ensure the relevant conditional information is not lost in the local noise.

Semi-supervised learning approaches to enhance classification models have been prominent in domain adaptation tasks, where knowledge about the labels is generally unavailable.
in the target domain except for a few samples. A number of domain adaptation models, such as FADA [62, 81, 89, 87] etc. employ few-shot learning approach, leveraging the few labeled data available to make the model efficient. In healthcare, semi-supervised learning approaches have been used for skin disease identification from limited labeled samples in [59], to enhance X-ray classification in [68] and in COVID-19 detection from scarce chest X-ray image data in [41]. We propose the use of semi-supervised learning in the space of synthetic data generation, to adapt our proposed generative model to label scarce scenarios, common at the onset of a pandemic.
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Methodology

Deep convolutional neural networks (CNN) have proven to be remarkably effective on classification tasks; however, these networks rely on a large amount of data to prevent overfitting. Overfitting is a phenomenon that occurs when a statistical model learns a high variance function to fit the training data perfectly but fails to accurately classify data the model has not seen before. Furthermore, many applications of CNNs are held back by a lack of access to big data, including those in medical fields and the energy sector. As a result, there is currently a significant effort to create and improve Data Augmentation techniques that can enhance the size and quality of datasets used by CNNs. We can primarily break down these data augmentation techniques into three categories: geometric augmentation, photometric augmentation, and entropy-inducing augmentations [75]. Geometric transformations include rotation, flipping, and cropping. Photometric transformations include sharpening, color casting, jittering, and edge enhancements. Unlike geometric and photometric augmentations, entropy-inducing augmentations are not transformations. Specifically, these augmentations require adding datapoints that do not already exist in the data. For example, if we in-paint accessories (i.e., earrings, jewelry, hat) onto an individual and include that as a new sample, it would be considered an entropy-inducing augmentation. Similarly, if we were working with an image generation model and augmented our original dataset with synthetically generated images from a generative adversarial network (GAN) [25], those images would be entropy-inducing since they are adding new and unseen samples to our data. This work will use normalizing flows as our deep generative model of choice for image generation.

Geometric and Photometric transformations are sufficient for augmentation when the raw dataset is already able to provide decent performance. These augmentations add an inductive bias which encourages the network to focus on patterns in local image structure for classification. Entropy-inducing augmentations are necessary when working with imbalanced datasets or label scarce datasets. An imbalanced dataset does not provide enough information to learn an effective deep network. The objective will encourage the network to focus on classifying the majority class correctly while neglecting the minority class, and this
is reflected in poor f1-scores. In label scarce domains we are forced to choose between lower classification accuracy and a smaller dataset since samples with no labels cannot be used for training in a supervised classification model. We seek to resolve both of these problems with Normalizing Flows.

### 3.1 Augmenting medical image-data

In this section, we present a novel conditional synthetic data-generation method to augment the available pandemic data of interest. Our proposed method can also help organizations release synthetic versions of their actual data with similar behavior in a privacy-preserving manner. At the onset of a pandemic, when the availability of disease data is limited, our proposed model learns the distribution of available limited data and then generates conditional synthetic data that can be added to the existing data in order to improve the performance of machine learning algorithms. To tackle the challenge of label scarcity, we propose semi-supervised learning methods to leverage the small amount of labeled data and still generate qualitative synthetic samples. Our methods can enable healthcare ML tools to adapt to a pandemic rapidly.

We apply this method to generate conditional CT scan images corresponding to COVID cases (Fig. 3.1) and conduct qualitative and quantitative tests to ensure that our model generates high-fidelity samples and is able to preserve the features corresponding to the condition (COVID/Non-COVID) in synthetic samples. As a downstream use of conditional synthetic data, we improve the performance of COVID-19 detectors based on CT scan data via synthetic data augmentation. Our results show that the proposed model is able to generate synthetic data that mimic the real data, and the generated samples can indeed be augmented with existing data in order to improve COVID-19 detection efficiency.

![Figure 3.1: Synthetic CT scans generated by our proposed model, with Non-COVID (normal and pneumonia cases, images with green border)/ COVID (images with red border) as the condition.](image)
Inference Phase  
1. (Classifier) Train the COVID and Non-COVID classifier.  
2. (Flow) For each input sample $x$,
   - 2.1 Feed $x$ to the classifier and extract the conditional feature representation $z$ from its penultimate layer.
   - 2.2 Get the local representation as $\nu = f_\theta(x, z)$.
   - 2.3 Train the flow model with maximum-likelihood.

Generation Phase  
1. (Classifier) Corresponding to an input sample $x$, find its conditional feature representation $z$ using the trained classifier.  
2. (Flow) Sample a local representation $\tilde{\nu} \sim \mathcal{N}(0, I)$.  
3. (Flow) Get a synthetic sample $\tilde{x} = f_\theta^{-1}(\tilde{\nu}, z)$.  

Table 3.1: Summary of steps for conditional inference and generation

We present a hybrid model consisting of a conditional generative flow and a classifier for conditional synthetic generation. We also introduce a semi-supervised approach, to generate conditional synthetic samples when a few samples out of the whole dataset are labeled.

**COVID and Non-COVID Classifier**

Our model is characterized by the efficient decoupling of feature representations corresponding to the condition and the local noise. Suppose we have $N$ samples $X$ with labels $Y$, with 2 possible classes, COVID/Non-COVID. We first train a classifier $C$ (consisting of a feature extractor network denoted by $g(\cdot)$, and a final fully-connected and softmax layer, denoted by $h(\cdot)$, i.e. $C(x) = h(g(x))$) to classify the input sample (which in our case are CT Scans) and associated labels as COVID and Non-COVID. Mathematically, this step solves the following
minimization with backpropagation:

\[
\min_{C} \mathcal{L}_C(X, Y) = -E_{(x,y) \sim (X,Y)} \sum_{l=1}^{2} [I_{l=y} \log C(x)]
\] (3.1)

By virtue of the training process, the classifier learns to discard local information and preserve the features necessary for classification (conditional information) towards the downstream layers. Once the classifier is trained, we freeze its parameters and use it to extract the conditional (COVID/Non-COVID) feature representation \( z = g(x) \) (as a vector without spatial characteristics) at the output of the feature extractor network for input image \( x \). The dimension of \( z \) is chosen such that \( \dim(z) < \ll \dim(x) \).

**Conditional Generative Flow**

During the training phase for the flow model, the conditional feature representation \( z \) is fed to the conditional generative flow. The flow model is trained using maximum-likelihood, transforming \( x \) to its local representation \( \nu \), i.e.

\[
f_\theta(x, z) = \nu \sim \mathcal{N}(0, I)
\] (3.2)

with \( \nu \) having the same dimension as \( x \) by the inherent design of flow models. We use the method introduced by [58] to incorporate the conditional input \( z \) in flow model. Coupling layers in affine flow models have scale (\( s(\cdot) \)) and shift (\( b(\cdot) \)) networks [20, 14], which are fed with inputs after splitting, and their outputs are concatenated before passing on to the next layer. We incorporate the conditional information \( z \) in the scale and shift networks. Mathematically, (with \( x \) as the input, \( D \) as input dimension, \( d \) as the split size, and \( y \) as output of the layer),

\[
\begin{align*}
x_{1:d}, x_{d+1:D} &= \text{split}(x) \\
y_{1:d} &= x_{1:d} \\
y_{d+1:D} &= s(x_{1:d}, z) \odot x_{d+1:D} + b(x_{1:d}, z) \\
y &= \text{concat}(y_{1:d}, y_{d+1:D})
\end{align*}
\] (3.3)

Since flow models are bijective mappings, the exact \( x \) can be reconstructed by the inverse flow with \( z \) and \( \nu \) as inputs. During the generation phase, for an input sample \( x \), we compute the conditional feature representation \( z \). Keeping the conditional feature representation the
same, we sample a new local representation $\tilde{\nu}$, and generate a conditional synthetic sample $\tilde{x}$, i.e.

$$\tilde{\nu} \in \mathcal{N}(0, I), \quad \tilde{x} = f_{\theta}^{-1}(\tilde{\nu}, z) \quad (3.4)$$

Here, $\tilde{x}$ has the same conditional (COVID/Non-COVID) features as $x$, but has a different local representation. An illustration of the proposed model is provided in Fig. 3.2 and the steps for the inference and generation phases are summarized in Table 3.1.

**Semi-supervised Learning for Conditional Synthetic Generation under Label Scarcity**

In reality, often a small amount of the already limited pandemic data available are labeled. Consider the case when only a few of the datapoints are labeled, denoted by $\{X^l, Y^l\}$. The rest of the data (unlabeled) is denoted by $X^u$. To generate conditional synthetic samples under such label scarce situations, we propose a semi-supervised method to modify the classifier design process, in order to effectively decouple the feature representations corresponding to the conditions.

We first design a label learning algorithm to assign presumptive labels $\tilde{Y}^l$ to the unlabeled samples $X^u$. Assuming $k_i$ labeled samples are available for class $i$, we train the classifier network using the labeled samples only and compute in the embedded ($z$) space (1) the centroid vector $c_i$ for each class and (2) a similarity metric between each unlabeled target sample $x^u \in X^u$ and the specific centroid. Depending on the dimension of the transformed feature space, this similarity metric can simply be a Gaussian kernel to capture local similarity [83], or the inverse of Wasserstein distance [74] for better generalization with complex networks.

Ideally, the semi-supervised scheme should be able to (1) identify the correct labels of unlabeled target samples, and (2) update the classifier with the additional information. We establish an alternating approach that recursively performs (1) fixing the feature mapping $g$ and propagating presumptive labels using a greedy assignment, i.e., an unlabeled sample is presumed to have the same label to its closest centroid, and (2) updating the feature mapping (the classifier) as supervised learning by treating the presumptive labels as true labels.

The proposed greedy propagation, intuitively simple and practically easy to implement, in fact, has theoretical guarantees since the entropy objective is approximately submodular when the feature mapping is fixed. Please refer to [88] for a detailed theoretical analysis. The above is conducted alternately until the convergence of the feature mapping and presumptive
label assignment. In practice, the convergence is usually achieved in a few iterations. Once the classifier has been trained with this semi-supervised approach, the conditional generative flow training is performed as specified before in the conditional generation section.

### 3.2 Reinforcement Learning

Reinforcement Learning (RL) is a machine learning method where an agent is trained in an environment where it learns to take actions that will maximize some reward. Formally, RL is defined as an MDP made up by the tuple: $(S, A, R, \gamma)$ where $S$ is the state space, $A$ is the action space, $R$ is the reward, and $\gamma$ is a discount factor. The agent’s functioning in the MDP is modeled as a discrete-time stochastic control process \cite{22} where the agent interacts within its environment at $s_0 \in S$, gathering an initial observation $\omega_0 \in \Omega$. At each timestep $t$ the agent chooses an action $a_t \in A$ according to a policy function, which maps $S \rightarrow A$. As a consequence of actions, the agent receives a reward $r_t$, and the environment transitions to $s_{t+1}$. The agent seeks to maximize the long term discounted sum of rewards; i.e. maximize $J$ where:

$$J = \sum_{t=0}^{\infty} \gamma^t R(s, a)$$  \hspace{1cm} (3.5)

![Diagram of agent-environment interaction](image)

Figure 3.3: Agent-environment interaction in the microgrid environment $\mathcal{E}$. At each timestep, the agent takes an action $A_t$ and obtains a reward $R_{t+1}$. The state of the environment transitions to $S_{t+1}$ but since the system is partially observed and the agent only sees $O_{t+1}$. 
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The Microgrid Environment

As illustrated in Figure 3.3, the microgrid environment \( \mathcal{E} \), simulates energy demand dynamics between an energy supplier, a middleman, and prosumers. At each time-step the agent selects an action \( a_t = (a_t^{\text{buy}}, a_t^{\text{sell}}) \) from the continuous 48-dimensional action space \( \mathcal{A} \). We define \( a_t^{\text{buy}} \) as the price the prosumer will pay to the agent for 1 Kilowatt-hour (kWh) of energy, and \( a_t^{\text{sell}} \) as the price the agent will pay to the prosumer for 1 (kWh) of energy. This action is passed to the microgrid environment and modifies its internal state yielding a prosumer response \( p_t \in \mathbb{R}^{24} \). In general \( \mathcal{E} \) is stochastic. Each time-step represents one full day, and at the start of each timestep the external grid (large energy provider i.e. PG&E) outputs \( u_t = (u_t^{\text{buy}}, u_t^{\text{sell}}) \in \mathbb{R}^{48} \). These external grid prices are determined from historical data. The environment’s internal state is not observed by the agent; instead the agent observes \( o_t \in \mathbb{R}^{72} \) comprised of \( p_{t-1}, u_t \), and a noisy reading of the total energy generated by prosumers on day \( t \). The agent also receives a reward \( r_t \) representing its net cashflow.

The prosumer response \( p_t(h) \) is difference between its electricity demand and generation at hour \( h \). The prosumer will purchase \( p_t(h) \) (kWh) of energy if the value is positive, and sell \( |p_t(h)| \) if the value is less than 0. The prosumer trade with the agent only if it provides a strictly competitive rate, i.e. \( a_t^{\text{buy}}(h) < u_t^{\text{buy}}(h) \) or \( a_t^{\text{sell}}(h) > u_t^{\text{sell}}(h) \). At each timestep the prosumer will run a convex linear optimization to minimize its total cost of energy for the day, thus we can define demand response as some unknown function:

\[
    f(s_t, a_t) = p_t
\]

where \( s_t \in S \) is the internal state of the grid.

We can configure \( \mathcal{E} \) by specifying the number of participating prosumers, and battery sizes which define the energy generation capacity of each prosumer. We define the set of prosumers as \( \mathcal{P} \), and denote prosumer participant \( j \) as \( \mathcal{P}^j \).

The microgrid requires the conservation of energy. The agent aims to insert itself into this equilibrium and make a profit by serving as the middleman between multiple prosumers and the external grid. To sustain this equilibrium, the agent must honor \( a_t \), so it cannot default on its prices. This means if \( a_t^{\text{buy}}(h) < u_t^{\text{buy}}(h) \) and the net demand response from prosumers \( \sum_{j \in \mathcal{P}} p_t^j(h) \) is positive, then the agent is forced purchase this surplus from the external grid at rate \( u_t^{\text{sell}}(h) \). Alternatively if \( a_t^{\text{sell}}(h) > u_t^{\text{buy}}(h) \) and \( \sum_{j \in \mathcal{P}} p_t^j(h) < 0 \), then the agent has extra Kilowatt-hours which it will sell to the utility company at \( u_t^{\text{buy}}(h) \) — the agent cannot save energy to use at later hours or timesteps.

Since the agent does not observe the internal state of our system, the task is partially
observed, and many environment states are aliased, i.e., it is impossible to understand $p_t$ from only $o_t$. The goal of the agent is to interact with $E$ by selecting actions that will maximize reward by maximizing its net cashflow. Our time-horizon $T = 1$, since we are interested in a single-day feedback loop. This means our episode length is one day, and the agent receives its reward in dollars for that day.

**Cashflow Reward**

The agent’s net cashflow, can be broken down by handling its interactions with the external grid and prosumers separately. From the discussion of energy equilibrium, we define the cashflow between the agent and the external grid as money to utility. If we define the net prosumer energy demand as $P_t(h) = \sum_{j \in P} p^j_t(h)$ and $P_t(h) = 0$ when $a_t(h)$ is not a strictly competitive rate, then at timestep $t$ we calculate the net cashflow to the utility from the agent:

$$
\text{money to utility} = \sum_{h=1}^{24} \left[ 1_{P_t(h) > 0}(P_t(h) a^\text{buy}_t(h)) + (1 - 1_{P_t(h) > 0})(P_t(h) a^\text{sell}_t(h)) \right] 
$$

where $P_t(h) a^\text{buy}_t(h)$ is a positive cashflow for the external grid (utility), and $P_t(h) a^\text{sell}_t(h)$ is a negative cashflow so the net cashflow to the utility is just the sum of these two terms. Meanwhile, we define the cashflow between the agent and the prosumers as money from prosumers. This interaction happens after the utility interaction to ensure the energy is conserved in our system and the agent has fulfilled its commitments. We calculate the net cashflow to the agent from the prosumers at timestep $t$:

$$
\text{money from prosumers} = \sum_{j \in P} \sum_{h=1}^{24} \left[ 1_{p^j_t(h) > 0}(p^j_t(h) a^\text{buy}_t(h)) + (1 - 1_{p^j_t(h) > 0})(p^j_t(h) a^\text{sell}_t(h)) \right] 
$$

where $p^j_t(h) a^\text{buy}_t(h)$ is a positive cashflow and $p^j_t(h) a^\text{sell}_t(h)$ is a negative cashflow, so the net cashflow to the agent is the sum of these two terms. There is an arbitrage opportunity if $a^\text{sell}_t(h) > a^\text{buy}_t(h)$. Any prosumer would be able to drive money from prosumers to $-\infty$. However, the prosumer’s demand response optimizes energy cost and will not take advantage of this situation, so we add a large penalty for actions that violate this inequality.

The RL agent’s reward at timestep $t$ as $r_t = \text{(money from prosumers - money to utility)}$: 

\[ r_t = \sum_{j \in \mathcal{P}} \sum_{h=1}^{24} \mathbb{1}_{p_j(h) > 0}(p_j(h) a_t^{buy}(h)) + (1 - \mathbb{1}_{p_j(h) > 0})(p_j(h) a_t^{sell}(h)) - \left( \sum_{h=1}^{24} \mathbb{1}_{p_j(h) > 0}(P_t(h) a_t^{buy}(h)) + (1 - \mathbb{1}_{p_j(h) > 0})(P_t(h) a_t^{sell}(h)) \right) \]

(3.9)

Thus the goal of our agent is to maximize its profit margin. We also note that our reward is in units of USD. The dynamics of this profit margin are driven by the relationship between \( a_t^{buy} - a_t^{sell}, u_t, \) and \( p_t \).

**MDP formulation**

After prices are posted the environment transitions from state \( s_t \) to \( s_{t+1} \) according to the transition function \( P(s_{t+1}|s_t, a_t) \). In MDP terminology, our RL agent is learning is a feasible policy \( \pi(a_t|s_t) \) which specifies a distribution over prices \( a_t \in \mathcal{A} \). When we repeatedly apply \( \pi \) across time we generate a state-action trajectory (or rollout) \( (s_1, a_2, s_2, a_2, \ldots, s_T, a_T) \), where \( \mathbb{P}_\pi(s_1, a_1, s_2, a_2, \ldots, s_T, a_T) = \mathbb{P}(s_1) \prod_{t=1}^{T} \pi(p_t|s_t) \mathbb{P}(s_{t+1}|s_t, p_t) \). The task of building a profitable agent is formulated as finding a policy that maximizes the discounted expected reward:

\[
\max_{\pi \in \Pi} \mathbb{E}_{(s_1, a_1)} \left[ \sum_{t=1}^{T} \gamma^{t-1} r(s_t, a_t)|s_1 \right] 
\]

(3.10)

Where \( s_1 \) is our initial state and the expectation is maximized with respect to the trajectory induced by \( \pi \) and subject to environment transition dynamics.

This MDP cannot be solved directly since we do not know the state transition dynamics \( \mathbb{P}(s_{t+1}|s_t, a_t) \), nor the demand response function \( f : \mathcal{S} \times \mathcal{A} \rightarrow P \). We can leverage deep RL to tackle these issues.

**Model-free RL**

Model-based RL has been used extensively in energy management and grid control applications. The unknown functions are learned from offline data before optimizing the policy in these contexts. These models, which learn from the offline models, are referred to as planning models [31] in reinforcement learning because the agent spends time interacting with the planning model instead of the "real world" environment.
CHAPTER 3. METHODOLOGY

Model-free RL skips the planning model by learning directly from the real-world environment to optimize the policy. At the core of this approach is the exploration-exploitation tradeoff. Exploration is the process of trying actions to understand the environment’s response and reach more of the state space to understand the reward surface better, not just to achieve the highest reward. An example exploration strategy is to sample actions within a neighborhood around the agent’s chosen price. Meanwhile, exploitation is strictly choosing actions to optimize short-term rewards. Since model-free RL does not contain a planning model, we rely on the policy to implicitly encode knowledge of the state space, so striking the right balance of exploration and exploitation is critical. The amount of data needed to learn a good pricing policy that maximizes reward translates to the number of days the agent incurs financial liability in the real world. This financial liability during the learning phase could make the model-free price controller economically not viable. This cost motivates the need for a nonstandard approach that is more favorable for deployment.

We propose a deep RL approach that uses a planning model to reduce the learning cost of model-free RL. We will use a model-free RL template that can effectively learn from a limited amount of real-world data and incurs a minimal learning cost.

Model-free deep RL approach

Policy Gradient and Value iteration are the two main RL techniques for model-free learning. We will focus on policy gradient and more specifically actor-critic architectures. Actor-critic methods have an actor-network which selects actions that are processed by a separate critic network that estimates the long-term value of the actions and nudges the policy accordingly. Proximal Policy Optimization (PPO) is a state-of-the-art actor-critic architecture that updates the policy by maximizing the PPO-Clip objective (taken from [67]):

\[
\theta_{k+1} = \arg \max_\theta \frac{1}{|D_k| T} \sum_{\tau \in D_k} \sum_{t=0}^{T} \min \left( \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_k}(a_t|s_t)} A^{\pi_{\theta_k}}(s_t, a_t), g(\epsilon, A^{\pi_{\theta_k}}(s_t, a_t)) \right)
\]

(3.11)

where \(D_k = \{\tau_i\}\) is a set of trajectories collected by running policy \(\pi_k = \pi(\theta_k)\) in the environment, \(\hat{R}_t\) is the reward-to-go, and \(A_t\) is any method of advantage estimation based on \(V_{\phi_k}\) where

\[
\phi_{k+1} = \arg \min_\phi \frac{1}{|D_k| T} \sum_{\tau \in D_k} \sum_{t=0}^{T} \left( V_{\phi}(s_t) - \hat{R}_t \right)^2
\]

(3.12)

We seek to explore if an RL agent can preemptively estimate the most profitable demand response price using historical data and implicitly predict causal factors. We investigate if
we can pre-train an agent in simulations that can adapt to real-world data and whether or not this is more effective than employing a softer guardrails approach which includes incorporating offline data into online training.

We use the RLLib implementations of PPO; with its default neural network architecture, we provide training hyperparameters in Appendix A. The reward for the price-setting agent is the net cashflow defined in Equation 3.9.

3.3 Offline RL and Synthetic Data

In online reinforcement learning, the policy at update $k$, denoted $\pi_k$, is updated with data rollout(s) collected using $\pi_k$. In off-policy reinforcement learning, the agent accumulates its experience into a data buffer (replay buffer) $D$ so that the buffer contains samples from $\pi_0, \pi_1, \ldots, \pi_k$ and all of this data is used to update the policy. In offline reinforcement learning, some unknown behavioral policy $\pi_\beta$ is used to collect $D$. Once $D$ is collected, it is not altered, and the policy is trained without interacting with the MDP, and the policy is only deployed after being fully trained. Figure 3.4 illustrates the relationship between these different approaches.

In this section, we focus on data-driven online reinforcement learning. Specifically, we explore how we can leverage off-policy data to limit data-cost and learning-cost of our agent in an online setting. Data-cost is the cost of acquiring the rollout data, and learning-cost is the financial cost accumulated with an agent that loses money during rollout, where net cashflow is defined in Equation 3.9. We take this approach since the rollout data in $D$ is not directly used to learn the policy $\pi$, unlike with off-policy algorithms like Soft Actor-Critic (SAC) [30]. So we use $D$ to learn an approximation of the underlying transition function in the environment. This allows us to use the offline data in a supervised planning model.

Figure 3.4: Illustration of classic online reinforcement learning (a), classic off-policy reinforcement learning (b), and classic offline reinforcement learning. (Image source: [53])
3.4 Synthetic Data Generation

Energy demand response datasets are expensive. A single sample in our dataset is an entire day of demand response interaction. Furthermore, the external grid prices $u_t$ and prosumer responses for the first ten prosumer participants are based on real-world data. Experiments with offline RL done in this environment require upwards of 70 years of data [44], and in the real world, this can be an infeasible constraint. If we could get access to more data, we would be able to explore offline RL algorithms without incurring a high data cost. In the classical offline reinforcement learning settings, we store and use data collected from some policy $\pi_\beta$. We propose applying generative methods to augment the data buffer $\mathcal{D}$ in offline RL problems, and in the micro-grid environment, we can incorporate this data directly into a planning model. We will use $\pi_{\beta^*}$ to denote the policy induced by synthetically generated data. Our goal will be to generate data that resembles real rollout data. This will reduce our data cost and significantly improve the performance of agents trained with data-driven methods. In this section, we will distinguish $\pi_\beta$ and $\pi_{\beta^*}$, and in practice, $\pi_\beta$ can come from any policy. Our goal is to synthesize data inducing some $\pi_{\beta^*}$ which spans the agent’s action space, and then we can use this data to train a planning model which will allow the agent to learn a better policy and converge to that policy faster. In the remaining sections we handle $\pi_\beta$ and $\pi_{\beta^*}$ interchangeably and refer to an arbitrary behavior policy for offline training as $\pi_\beta$.

Continuous Normalizing Flows

The synthetic generation problem statement is to synthesize tabular data which resembles rollouts from $\pi_\beta$. The input data is 73-dimensional: $a_t \in \mathbb{R}^{48}$, $p_t \in \mathbb{R}^{24}$, and day $t \in [0, 364]$. We experimented with including the utility information and building information, which indicate the usage behavior of the specific prosumer who generates response $p_t$, but we prefer to leave accessible state variables out of the data since they add to the number of columns, greatly increasing the sparsity of our data and are not the most important covariates for the underlying system.

We use continuous normalizing flows because finite flow models fail to perform well on non-image datasets. This is because the choice of permutation heavily influences finite flows in their coupling layers. This is fine with image data since we can incorporate prior knowledge about image structure, like the importance of neighboring pixels and splitting across channels. There is no such intuition with tabular data, so we do not know how to come up with sensible partitions of these features. Free-Form Jacobian of Reversible Dynamics (FFJORD) [26] completely sidesteps this issue by deferring the decision of how to permute features to the network parameters. This leads to good performance, and in fact, FFJORD consistently outperforms competing reversible models. Furthermore, on tabular datasets, the performance of FFJORD is on par with state-of-the-art autoregressive methods (MADE [23], MAF [66], TAN [64], MAF-DDSF [40]) all of which cannot be efficiently sampled from, and
some cannot be sampled from at all. OT-Flow [65] iterates upon FFJORD by incorporating an optimal transport regularizer, a potential function, and other engineering optimizations which ultimately allows it to train roughly 20x faster than FFJORD with better performance; for these reasons, we use OT-Flow as our generative model.

### Maximum Mean Discrepancy

Most normalizing flows use the loss $C$ for evaluation. The loss $C$ is used to train the forward flow and the testing set loss should provide the same qualification, however, as reported in OT-Flow [65] there are cases where testing loss is low even when the flow is poor. Furthermore, as flows are invertible this also implies the data generated by the reverse flow $\rho_0$ is also poor. For this reason, we use maximum mean discrepancy (MMD) [27] to evaluate the flow:

$$MMD(X, Q) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} k(x_i, x_j) + \frac{1}{M^2} \sum_{i=1}^{M} \sum_{j=1}^{M} k(q_i, q_j) - \frac{2}{NM} \sum_{i=1}^{N} \sum_{j=1}^{M} k(x_i, q_j) \quad (3.13)$$

where $X = \{x_i\}_{i=1}^{N}$ are samples from $\rho_0$, and we generate $Q = \{q_i\}_{i=1}^{M}$ where $q_i = f^{-1}(y_i)$ and we use a Gaussian kernel $k(x_i, q_j) = \exp\left(-\frac{1}{2}\|x_i - q_j\|^2\right)$. MMD tests the difference between these two distributions ($\rho_0$ and our flow estimate of $\rho_0$). A low MMD value indicates that the two distributions, real samples and synthetic samples are likely to have been drawn from the same distribution [27]. We do not use MMD in training and only use it at the end to evaluate the effectiveness of our generative modeling efforts.

### Interpreting $C$

The loss $C$ mentioned above is one of three components that are optimized, the remaining two terms are regularizers whose weights $\alpha_1, \alpha_2$ require finetuning. We use a hidden space of size $m = 256$, $n_r = 8$ steps in the Runge-Kutta solver, and 2 ResNet layers for the potential model $\Phi$ for all experiments. The loss $C$ is derived from the KL divergence between $\rho_0$ and $\rho_1$, the full derivation is available in [65]. A low $C$ does not imply good quality generation, but it does indicate whether or not training was successful. Specifically, we seek to minimize the KL divergence between our flowed distribution and target distribution

$$D_{KL} = \mathbb{E}_{\rho_0(x)}\{\log(\rho_0(x)) + C(x, T)\} \quad (3.14)$$

where the flowed distribution at time $T$ is denoted $\rho(x, T)$ and our target distribution is the normal distribution. Specifically, we want this value to be small, so we expect a
negative value for $C$ since $\log(x_0)$ is an increasing function. This can be misleading as the only negative term in $C(x,T)$ is $l(x,T) = \log \det \nabla f(x)$. It is important to note that this gradient is not a loss surface, rather, it describes the change in density from $\rho_0$ to our target Gaussian distribution.

Unlike our conditional normalizing flow with image data, there is no an easy way for us to incorporate conditional information into the coupling layers as we do on CT-Scans with data features [58]. Specifically, with tabular datasets, time-series features are important, and there has been work done in incorporating past hidden state and attention into the coupling layers [79, 70], but there is no easy way for us to concatenate it into the flow since the network parameters decide the coupling patterns and how frequently they occur.

This begs whether our data will have any benefit to our downstream task. Specifically, if we are not adding any new information to our generative model, we must only add noise that will certainly stunt performance. However, we believe that OT-Flow shines through in this application because it allows us to generate from minimal data. This means the generator is learning to extract the most salient features from $\rho_0 = \pi_\beta$ such that with a synthetically augmented dataset the net signal-to-noise ratio is still very low. Thus our artificially generated data functions as feature engineering to de-noise our real data. Using a planning model leads to better estimates of the underlying transition function and, accordingly, better and faster policy convergence.

### 3.5 Online Reinforcement Learning

We begin with a naive approach to using PPO to learn policies using purely online data by deploying the model in the real-world microgrid environment. This approach is classic online reinforcement learning, and we refer to this as Online PPO.

### 3.6 Approximating Prosumer Response

Offline data does not work out of the box with on-policy training, so we explore leveraging the offline data from $\pi_\beta$ to implement a planning model. The critical component of this planning model is an approximation of the prosumer demand response function, as described in Equation 3.6. If our approximation function is fitted to the offline data $f' \approx f$, we filter out actions that may lead to lower rewards during the policy gradient. We do this by using $f'$ to provide an approximate distribution of prosumer response from the action distribution, and then we apply the reward function and check if it corresponds to positive net cashflow. If the reward approximation indicates the action as unprofitable, we resample a different action.
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We try two approaches to learn this approximation function. The first uses 10 fully connected neural networks $\phi_1, \phi_2, \ldots, \phi_{10}$ (batch normalized, with ReLU activations, details provided in Appendix B) to learn $f$. The networks receive $a_t, t$ and predict $p_t$. The neural network approach requires fine-tuning, so we also tried querying the offline history for a response. We queried the offline response for a matched prior experience in several different ways: no-history, full-day, and $k$-hour history. No-history builds up the day response by querying the offline data one hour at a time ($a^{\text{buy}}(h), a^{\text{sell}}(h)$), full-day queries for the entire 48-dimensional $a_t$, and $k$ previous hours queries for ($a^{\text{buy}}(h - k), a^{\text{sell}}(h - k), \ldots, a^{\text{buy}}(h), a^{\text{sell}}(h)$). We implement KD-Trees with caching to query the offline data efficiently, but this approach fails to scale well when $\pi_\beta$ contains more than 30 years of history, so in our experiments, we elect to use the neural network approach.

3.7 Offline-Online RL

With the online PPO procedure, we collect 25 years worth of training data, and we denote the policy-induced by this data as $\pi_\beta$. The aggregate offline data has 121 columns: 48 for $u_t$, 48 for $a_t$, 24 for $p_t$, and one to record each day. Our goal is to train the best agent using a limited amount of data to reflect the real-world setting. We should also note that although the utility prices theoretically provide bounds on the agent action space, the agent may violate these bounds and offer non-competitive prices to express the action of doing nothing and effectively sit out that day; future work could entail structuring the action space so that such actions do not happen ever. Although PPO is an on-policy algorithm, we leverage state transitions that originate from $\pi_\beta$ in a planning model to train a new policy. We propose training PPO in the planning model for $k$ steps and then deploying this warm-start policy in the real world. The planning model is parameterized by $\phi_1, \phi_2, \ldots, \phi_{10}$ and trained on the offline dataset of state transitions collected from our previous simulation combined with our synthetically generated simulations. We hypothesize that this will warm-start the policy network and enable the agent to learn a profitable policy with minimal real-world steps. This process decreases the data cost and learning cost induced by training the model. We refer to this procedure as Offline-Online PPO, motivated by [42], because this network is first trained fully on synthetic offline data before transitioning to online data.

The idea of pre-training an on-policy algorithm with a behavioral cloning and tuning the policy gradient after has been explored in dexterous manipulation tasks [69]. Effectively the data from $\pi_\beta$ will train the critic with purely random exploration, but we need to ensure the critic transfers its learning without causing it to learn from scratch again. Policy gradient methods like Actor-Critic rely on the stochasticity of the action distribution to perform exploration. This approach is susceptible to poor initialization, so in addition to planning models, we propose future works to explore alternative ways of leveraging behavioral cloning for better exploration.
3.8 Dataset Aggregation

Dataset Aggregation (DAgger) [71] is an iterative algorithm that trains a policy solely dependent on the distribution of states of the original and generated dataset. We provide pseudocode for DAgger from [4] in Algorithm 1.

Algorithm 1 DAgger Algorithm

1: Initialize $D \leftarrow \emptyset$
2: for $i = 1$ to $N$ do
3: Sample T-step trajectories using $\pi_i$
4: Collect $D_i = \{(s_{\pi_i}, \pi_i^*)\}$  \triangleright dataset of visited states by $\pi_i$, and actions by expert $\pi_i^*$
5: Aggregate datasets $D \leftarrow D \cup D_i$
6: Train policy $\pi_{i+1}$ on $D$
7: end for
8: return best $\pi_i$ on validation set

DAgger was initially used to solve the problem of coalescing the distribution between training states from an expert behavioral policy and testing states from the RL agent. We explore interleaving offline and online training using a DAgger style approach. We incorporate the offline data in our training by alternating between taking synthetic steps in the planning model and the real-world environment, and we exponentially decay the ratio of planning model steps as training continues. We hope that the RL agent learns as much about the planning model’s environment dynamics and prosumer response function as possible since there is no cost for an unprofitable agent in the planning model, and sampling data is cheap. As the agent learns from the planning model, real-world steps are slowly introduced into the dataset until we have an agent that performs well in the target environment without incurring a high learning cost. Since PPO is on-policy, we cannot mix artificial experiences in a replay buffer, instead we keep track of timestep and on synthetic steps we circumvent the step where the grid calculates the prosumer response and use our approximation function instead, we refer to this as DAgger PPO and provide an implementation in Algorithm 2. Although this approach still has an upfront 30-year data cost to train the planning model, we investigate under which circumstances this cost is worthwhile.

3.9 Guardrails

Let $\phi(a_t) \in \{0, 1\}$ denote the probability of resampling the agent’s action, then $1 - \phi(a_t)$ is the probability the agent posts prices $a_t$ for the day. This idea has been explored with application to modeling demand response with RL [44], and we employ a similar approach to theirs, but instead of using a temperature $\alpha$, we use a hard condition on the threshold. Our goal is to define $\phi(a_t)$ such that our agent is able to leverage information from the offline data to avoid taking actions that will incur a loss in net cashflow. If $f$ is the true transition
function, we let \( f' \) define our planning model approximation function, and then we define the guardrail

\[
\phi(a_t) = \mathbb{1}[r(f'(a_t)) > \tau]
\]  

(3.15)

where \( \tau \) is the minimum reward we want to employ \( a_t \). The indicator function tells the guardrail if the offline data suggests \( a_t \) will bring a net cashflow greater than \( \tau \). This indicator function’s performance is significantly impacted by the quality of the prosumer response approximator \( f' \). We refer to this as guardrails PPO, GR-PPO, and the implementation can be found in Algorithm 3.
Chapter 4

Experiments and Results

4.1 Healthcare Experiments

Data Collection: We conduct experiments on chest CT scan data based on the COVIDx CT-1 dataset [28]. The dataset consists of 45,758 images for healthy individuals, 36,856 images for individuals afflicted with common pneumonia, and 21,395 images for individuals with COVID-19.

Pre-processing: We combine the images in the Normal and Pneumonia classes into a single Non-COVID class. We use the train, validation, and test splits defined by the official annotation files. In addition to class labels, the annotations include bounding boxes for the lungs region in the whole CT scan image. We crop the images as per the bounding box and resize them to 64 × 64.

Hyperparameters, Network Design and Computation used: Please refer to Appendix A and Appendix B.

Testing Procedure: We performed both quantitative and qualitative testing for conditional synthetic data generation by our model. A test set is held out from the real dataset to be used for quantitative testing. We then compare the classification performance (COVID/Non-COVID) on this test set for a classifier trained on real data vs a classifier trained on the generated synthetic data. This testing procedure is illustrated in Fig. 4.2. Since the datasets are imbalanced, we report the precision, recall, and macro-\(F_1\) score (together referred to as classification metrics) along with the accuracy. For more information on the metrics, please refer to [39]. The closeness of the classification metrics of classifiers trained on synthetic and real data indicates an efficient design of the conditional synthetic generator. To evaluate the quality of generated samples, we report the Fréchet Inception Distance (FID) [34] for the synthetic samples. For FID calculation, we use the embeddings from our classifier trained
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Figure 4.1: Original and generated synthetic CT scan samples. The top row consists of original samples, and the corresponding image in the bottom row is the synthetic sample obtained by preserving the original conditional feature representation and varying the local noise. Image pairs with a red border: COVID samples, and a green border: Non-COVID samples.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ma et al. [58]</td>
<td>0.2504</td>
</tr>
<tr>
<td>ACGAN</td>
<td>0.0986</td>
</tr>
<tr>
<td>CAGlow</td>
<td>0.0483</td>
</tr>
<tr>
<td>Ours</td>
<td>0.0077</td>
</tr>
</tbody>
</table>

Table 4.1: Qualitative (Fréchet Information Distance) scores for synthetic data generated by various models (the lower the better).

using real data, in place of the official inception network [80], since the latter is not trained on medical imaging data.
CHAPTER 4. EXPERIMENTS AND RESULTS

CHAPTER 4. EXPERIMENTS AND RESULTS

Figure 4.2: Illustration of the quantitative testing procedure for conditional synthetic generation.

Figure 4.3: Classification metrics for classifiers trained on synthetic data generated by various models. The error bars indicate the variation in classifier performance when the synthetic datasets used to train them were generated multiple times with different seeds. A real data classifier does not involve multiple synthetic data generation, so its error bars are not included.

4.2 Results: Conditional Synthetic Data Generation

The classification results for a classifier trained on the real data vs a classifier trained on purely conditional synthetic data, and tested on a hold-out set of real data, are given in Fig. 4.3. Across the existing methods for conditional synthetic generation, the classifier trained with synthetic data from our proposed model has the closest accuracy, F1 score, precision, and recall to that of the classifier trained on real data. This shows the capability of our method to generate synthetic samples with a distribution that closely matches the
real conditional data distribution. The qualitative results (FID scores) for synthetic data generated by various models are tabulated in Table 4.1. The FID scores for our model are the lowest among all models, demonstrating that the quality of the generated samples closely matches the real ones.

It is worth noting that the accuracy/\textit{F}_1 score of the classifier trained with synthetic data generated by [57] is much smaller as compared to those by other models, not to mention the classifier trained on real data. This can be justified by the fact that [57] relies on an unsupervised method of decoupling global and local information. But for conditional synthetic generation applications, such as the one presented in this paper, the model needs information on what the model designer/ domain experts consider as the conditional information (COVID/Non-COVID in our case). ACGAN and CAGlow have different generators, but both include an auxiliary supervision signal to conditionally guide the generation process. Hence, the performance of classifiers trained on synthetic data generated by them is close. We encode the conditions using feature extractors to feed to the generator, leading to state-of-the-art results.

The original samples along with the synthetic samples generated by preserving the original conditional feature representation and a different local noise for CT scans are shown in Fig. 4.1. The characteristic features for COVID CT scan samples, i.e., ground-glass opacity are well preserved in the synthetic samples. The non-conditional local features, e.g. axial plane position for CT scans are considered local noise. Since original samples for normal and pneumonia cases are merged together to form a single Non-COVID class, sometimes the corresponding synthetic image for a normal sample is a sample with pneumonia characteristics and vice-versa. This occurs since the conditional model learns to treat them as local information. As exhibited by our model, the ability to decouple the feature representations for given conditions from other information in the data should be considered the strength of an effective conditional generative model.

### 4.3 Results: Conditional Synthetic Generation under Label Scarcity

Previously, we proposed a semi-supervised learning approach to efficiently generate conditional synthetic samples when the number of samples labeled out of the available pandemic data is less. To test our approach, we retained the assigned label (COVID/Non-COVID) for a few samples and discarded the label for the rest of the samples. The number of labeled samples varied from 20 samples to 50 samples to 0.5%, 1%, and 5% of the total training data. The ratio between COVID and Non-COVID samples was maintained among the labeled samples. We conducted presumptive labeling and classifier training in an iterative manner and then trained the conditional generative flow using the conditional feature em-
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Table 4.2: Results for classifiers trained on synthetic data generated by models that are developed using a few labeled data.

<table>
<thead>
<tr>
<th>Amount of labeled data</th>
<th>Accuracy (%)</th>
<th>F1 Score (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 samples</td>
<td>92.94 ± 2.91</td>
<td>76.32 ± 5.24</td>
<td>77.15 ± 4.87</td>
<td>76.35 ± 5.87</td>
</tr>
<tr>
<td>50 samples</td>
<td>90.87 ± 1.31</td>
<td>85.86 ± 1.73</td>
<td>86.48 ± 2.68</td>
<td>85.43 ± 1.32</td>
</tr>
<tr>
<td>0.5% of training samples</td>
<td>93.90 ± 0.46</td>
<td>90.49 ± 0.61</td>
<td>91.30 ± 1.28</td>
<td>89.8 ± 0.68</td>
</tr>
<tr>
<td>1% of training samples</td>
<td>95.06 ± 0.49</td>
<td>92.14 ± 0.69</td>
<td>93.94 ± 1.30</td>
<td>90.62 ± 0.48</td>
</tr>
<tr>
<td>5% of training samples</td>
<td>95.80 ± 0.20</td>
<td>93.24 ± 0.28</td>
<td>95.09 ± 0.84</td>
<td>91.23 ± 0.50</td>
</tr>
<tr>
<td>100% of training samples</td>
<td>96.30 ± 0.11</td>
<td>93.98 ± 0.17</td>
<td>97.05 ± 0.38</td>
<td>91.56 ± 0.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amount of labeled data</th>
<th>Accuracy (%)</th>
<th>F1 Score (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 samples</td>
<td>85.70 ± 0.32</td>
<td>78.65 ± 0.65</td>
<td>77.96 ± 0.49</td>
<td>79.48 ± 1.18</td>
</tr>
<tr>
<td>50 samples</td>
<td>90.74 ± 0.77</td>
<td>85.27 ± 0.88</td>
<td>86.93 ± 2.03</td>
<td>83.98 ± 0.68</td>
</tr>
<tr>
<td>0.5% of training samples</td>
<td>94.66 ± 0.86</td>
<td>91.41 ± 1.27</td>
<td>93.93 ± 2.02</td>
<td>89.39 ± 0.80</td>
</tr>
<tr>
<td>1% of training samples</td>
<td>95.04 ± 0.32</td>
<td>92.00 ± 0.47</td>
<td>94.53 ± 0.88</td>
<td>89.96 ± 0.42</td>
</tr>
<tr>
<td>5% of training samples</td>
<td>95.62 ± 0.21</td>
<td>92.95 ± 0.28</td>
<td>95.33 ± 0.77</td>
<td>90.99 ± 0.18</td>
</tr>
<tr>
<td>100% of training samples</td>
<td>96.30 ± 0.11</td>
<td>93.98 ± 0.17</td>
<td>97.05 ± 0.38</td>
<td>91.56 ± 0.20</td>
</tr>
</tbody>
</table>

beddings obtained using the feature extractors. We then generated conditional synthetic data using the above trained generative model. To show the robustness of our method, we perform bootstrapping on the test set and repeat our experiments using different sets of labeled samples from the training data. For each model, we also evaluated multiple synthetic sets generated using random seeds. The results of classification models trained on the synthetic data under different bootstraps and seeds are given in Table 4.2.

As is apparent from the table, using even a few labeled samples, our method is able to achieve results on par with the case when all the labels are available. This further reinforces the strength of our approach in generating conditional synthetic data to rapidly adapt ML models to a new pandemic at its onset, when there is a scarcity of such labels. As expected, at lower levels of labeled data, the uncertainty associated with synthetic data generation is high, as is apparent from Table 4.2, which dies down as we increase the labeled data amount. The uncertainty associated with classification models trained on synthetic sets generated by our model using different seeds is low. Both the above observations establish the robustness of the proposed method.

An important point to note here is that the closeness of results obtained by utilizing 5% of labels as compared to using 100% of labels does not denounce the importance of the remaining 95% of labels. In healthcare, an improvement of even 1% of accuracy/F1 score corresponds to a significant number of samples classified accurately, and is important, especially during a
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Figure 4.4: Illustration of synthetic data augmentation and testing process. Improvement in performance of classifiers trained on augmented data as compared to that trained on original training data is a step toward robust COVID-19 detection.

Figure 4.5: Classification results for models trained using real data (with class imbalance) vs augmented data (class-balanced). The real data (having ~20% of COVID samples) was augmented with synthetically generated COVID samples using the proposed model for class balancing.

Thus, our proposed semi-supervised approach should be considered as a remedy for cases when labels are scarce, not as an alternative to a fully-supervised approach.

4.4 Example Use of Synthetic Data: Robust Detection of COVID-19 via Data Augmentation

Generated synthetic data can be utilized in a number of downstream tasks. We conduct experiments on one of the tasks: robust detection of COVID-19 via synthetic data augmentation. The training data is inherently highly class-imbalanced, with limited samples of COVID and abundant samples for pneumonia and normal cases. To design a robust COVID-19 detection mechanism under such a class imbalance scenario, we augment the training data with synthetic COVID samples generated using the proposed model to increase the % of COVID samples and balance the dataset. The augmentation process and the testing procedure are illustrated in Fig. 4.4. The classification metrics for classifiers
Examining the classification results, the classifier trained on augmented training data has better performance than classifiers trained only on limited real training data for all augmentation levels. Note that even a slight improvement in the recall score translates to numerous samples classified correctly (e.g. 1% improvement in recall for CT scan corresponds to 200 more correctly classified samples), leading to better diagnosis and accurate and timely treatment.

4.5 Microgrid Experiments

Data-Collection: The RL agent solves an MDP defined by the state space $S := \{\text{Utility prices, noisy predicted solar generation, yesterday’s prosumer demand}\} \in \mathbb{R}^{48+24+24}$ and action space $A := \{(a_{\text{buy}}, a_{\text{sell}})\} = \{\text{energy buy prices, energy sell prices}\} \in \mathbb{R}^{24+24}$. The agent’s goal is to maximize a reward defined by its individual profit. We collect data by logging the training trajectory of an Online-PPO agent for 9255 days, and since we use 4 workers during training, this effectively provides us with 37,020 $(a_t, p_t)$ rollouts of one day. We denote the policy-induced by this data as $\pi_\beta$.

Pre-Processing: We split the rollout data into ten separate tables. Where table $j$, denoted $p^j$ contains rollouts for prosumer $j$, specifically these are the tuples $(a_t, p^j_t, t) \in \mathbb{R}^{48+24+1}$ for each day $t \in [0, 9254]$. As illustrated in Figure 4.6, we train a normalizing flow on the real data and then generate 100,000 synthetic samples for each prosumer $j$ by first sampling 100,000 points from $\mathcal{N}$, where $\mathcal{N}$ denotes a standard normal Gaussian and then using the inverse flow for prosumer $j$ to generate $p^{j*}$. Since we used real data $p^j$ to create $p^{j*}$, we include the real data when training the prosumer response function $\phi_j$. When training the normalizing flow we normalize each feature to be between $[0, 1]$.

Hyperparameters, Network Design and Computation used: Please refer to Appendix A and Appendix B.

Testing Procedure: We test each synthetic flow’s performance by calculating its MMD as defined in Equation 3.13. Once the raw synthetic data is produced we train our prosumer response predictors $\phi_1, \phi_2, \ldots, \phi_{10}$ to predict the response vector $p_t \in \mathbb{R}^{24}$ given data input $(a_t, t) \in \mathbb{R}^{49}$ using mean square error loss and validate performance on a held-out test set of 20% of the data. Once these planning model components are complete we leverage them in different ways (Offline-Online, DAgger, Guardrails) and compare weekly averaged rewards in $\$USD versus time across our different calibrations with a focus on both the rate and value of convergence. We run our experiments and plot the exponentially weighted average using $\alpha = 0.01$ across multiple random seeds and show standard errors.
Figure 4.6: This figure illustrates our data pre-processing, specifically on the construction of prosumer response approximation networks. We begin with offline data from some policy $\pi$, and split it up into 10 tables, one for each prosumer $p^j$. Then we train a continuous normalizing flow on each prosumer $p^j$ which maps each row in the table $(a_t, p_t, t) \in \mathbb{R}^{48+24+1}$ to a 73-dimensional gaussian. Then we sample from this gaussian and use the inverse flow to generate synthetic data for each prosumer $p^{j*}$. The 10 synthetic response tables induce a synthetic policy $\pi_{\beta^*}$. Then we combine the real and synthetic data for each prosumer $j$ to train the prosumer response approximation function $\phi_j$.

<table>
<thead>
<tr>
<th></th>
<th>Benjamin</th>
<th>Bianca</th>
<th>Brian</th>
<th>Eileen</th>
<th>Elie</th>
<th>Bente</th>
<th>Bobbi</th>
<th>Bryon</th>
<th>Elizabeth</th>
<th>Evelyn</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMD</td>
<td>0.27</td>
<td>0.27</td>
<td>0.05</td>
<td>0.23</td>
<td>0.25</td>
<td>0.11</td>
<td>0.29</td>
<td>0.08</td>
<td>0.14</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 4.3: Flow MMD values for each prosumer as described in Equation 3.13.

We train each continuous normalizing flow using the methods described above and we report the MMD values for each prosumer flow and we report these values validating the performance of our normalizing flows in Table 4.3.

### 4.6 Results: Offline-Online PPO

Motivated to resolve the learning cost of a strictly online agent, we hypothesize that simply warm starting the agent by training it in a synthetic simulator for the right amount of time will prevent it from losing money once deployed in the real world. Elaborating on Section 3.7, we train the synthetic model in our planning model for the first $k$ episodes and then we turn off our planning model for the rest of training. In the planning model our reward is
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Figure 4.7: Here we look at the number of years the agent is trained versus the weekly average reward of $USD. We use the dotted line style to indicate steps in the planning model and a solid line to show steps in the real world. Using a planning model for one year and three years yields similar performance to using a planning model for ten years and 30 years. With $k \geq 3650$, there is a noticeable drop-off in reward once the agent operates strictly in the real world. We also note that the agent with $k = 1095$ has an odd drop-off in performance in its last ten years.

Figure 4.8: We plot Figure 4.7 with a log scale on the x-axis. We use episode as the label instead of day to not cause confusion to readers between synthetic and real days. The log scale allows us to clearly see how many days it takes for the agent to converge on a profitable policy once deployed in the real world. As we increase the amount of time the agent spends in the planning model, we observe an exponential increase in the reward that it starts with in the real world.

Figure 4.9: These figures depict the performance of different Offline-Online PPO agents against the baseline Online PPO agent. Aside from $k = 1095$, all other agents converge to the same reward once the planning model is removed. This is particularly noticeable in the drop-off at year ten and year 30 for $k = 3650$ and $k = 10950$.

parameterized by $\phi_1, \phi_2, \ldots, \phi_{10}$ so we focus on the performance of our agent after the first $k$ episodes. It is important to take note that there is a significant oscillation in prosumer demand for a period of one year. This oscillation is mirrored in all of our agent reward curves at convergence since each prosumer’s daily load and generation come from real seasonal data that parameterizes the environment.
These results in Figure 4.9 show that providing the agent with a head-start in the real world, via warm-starting, is beneficial for bypassing the learning cost the baseline agent incurs for the first 5 years. All of the Offline-Online PPO agents perform at least as well as the baseline. Each Offline-Online agent breaks a reward of 0 before the baseline and converges to the same average reward in the real world, suggesting that the planning model accurately captures the dynamics of a profitable policy. However, there are some differences between the planning model and real-world pricing dynamics as suggested by the dropoffs we observe when the planning model is removed. These dropoffs indicate that a profitable policy in the planning model is a profitable policy in the real world, but the margin of profit is actually higher in the planning model. This discrepancy highlights the distribution shift between our real offline data $\pi_\beta$ and our synthetic offline data $\pi_\beta^*$ and is to be expected unless our goal is to create a synthetic simulator that is a clone of the real world, which is impossible because even if we had access to the underlying transition function we would still have to capture all of the environment’s stochasticity.

4.7 Results: DAgger PPO

The Offline-Online agent results are promising and validate the effectiveness of our planning model as a place for the agent to learn virtually for free. Technically, there is a financial cost of initially getting offline data for the agent. Still, it is worth it since we can train multiple profitable agents in numerous environments using offline data from one environment. These experiments investigate the drop-off we observed when turning off the planning model. We hypothesize that using a DAgger style approach will allow our agent not only to learn a profitable policy faster than the baseline (as with Offline-Online) but also to help make convergence smoother as real-world steps are gradually introduced into training. We use $\beta = 0.5$, and as illustrated in our pseudocode (Algorithm 2) we alternate between $M \beta^i$ steps in the planning model and 1 step in the real world until we are only taking real steps. For different choices of $M = [365, 1095, 3650, 10950]$ the DAgger PPO algorithm spends roughly [2, 6, 20, 60] years, respectively, in the planning model.

We illustrate our results in Figure 4.12. Similar to Figure 4.8 we observe that increasing the number of steps in the synthetic model, despite the mixing scheme, leads to the model learning a profitable policy. The mixing scheme provides us with a smoother convergence to the baseline reward than the Offline-Online agent as illustrated in Figure 4.9. Although the convergence is smoother, there is no evidence that the DAgger agent learns a policy with a greater profit margin or that the agent learns a profitable pricing policy faster. This is not a negative result, but it suggests that the only advantage of using DAgger PPO over Offline-Online PPO is a smoother convergence.
Figure 4.10: In this figure, we compare the number of years trained against the weekly average real reward in $USD. The value of $M$ indicates the first day on which the agent takes a real step, even though it only takes one step before going back to the planning model. So we see a familiar drop-off at the 10 years and 30 years for $M = 3650$ and $M = 10950$. However, these dips are not as steep as Figure 4.7 and each of the learning curves gradually converge to the baseline reward.

Figure 4.11: Here we look at the figure on the left with a log scale on the episodes. We are clearly able to see that increasing $M$ results in learning a profitable policy faster. We also notice that $M = 1095$ converges to a reward value lower than the other experiments.

Figure 4.12: Unlike Figure 4.9 we do not use dotted lines to indicate synthetic steps because DAgger PPO alternates between synthetic steps and real steps until $\beta M_i < 1$. It is important to note that this means the red curve is taking steps in the planning model until year 30, the blue curve is taking steps in the model until year 10, and so on. This makes learning cost is tricky to evaluate, but we can get a rough estimate by looking at the value at decayed increments: for the red curve this would be years 30, 45, 52 and so on.
Algorithm 2 DAgger mixing procedure

Require: \( D \leftarrow \emptyset \) \hspace{1cm} \triangleright \text{Initialize with empty data buffer}

Require: \( \pi_1 \sim \Pi \) \hspace{1cm} \triangleright \text{Random initialization for initial policy}

1: for \( i = 0 \) to \( N \) do
2: \hspace{0.5cm} Sample one episode, \( T \)-timesteps using policy \( \pi_i \)
3: \hspace{0.5cm} for \( j = 1 \) to \( \left\lfloor M_i \right\rfloor \) do \hspace{1cm} \triangleright \text{Taking} \left\lfloor M \right\rfloor \text{ synthetic steps}
4: \hspace{1.5cm} a_j \leftarrow a \sim \pi_1 \nabla
5: \hspace{1.5cm} r'_j \leftarrow r(a, f'(a), u) \hspace{1cm} \triangleright \text{Approximate synthetic response } f'(a) = p' \nabla
6: \hspace{1.5cm} \text{Collect synthetic step } D_{ij} = (s_j, a_j, s_{j+1}, r'_j) \nabla
7: \hspace{0.5cm} end for \n8: D \leftarrow D \cup D_{i0}, D_{i1}, \ldots, D_{i\left\lfloor M_i \right\rfloor} \nabla
9: Train \( \pi_{i+1} \) on \( D \)
10: \( M_{i+1} \leftarrow M_i \times \beta \)
11: end for

4.8 Results: Guardrails Algorithm

Our results with Offline-Online PPO and DAgger PPO validate our planning model approach illustrated in Figure 4.6 and we have successfully shown that we can use it to push the agent to learn a profitable policy faster and eliminate the real-world financial cost of learning a profitable policy. We now shift our focus to exploring additional ways to leverage the planning model for shaping the agent’s learned policy. The guardrails approach explained in Section 3.9 is very similar to DAgger PPO but we parameterize the mixing procedure by threshold choice \( \tau \) which is easier to interpret than our arbitrary choices of \( M \) in DAgger PPO.

After it has been generated, our planning model provides free training to the agent because there is no financial or data cost. We investigate using guardrails in two different ways: Guardrails-Cutoff and Daily-Guardrails. The former use guardrails until a cut-off after which the planning model is no longer used, the latter keeps guardrails but forces the agent to take a real step. Both of these variations use the cutoff component from Offline-Online PPO and use parameterized data mixing similar to DAgger PPO during training.

Guardrails-Cutoff

Guardrails-Cutoff (GR-Cutoff) uses guardrails until a cutoff point \( k \) after which we only take real-world steps. During the guardrails portion, our agent takes a step in the planning model, and if the planning model reward is greater than a threshold \( \tau \) the agent takes this action in the real world. If the action is below a threshold the agent does not take any action for that day. After \( k \) steps in the real world, the planning model is removed. We added this cutoff component because we found that for higher values of \( \tau \) the agent would never take steps
Algorithm 3 Guardrails Agent Rollout

Require: $\pi_\theta$\hspace{1cm}$\triangleright$ Policy with parameters $\theta$

Require: $f' : \mathcal{A}_t \rightarrow p_t$\hspace{1cm}$\triangleright$ Prosumer Response approximator

Require: $\phi : \mathcal{A}_t \rightarrow \mathbb{R} \in [0, 1]$\hspace{1cm}$\triangleright$ Guardrail function

1: for $i$ in $1, \ldots, T$ do
2: Observe $s_t$
3: $a_t \leftarrow a_t \sim \pi_\theta(a_t | s_t)$\hspace{1cm}$\triangleright$ Sample action from current policy
4: $p \leftarrow \phi(a_t)$\hspace{1cm}$\triangleright$ Resolve guardrail on action, yielding probability this action is profitable
5: if use guardrails then\hspace{1cm}$\triangleright$ Different for GR-Cuto and Daily-GR
6: $p_t \leftarrow f(a_t)$
7: $r \leftarrow r_t(a_t, p_t, u_t)$
8: Rollout $(s_t, a_t, s_{t+1}, r)$
9: else
10: $p'_t \leftarrow f'(a_t)$
11: $r' \leftarrow r_t(a_t, p'_t, u_t)$
12: Rollout $(s_t, a_t, s_{t+1}, r')$
13: end if
14: end for

on the same set of days which correspond to seasons of the year where prosumer generation was high. By enforcing the cutoff we will be able to observe how beneficial the guardrails are as an intelligently parameterized data mixing procedure. Because the Offline-Online agent performed better with larger $k$, we hypothesize that larger values of $k$ for GR-Cutoff will result in better performance once the planning model is removed. We also believe that tuning $\tau$ is important. If the value is too small then bad actions will get approved and our model will be no different than Online PPO. It may seem that a really large $\tau$ is conservative and better since this will only rollout actions in the planning model that will yield a high reward, but the seasonal change in prosumer generation, a significant contributor to demand, may cause the agent to never learn how to act on those days where a reward of $\tau$ is unreachable. We believe that an optimal choice of $\tau$ is in the upper half of the best attainable rewards and forces the model to consistently take actions that bring a higher profit margin across all days in the year.

The rewards in Figure 4.15 are reported only on real days. This means that before the cutoff $k$, a collection of 365 days may be more than a year since guardrails will prevent the agent from taking real-world steps if the predicted reward is less than $\tau$. This explains why we see higher rewards for larger values of $k$, the guardrails will only let the agent act when the reward is sufficiently high. This is beneficial in the beginning to close in a profitable subspace of the action space quickly, but it can be impractical because we wish to use our agent on all days, not just the ones where it will yield a larger profit. When we turn off the guardrails on the day $k$ we are able to see that although the policy is net profitable, the
Figure 4.13: In this figure we look at the average weekly reward versus year on real days, varying $k$ for Guardrails Cuto agents. It is evident that increasing $k$ corresponds to higher rewards in the beginning but after the cutoff, the rewards converge to 212 but there is a large window of standard error.

Figure 4.14: Here we look at the log-scaled day of the figure on the left. Cutoffs of $k \geq 3650$ are identical until the 10-year point at which $k = 10950$ performs better until it eventually converges back to the same value as the other curves. We also observe that the value of $k$ has an exponentially inverse relationship with the difference between experiments in real reward. As we increase $k$ we notice an exponentially decreasing difference in weekly average reward between the GR-Cuto agents.

Figure 4.15: The two figures above illustrate the performance of GR-Cuto agents aggregated across all different values of $\tau \in [-100, 0, 100, 200, 400, 500]$. Profit on the entire year smoothens out to a value similar to what the baseline achieves.
Figure 4.16: This figure shows the average weekly reward across 100 years for different values of $\tau$. A larger value of $\tau$ leads to a larger reward, but with large values $\tau \in [400, 500]$ the net total actually performs slightly worse.

Figure 4.17: We plot the figure on the left using a log scale for the day. It is evident that larger values of $\tau$ lead to a performance improvement in the real world. Specifically, $\tau \geq 200$ with guardrails only rolls out a profitable policy, regardless of the setting of $k$.

Figure 4.18: The two figures above illustrate the performance of GR-Cutoff agents aggregated across all different values of $k \in [365, 1095, 3650, 10950]$.

The rewards in Figure 4.18 provide evidence that the choice of $\tau$ is very important to control how many steps it takes for our agent to become profitable in the real world. In fact, Figure 4.16 shows that if $\tau \geq 200$ then our agent will not lose any money from the start. Specifically, if our agent action receives more than $200$ in the planning model, for all of our choices of $k$, the agent is necessarily profitable in the real-world environment. Ultimately tuning is important for both $k$ and $\tau$ and specific calibrations helped us gain key insights into the effectiveness of our planning model.

**Daily-Guardrails**

Daily-Guardrails (Daily-GR) uses an identical scheme as Guardrails-Cutoff until $k$ real days have passed. After this point, we use the planning model every day up to 20 times. The interpretation of this is that we use Guardrails as usual to warm-start the algorithm, and after the cutoff, we require the agent beat a simulation before posting prices to the real world. After the cutoff, the agent is required to take an action every day and has up to 20 attempts after which the last action is posted to the real world regardless of reward. The agent propagates gradients on every planning model step and we believe this will push the
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Figure 4.19: This figure illustrates the weekly average reward for each year of training using a Daily-GR agent with different values of $\tau$. There is a direct correlation between values of $\tau$ and the reward.

Figure 4.20: We plot the figure on the left with a log scale on the x-axis. Although all the curves converge to a similar reward value of $\tau \in [100, 200]$ seem to have marginally larger values.

Figure 4.21: These figures illustrate the performance of the Daily-GR agent with different values of $\tau$.

agent to converge on a policy that exceeds threshold $\tau$ since we take up to 20 steps for every real step after the cutoff. If the planning model is accurate we hypothesize the agent will perform the best under this use of the planning model, since it incorporates the best components of all previous experimental variations: warm-start, intelligent data mixing, and guardrails. Even if the planning model is not completely accurate, we know that our planning model does a good job of capturing the dynamics of a net profitable policy, so at the very least we believe that the right choice of $\tau$ will ensure we perform as well as GR-Cutoff.

Overall we observe similar trends to GR-Cutoff (Figure 4.18), which makes sense since we employ the exact same training scheme until the cutoff. After the cutoff, we expect better convergence since we are taking up to 20 additional steps in the planning model for every real step and this is evident in Figure 4.20 as the curves appear to reach their converged reward more smoothly than Figure 4.17.

We would expect $k = 1095$ to be profitable and the standard error dipping below 0 in Figure 4.23 is likely due to the fact we are averaging over $\tau = -100$. Overall the trends we observed with GR-Cutoff are consistent with Daily-GR, but we observe a smoother conver-
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Figure 4.22: Here we have the average weekly reward versus year for the Daily-GR agent for different settings of $k$. This data shows that larger values of $k$ correspond to higher rewards which eventually converge to the same value.

Figure 4.23: This plot takes the figure on the left and plots the x-axis on a log scale. We are able to see clearly on which day the agent’s policy becomes profitable. This data shows that $k \geq 3650$ is always profitable.

Figure 4.24: We illustrate the performance of the Daily-GR agent with different values of $k$ in the figures above.

gence since we are able to take up to take more steps between each real step.

The performance of this approach best illustrates the transferability of our planning model since our actions for Daily-GR with $\tau$ are shaped to almost certainly post actions that exceed $\tau$ in the planning model. Since higher values of $\tau \in [400, 500]$ do not translate to the best performance in the real world this can mean two things: our planning model does not perfectly capture the dynamics of prosumer response for the price settings, and that it is impossible to exceed $\tau$ on certain days. The environment settings confirm the second claim since the prosumer demand oscillates within one year depending on solar generation which itself is dependent on the season. Our results in both Figure 4.25 and 4.26 support the first claim: although the planning model is able to accurately capture the dynamics of a profitable policy, the actual threshold dynamics are best represented for $\tau \in [100, 200]$. One explanation for this is that our original offline data $\pi_{\beta}$ comes from an agent trained for 30 years and during this time the agent converges to an average reward of 200. Although our planning model can extrapolate on regions of the policy it may have explored briefly, it cannot be expected to capture those dynamics it has not seen at all during the initial data collection period.
4.9 Results: Guardrails vs DAgger vs Offline vs Online for Demand Response

Figure 4.25: In this figure, we compare the average weekly reward versus year for the best configuration of each agent against the baseline. All the agents converge to the same average reward but Daily-GR, GR-Cutoff, and DAgger upper bound this convergence. It is important to note that although both Guardrails are showing actual real-world steps, DAgger and Offline-Online alternate between real and planning model steps so those models may have some days at the beginning where they actually incur a loss, whereas Guardrails with these choices is always profitable.

Figure 4.25 and Figure 4.27 clearly illustrate the advantage of both Guardrails approaches over the other offline approaches. Specifically, the margin of profit is larger in earlier steps and there is no cost of learning since guardrails use the planning model to decide how long the agent needs to get ready for the real world prosumer responses. We observe that both guardrails perform best with $\tau = 200$ which makes sense since our offline data $\pi_{\beta}$ has taken the most steps in this range. A perfect planning model would guarantee that actions exceeding $\tau$ in the planning model also yield a reward greater than $\tau$ in the real world. For the reasons mentioned earlier this is almost impossible, but our goal is to get close. Our planning model gets within $\$100$ of predicting whether the reward will exceed $\tau = 200$, and
Figure 4.26: The accumulated financial liability of the agent versus years stepped for different agents. This plot illustrates the total training time each agent takes to become profitable and can be measured in real-world steps. Both Guardrails agents only report rewards on real-world steps and we observe they are always profitable in the real world. The DAgger agent takes roughly 7.9 years until it is accumulated reward is profitable, and the baseline requires 15.18 years. The Offline-Online Agent requires 7.57 years but since \( k = 3650 \) the first 10 years are in the planning model so the real-world accumulated financial liability is 0, equivalent to both Guardrails agents.

really close in terms of capturing profitable dynamics. Based on our plots it is evident that the planning model accurately captures the dynamics of the environment to be used to train a profitable policy (\( \text{profit} \geq 0 \)), even if the margin of profit is not completely accurate.
Figure 4.27: This figure shows Figure 4.25 with a log-scale on the Episode axis. Episodes are interchangeable with days but to prevent confusion with the data mixing in DAgger we list episodes.

Figure 4.28: In this graph, we look at the weekly reward for the last 50 years. We notice that DAgger seems to perform marginally better, but when the steps are strictly real (after year 60) the performance converges to the rest of the models.
Chapter 5

Discussion and Future Works

We believe artificially generated samples cannot bring any new information into the dataset; rather synthetically generated data is just a noise-filtering technique that helps downstream tasks draw attention to the most essential components of the task. We hypothesize that the act of synthesizing data may be a feature engineering technique the same way re-sampling is a filtering technique. We propose future work to investigate this further. Specifically, we hypothesize that the performance of a downstream objective trained and tested solely on synthetic data compared to a real data baseline may provide better insight into the role of the synthetic data. We believe better performance in the purely synthetic task may provide evidence supporting this noise-filtering hypothesis.

Although we were able to conditionally generate CT-Scans, the actual information used to construct these samples were features embedded in the real data. Our synthetic sampling technique quite directly supports the argument that good artificial samples are just ablations of noise around various combinations of those features (both clinically visible and latent). Similarly, in the energy demand response application, the underlying signal is the stochastic process facilitating prosumer demand response. Our generation technique tries to capture that underlying signal and provide synthetic samples that maintain a high signal-to-noise ratio for a downstream data-driven task to benefit from. In the demand response setting the reinforcement learning loop contains an environment response in between the agent’s action and the returned environment reward. This environment response is a distribution of variables and phenomena which the agent does not directly observe. Our approach with the flow models forces us to exemplify the relevant environment responses and repeat many runs on them via the planning model. By manipulating which runs are exemplified via conditional generation, we can control for desired behavior and influence the agent’s policy search. We believe this is an exciting direction for future work along with further exploration into time-series feature extraction for offline data and ablation with different offline RL methods.
Chapter 6

Conclusion

We presented a novel conditional synthetic generative model to multiply the samples of interest at the onset of a pandemic. We conducted extensive experiments on the chest CT scan dataset to show the efficacy of the proposed model and improvements in COVID-19 detection performance achieved via synthetic data augmentation. We also proposed and experimented on a semi-supervised learning approach to efficiently generate conditional synthetic data in label scarce conditions. One of the limitations of our proposed method is that it does not exert selective control over the local noise, which can sometimes contain information for important interactions in the data, e.g., in our experiments, we extracted conditional information salient to COVID/Non-COVID, whereas the information corresponding to everything else, such as CT scan axial positions, variations of pneumonia, etc. are all considered to be the noise for the model. In general, this can be attributed to the way conditional generative models e.g. ACGAN, CAGlow function.

We also experimented with continuous normalizing flows to summarize energy price responses and constructed a planning model to simulate steps in an online RL framework. We performed extensive experiments to show the performance of our planning model and improvements in the price controller profitability. Our method takes a finite number of data points on prosumer demand, given price signals, and trains an RL agent to profitably set prices immediately without requiring online training in the environment. This approach is a unique use of synthetic data augmentation in reinforcement learning but from an information theory standpoint, it is limited by the span of the underlying signal provided in the offline data we collect.
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Appendix A

Hyperparameters

Classifier

- Batch size: 64
- Optimizer: AdamW optimizer
- Learning rate: $1e^{-5}$
- Learning rate decay parameters: 0.99, 0.998, 0.999, 0.999, 0.9998, 0.9998 for classifiers trained on 100% of the training set, 5%, 1%, 0.5%, 50 samples, and 20 samples respectively. The decay parameter was set to 0.99 during epochs with presumptive labels during semi-supervised training.
- Weight decay rate: $1e^{-7}$
- Beta parameters: (0.9, 0.999)

Conditional Generative Flow

- Batch size: 320 across 4 GPUs
- Optimizer: AdamW
- Learning rate: $5e^{-4}$
- Learning rate decay: It had a warm-up period of 10 epochs and was decayed on an exponential schedule with decay parameter 0.99.
- Weight decay: $1e^{-6}$
• Beta parameters: (0.5, 0.999)
• Temperature for Gaussian Noise Sampling: 0.9

**PPO Agent**

• Batch size: 28
• SGD minibatch size: 4
• Learning rate: $526e^{-6}$
• PPO-Clip: 0.60725
• PPO-SGD-iter: 6

**OT-Flow**

• Batch size: 64
• Hidden dim: 256
• $\alpha_C$: 100
• $\alpha_R$: 15
• Learning rate: $4e^{-3}$
• Weight decay rate: 0.08

**$\phi$-networks**

• Batch size: 256
• Learning rate: $5e^{-4}$
• Optimizer: Adam
Appendix B

Network Architecture

Classifier
Our classifier network is based on COVIDNet, by [85]. It is composed of lightweight projection-expansion-projection-extension (PEPX) modules. The PEPX modules consist of $1 \times 1$ convolutions for first stage projection that projects input features to a lower dimension, $1 \times 1$ to expand the features to a higher dimension different than that of the input features, a depth-wise representation of features to learn spatial characteristics with $3 \times 3$ convolutions, $1 \times 1$ convolutions to project features back to a lower dimension and finally $1 \times 1$ convolutions to extend the channel dimensionality to produce the final features. We take the dimension of the conditional input ($z$) to be 32, and perform $l_2$-normalization on it before feeding it to the conditional generative flow.

Conditional Generative Flow
We use a variant of a Glow [49] model that features a reorganized flow step, designed to reduce the number of invertible $1 \times 1$ convolutions, together with a fine-grained multi-scale architecture. Each coupling layer consists of a $3 \times 3$ convolution with ELU [12] non-linearity, a $1 \times 1$ convolution, a channel-wise summation with a condition vector, a non-linearity, and a final $3 \times 3$ convolution. The condition vector is obtained by taking the embedding of the image at the penultimate layer of our classifier and projecting it to the hidden dimension of the $1 \times 1$ convolution layer.

We use a 4-level flow, with a granularity factor $M = 4$. The first and last levels consist of 8 flow steps, and the two internal levels each consist of a sequence of 3 blocks of 8 flow steps. The hidden dimension of the affine coupling layer at each level is 24, 512, 512, 512 in that order.

$\phi$-networks
use a feed-forward network with 3 hidden layers, batch normalized, with ReLU activations. The input data is $[0, 1]$ normalized, 49-dimensional encodings $(a_{buy}, a_{sell}, day)$ and the hidden
layers have 64, 49, 24 units and we take the mean square error loss between our prediction and the actual prosumer response.