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Abstract

Energy Efficient Communication Links for Smart Devices

by

Nathan Narevsky

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Jan Rabaey, Chair

With the continued development of new sensors, connected devices, and continued scaling
data rates there is a serious data problem. This large amount of data needs to be communi-
cated efficiently to where it needs to go for processing, logging or actions. There are many
applications where the incoming data that needs to be communicated is not a continuous
data rate, the required data rate and latency of the link change over time and settings, so
a truly efficient system should be able to take advantage of this burst nature and operate
accordingly.

For the purpose of developing larger channel count systems for brain machine interfaces
and neuroscience research, a compression algorithm is proposed to minimize the amount of
data required to send by up to 700x. This would enable fully wireless systems with larger
channel counts, with the main energy bottleneck still being the communication link. A low
duty cycle burst mode millimeter wave phased array is proposed to further improve the en-
ergy efficiency of the entire system, enabling efficient wireless transfer of a scalable data rate
over more than 1 to 100 Mbps. Similar design techniques to this communication link are also
applied towards a high speed serial link design, tailored towards a large scale phased array
system. The rapid on and off operation allows for a low latency communication interface
throughout the entire array without overhead of a constantly operating link. This enhance-
ment reduces the overhead power required to synchronize all of the elements, allowing for a
more efficient overall system level design.
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Chapter 1

Introduction

The amount of data that is generated is rapidly expanding with the large number of
interconnected devices being presented everywhere. The IEEE reports data about devices
and their trends as part of its International Roadmap for Devices and Systems, or IRDS
for short. Looking at the data from this roadmap for 2020 (fig. 1.1), specifically the High
Bandwidth Memory (HBM) bandwitch and the per fabric lane speed, the speed of connecting
these devices has increased and will continue to to so moving forward.
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Figure 1.1: Circuit and System Design Challenges - IRDS 2020 Roadmap

The trend continues as well if we look specifically at mobile and internet of things (IOT)
devices as seen in fig. 1.3, looking at the max data rate for 5G and Wi-Fi, and also from the
highlighted line as well as the entire SA Mobile Table from fig. 1.2.



CHAPTER 1. INTRODUCTION 3

Figure 1.2: Overall Roadmap System Characteristics - IRDS 2020 Roadmap

Figure 1.3: Mobile Technology Requirements - IRDS 2020 Roadmap

These observations demonstrate the need for approaches for both lowering the energy
consumption of the systems sending and creating information, as well as increase the max-
imum speeds and data rates that these systems are able to operate at. Those innovations
are going to come as a result of improved process technology, circuit architectures as well
as design algorithms, but these gains are most likely going to come as targeted for their
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particular applications and may not be the optimal approach for all systems. This is gener-
ally not an issue since the target of a large amount of the industry as well as these studies
are focused around the main use cases, which are currently data centers and high perfor-
mance computing, so the workloads and operating conditions are similar enough that the
improvements will be noticed. However, there are a large amount of other systems that
people are still building and are required for other systems to build, with the main ones that
I will be focusing on moving forward being arrays of radios that are trying to target some
of the necessary improvements needed in the wireless and IOT space, as well as specifically
enabling the advancement of newer sensor applications targeting brain machine interfaces.
These application specific optimizations for various communication blocks are going to be
achieved by utilizing the added information about how these specific systems operate and
what types of data they are operating on.

As seen in the IRDS 2020 roadmap addressing IOT devices as seen in fig. 1.4, the required
power per bit is supposed to decrease at a rapid rate in the near future. At the same time,
the standby current is also decreasing while the amount of sensors and the operating speed
are targeted to both increase. There are some circuit block and architecture advancements
that can be changed to help move towards this goal, but there are still some fundamental
limits that cannot be overcome.

Figure 1.4: Internet of things Edge Technology Requirements - IRDS 2020 Roadmap

There is also a large group working on reducing the power consumption of these types of
interfaces for the growing field of sensor devices and IOT, where the systems often rely on a
battery or an alternative energy source, so every optimization matters. The communication
links are often a large percentage of this overall power budget, so system level enery efficiency
is often focused on these blocks. Prior work has shown the possibility of creating a wired
link that can rapidly turn itself off and on, enabling a scaling of data rates while maintaining
a high level of efficiency [3, 28, 25], and in a later chapter several improvements on these
architectures will be discussed. The basic principle here is that dependent on the mode of
operation that the entire chip is in the data rate is a known quantity, so the parameters can
be determined based on that information and the link can be optimized accordingly.
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Throughout the next few chapters a few different projects will be discussed, with the
common theme being that they all generate a large amount of data, and need to communi-
cate that data to where it needs to go as efficiently as possible, since in most applications
that communication energy is a large percentage of the total system. Specifically, a sensor
interface for brain machine interfaces will be discussed in detail, with the main focus being
on a compression algorithm developed for this system that enables a very large reduction in
the amount of data that needs to be transmitted in this energy constrained system. Depend-
ing on the application, a lot of information in these sensors is considered noise, so keeping
up a large power overhead to transmit this information is not ideal. Instead, some system
level optimization can be done to insure that the required information is being sent properly
while putting as little of a burden on the link as possible. For the specific example of a large
channel count neural recording interface that is used for a specific application may not need
the entire data waveform to function properly, so instead if you were to build the system in
a way that it could only send what is required it would be a large reduction in that data
rate. If the communication interface connected to that is built in a way that the power is
reduced as much as possible when the data rate is reduced there is a very direct impact on
the overall system power.

To enable further advancements in research in this field it is desirable to build a system
with a larger channel count and wirelessly powered. Building upon the prior work to reduce
the size and power of the recording interface the missing piece is a low power wireless
communication interface that can handle this data rate. There are a few different options for
implementing this link and they will be discussed in the context of a wireless sensor system,
and the choices made to enable designing a system that can efficiently operate across the
range of data rates that such a system would operate over. Prior work in this space has also
demonstrated the possibility of designing those systems with a similar approach as discussed
from [14] although there are more calibration and tuning loops that are required to make
this system function, especially in a phased array configuration.

Finally another phased array system will be discussed, and the same design techniques
will be targeted towards an energy efficient burst mode serial link. The calibration loops
and adaptation required will be discussed, as well as many of the circuits are approached
in a similar way compared to the wireless link, and similarly are tailored to the specific
application at hand. The main building blocks will be compared to the typical approaches
for a conventional serial link, and the overall work will be compared to other burst mode
serial links for the performance metrics that are desirable for these types of communication
interfaces.
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Chapter 2

Compression Algorithm

2.1 Neural Recording Interfaces

A neural recording interface is a device that can be implanted or connected to the brain in
a way that allows an electrical signal to be detected from the activity from various neurons.
There are many different types of these devices, but since the focus here is on the large
data rates of these sensor type systems the focus will be on the implantable versions of
these devices. The signals that these sensors would pick up are a mixture of many different
sources, with frequency content ranging from 60 Hz up to around 8kHz. Typical systems in
this range will use an 8-10 bit ADC sampling at 20kHz per channel, so the data rate per
channel is relatively low compared to other electrical systems. The main challenge is that
there is a need for a large number of these channels operating at the same time, so the data
rate ends up being 2-3 orders of magnitude higher than an individual channel simply due to
the desired channel count.

The field of neural recording interfaces has had a large amount of advancements over the
past few years. As such, most of the systems have already achieved high levels of integration
and optimization, with many of them having large channel counts while also having wireless
telemetry. Some examples of such systems are [10, 15, 18, 9, 16, 6, 27, 26, 11, 24]. The
focus of this section will be on the data reduction for such a system, and how you would be
able to enable the integration of a more energy efficient communication system connected to
it. The system demonstrated in this chapter was connected using off the shelf components
as the main communication medium, but the later chapters discuss how one would be able
to design that communication interface itself in a much more energy efficient manner.
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Figure 2.1: Neuralmodulation System Diagram

More details on the overall system can be found in [5], but a brief overview can be
found in fig. 2.1. The main elements of this sytem are groups of amplifiers with ADCs, bias
generation and power regulation, stimulation, and the digital interface, with programming,
readout and packetization.

2.2 Why Compression

High-density implantable recording systems necessitate data reduction, specifically when
combined with a data-rate constrained trans-cranial wireless link. Even though the systems
are recording biological signals with bandwidths in the range of kilohertz, a system with 64
channels sampling with 10 bits at 20 kilo samples per second generates more than 12 Mbps
and necessitates a wireless link with a power budget on the order of 100 microwatts. The
data rates generated by these systems are not large compared to modern communication
interfaces, such as something more advanced like later generation WiFi links, but the power
requirements of such a complicated wireless interface are not possible for these implanted
systems. Prior state-of-the-art multichannel neural signal compression implementations [4,
23, 7, 13] require further advances in the level of integration and area-efficiency to achieve
a chronically implanted system. In order to make those advancements and enable larger
channel count wireless systems with similar levels of system fidelity one necessary improvment
is to compress the data that the system needs to send.

It is well studied that most information recorded by neural recording interface systems
lies in what are known as spikes, events in the 500 Hz to 3kHz range that are sparse in time.
An example of what this waveform looks like, with a typical window of time taken from an
in-vivo recording is shown in fig. 2.2. There are a few well known algorithms for trying to
pick up these signals from the incoming data, the simplest of which being a simple threshold,
potentially after a filter to remove the low frequency signals that are present but not desired
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for most applications. More details on this particular algorithm as well as others can be
found in [13].

A slightly more sophisticated algorithm known as the nonlinear energy operator (NEO)
is frequently used when the threshold has too many false positives, as is also shown in
[13]. This algorithm detects the energy in the signal and can be used for higher fidelity for
spike detection compared to the thresholding. In applications where that performance is not
enough, more complicated algorithms such as singular value decomposition (SVD) or wavelet
transforms are used, but these algorithms incur a large increase in computational complexity,
which is hard to justify with the power and area constraints of implantable systems.

Figure 2.2: Example Waveform showing neural activity

2.3 Algorithm

Conventional NEO implementations detect spike events when ν[n] > thres, where ν[n] =
x[n]2−x[n−1]∗x[n+1] and x[n] represents an ADC sample at time n. Neural spikes sampled
at the typical rate of 20-30kHz have little energy near the Nyquist frequency [12], however,
the NEO algorithm is most sensitive to noise perturbations at x[n] relative to x[n + 1] and
x[n − 1] (the Nyquist sample rate). To increase the detector sensitivity to the signal band
and reduce sensitivity to out of band noise, a programmable digital delay, T, is added to
the algorithm. The detection signal becomes ψ[n] = x[n]2 − x[n − T ] ∗ x[n + T ], where T
is user-programmable between 1 and 4. For a given spike waveform, there is an optimal T
depending on the frequency content of the spike itself. While this is not a linear system
due to the squaring of the current sample, a representative analysis can still be explored
by inputting a sine wave into the system, and measure the amplitude of the output. The
sine wave is then swept across frequency, and plotted with various settings of T, the delay
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between samples used in the proposed NEO algorithm, and the results are shown in fig. 2.3
below.

Figure 2.3: Frequency response of the programmable delay NEO

As can be seen from fig. 2.3 as the separation between samples increases, the pole
in the frequency response gets lower, allowing this parameter to have some influence on
which signals are going to trigger classifying as a spike event. The raw NEO operator, ψ[n],
can be influenced by single-sample noise perturbations in addition to spike events, which
exhibit energy over several consecutive samples. To further reduce the detector’s sensitivity

to noise, a 4-point moving average filter calculates θ[n] =
3∑

n=0

ψ[n]. The result is compared to

a threshold, θ[n] > thresh, to detect spike events. Lastly, a programmable refractory period
limits the time until the next spike event is declared, which prevents double counting.
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Figure 2.4: Spike detection block diagram showing programmable delay, NEO, and moving
average filter.

The algorithm block diagram is shown in Fig. 2.4. Nine stages of 10b registers delay
the samples from the ADC, and multiplexers select the sample spacing. Next, the NEO is
calculated from x[n] and x[n ± T ] and passed through the moving average filter. Finally,
this output is compared to a per-channel user-programmable threshold, which represents
detection events. The data is also written into a 48-sample history buffer, which is used
to create streaming and epoch data packets. The refractory period is implemented in the
packetization block.
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Figure 2.5: ROC curve for the proposed algorithm for different values of T (includes filtering),
conventional NEO algorithm (“Original”) and absolute value threshold (“Threshold”).

Fig. 2.5 presents the receiver operating characteristic (ROC) curve generated by varying
the threshold of the detector, which illustrates the tradeoff between the false positive (FP)
rate and the true positive (TP) rate for a dataset with SNR of 4.3dB. Here, SNR is defined
as the ratio between the power of a spike window that only contains a spike and the power
in the same window of time that does not contain a spike, averaged over the entire trace. A
representative subset of the time domain waveform used for the algorithm is also shown in
Fig. 2.5.

The FP rate represents the number of samples incorrectly declared to be a spike, divided
by the total number of samples in the trace that are not a spike. This means that a false
positive rate of 0.1% would translate into a firing rate of 20Hz given a 20kHz sample rate.
The maximum FP rate is 4.75% because the algorithm has a hysteresis time of 1ms (1000
possible spikes per second, or 5%), and the spike firing rate is 50 Hz (50 spikes per second,
or 0.25%). For a 0.1% FP rate, the proposed algorithm improves detection rates to 93.5%
versus 75.5% for threshold and 62.5% for conventional NEO.

The area under the ROC curve, shown in Fig. 2.5, provides a second measure of com-
parison between algorithms. The proposed algorithm achieves the best results for T=3 and
T=4 spacings. Altogether, these results demonstrate the benefits of both the NEO x[n± T ]
spacing as well as the moving average filter implemented in this algorithm.

2.4 System Implementation

Buffers containing entire windows of time around a spike event (”epochs”) are stored in
a 1024x32 bit SRAM for all 64 channels. This amounts to 48 10-bit samples per channel,
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or 2.4ms of time. Here, SRAM was utilized instead of flops to optimize area and power
consumption. This buffer doubles as keeping history on a per-channel basis for the stream-
ing modes, since one streaming packet contains 48 samples from a specific channel. This
enables the system to be fully configurable, since everything is controlled on a per-channel
basis. These blocks are clock-gated when unused, further optimizing system performance in
different modes of operation.

Fig. 2.6 shows the block diagram of the implemented digital back-end, including all signal
interfaces and I/Os. A spike detection algorithm based on the nonlinear energy operator
(NEO [13]) extracts spike events, enabling data reduction by only sending a 2.1ms time
window of data around an event (epochs), and/or spike counts in a 2.4-50ms programmable
window. Sending epochs, spike rates, and uncompressed data (streams) can be enabled on
a per channel basis via scan instructions. Finally, all packets are put into a clock domain
crossing FIFO, which allows the system clock to operate at a different frequency than the
output data rate, resulting in further power savings and system optimization.

2.4ms 
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Counts 
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Figure 2.6: Compression block diagram and the power consumption, data rates, and com-
pression ratio for different output modes, with data from the implemented design.

As shown in Fig. 2.6, packets are stored in a 1024x64 bit SRAM FIFO. This results in a
buffering capacity of 128 packets (512 bits each). The arbitration for writing into the FIFO
gives priority to streaming packets because the raw stream is a superset of the other data
representations. Other packet types are written into the FIFO at convenient times when
there is space; if there is no room available those packets are simply dropped. Input scan
packets are echoed back through the FIFO. This provides acknowledgment and verification,
which is essential in a wireless link.
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2.5 Performance

The 64 channel digital back-end occupies a total area of 0.675mm2, a 2.95X reduction
compared to previous state of the art [13] normalized to a 65nm technology, including the area
for 96kb of memory for channel buffering and a FIFO. Fig. 2.6 summarizes the available data
representations and annotates the measured power consumption, data rate, and compression
ratio with an average firing rate of 50 Hz on each channel. Firing rates, which are sufficient
for BMI control [29], provide the highest compression ratio of 700x. With an average firing
rate of 50Hz per channel the total digital power is 77.63µW for firing rates and 113.6µW
for epochs, which is lower power than [4]. In vivo data demonstrating operation of the
compression algorithm as well as illustrating the different data representations is presented
in Section 2.6.

2.6 In Vivo System Measurements

A diagram of the testing system designed to seamlessly obtain in vivo data is displayed
in Fig. 2.7, which includes a compact 0.65” x 0.8” headstage, a base station, and a Graphical
User Interface (GUI). The SoC was incorporated onto the headstage, which was designed
to sit atop a small animal’s head and connect to an implant in the brain. Information is
transferred between the headstage and the base station via a 2.6mm diameter µHDMI cable
using Low Voltage Differential Signaling (LVDS) for high speed communication. The base
station serves as an intermediary between the headstage and the computer’s GUI. From the
GUI, the user can select which channel(s) to record, as well as send stimulation commands
and adjust compression levels on a per channel basis.
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Figure 2.7: The in vivo neuromodulation test system is composed of a microwire implanted
array, a compact headstage containing the SoC, a base station, and a Graphical User Interface
(GUI).



CHAPTER 2. COMPRESSION ALGORITHM 15

Extracellular recordings were performed using a 16-channel microwire array implanted
in the visual cortex of an adult Long-Evans rat. Arrays consisted of teflon-coated tung-
sten microwires (35µm diameter, 250µm electrode spacing, 250µm row spacing; Innovative
Neurophysiology, Inc., Durham, NC, USA). All animal procedures were approved by the
UC Berkeley Animal Care and Use Committee. Extracellular recordings were performed for
several consecutive days, more than one month after the surgery. Clearly identified wave-
forms with a high signal-to-noise ratio were chosen for further investigation as single unit
responses. Putative single units were validated based on waveform shape, reproducibility,
amplitude, and duration. We also verified that the characteristics of the inter-spike interval
distributions were close to Poisson and exhibited a clear absolute refractory period.

A typical subset of recorded in vivo data is shown in Fig. 2.8, which displays time-
aligned epochs recorded from one channel. In order to verify in vivo compression accuracy,
all three forms of the SoC’s outputs were aligned in time, as displayed in Fig. 2.9. Each
epoch data packet includes a time stamp, which allows for spike detection confirmation
when superimposed onto the raw data stream. In addition, accurate firing rate calculations
were verified by ensuring that the firing rate counter incremented with each spike event. As
described previously, the SoC computes firing rates over a specified window of time, which
in this case was 26.2ms.
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Figure 2.8: Time-aligned epochs recorded from one channel of in vivo neural data.
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Figure 2.9: Uncompressed data, epochs, and firing rates from an in vivo recording.

As shown in table 2.1 the three different modes of operation are characterized for a specific
dataset. The data rates vary from the maximum of 13.653 Mbps down to just 20kpbs to
send the firing rates, a compression ratio of 700 times for the relevant data required for many
algorithms that enable advancements in the field of BMI research. If the raw waveforms
during those events are necessary, the epoch mode allows for a still more than 8 times
reduction in the data rate, with the preservation of the data within those time windows to
allow for more advanced post processing algorithms such as SVD. The numbers as show in
table 2.1 are using values taken from the in vivo measurements and thus accurately reflect
the system performance in proper operating conditions.
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Data types 64 Channel Power 64 Channel Data Rate Compression Ratio
Raw Stream 238 µW 13.653Mbps 1x

Epochs 50Hz/Channel 113.6µW 1.6384Mbps 8.3x
Firing Rates 77.63 µW 20kpbs 700x

Table 2.1: Power and data rates for different modes of operation

2.7 Learnings

By taking advantage of the fact that the signals used for this application are sparse in
time, and often the algorithms that post-process the data do not actually look at the raw
signal itself. Sending only the data that is actually required for these algorithms results
in an up to 700 times compression of data rate, or in the system context would allow 700
times more channels for the same fixed data rate link. Now that there is less data to send
the next steps are to work towards being able to transmit and communicate these bits as
efficiently as possible. More measurement results from the combination of benchtop and
in vivo setups can be found in table 2.2, specifically how the system implemented in [5]
compares to other systems that have features such as the compression algorithm previously
described, an integrated stimulator, and multi channel recording interfaces. The main rows
of interest for the work discussed in this chapter are the compression/ DSP type and digital
power rows, showing that it is the lowest power implementation while simulataneously having
more modes of operation and data modes. A photo of the chip implemented in [5] is shown
in fig. 2.10, showing the area of the digital compression and buffering in the middle of the
chip surrounded by the amplifiers and simtulators on the edges.
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System Specs This Work [4] [23] [27]
Technology 65nm 0.35um 180nm 0.35um
VDD 1.0V, 0.8V (Ana,

Dig)
1.5V 1.8V 5.0V

Off Chip Req? None 1uF Capacitor DC-DC 16-Ch. Recording
IC

# Amp / Stim
sites

64 / 8** 8 / 8 4 / 8 16 (Off-Chip) / 8

Amp & ADC
Power / Area
per site

1.81uW /
0.0258mm2

25.8 uW /
0.3122mm2

61.25uW /
0.354mm2

N/A

Gain / LP /
HP

45-65dB / 10-1k /
3k-8k

51-65.6dB / 1-
525Hz / 5-12kHz

54dB / 700hz /
6khz

N/A

Compression
or DSP Type

Raw Data, Epoch,
Firing Rate (any
combination, per-
ch.)

8 Spike Detector
Outputs or 1 Ch.
Raw

Log-DSP for LFP
Energy, Ouptut
Mode: 4Ch Raw

Spike Detections,
Classification,
PCA

Digital Power 1.21uW (FR) &
1.775uW (Epoch)

3.28uW 34.5uW 256.875uW

Area Per amp
Ch.

0.0105mm2 0.0676mm2 0.8mm2∗ 0.191mm2

Table 2.2: Power and data rates for different modes of operation

The following chapters will discuss the additional blocks needed to make this into a fully
wireless system, and how those same design technicques could be applied to a high speed
serial link for a phased array system. There will also be more info about the respective
projects that these links are targeting and why the approaches presented attempt to achieve
those results.
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Chapter 3

mmWave Burst Mode Wireless Link

3.1 Motivation

There are a number of wireless systems that require the entire system to be as low
power as possible to extend battery life. This allows systems to be powered with energy
scavenging techniques, or simply allows these systems to function for as long as possible
between charging. The data rates required in these systems often are rather low or more
frequently are variable depending on the way the system is configured or how it is going to
be used in deployment. Instead of creating multiple designs for different applications it is
desirable to create one design that is energy efficient at sending a wide array of data rates.

If we take an example of the system created in the earlier chapter about brain machine
interfaces, the system has an interface that is collecting a large amount of data, and there is
a clear need to be able to wireless communicate that information for both monitoring and
data logging, with the additional benefit of enabling the use of more powerful computation
elements. The chip presented in [5] can generate up to 16 Mbps if all channels are sending
out all of their data modes at the same time, and there is a desire to enable a larger channel
count than just 1 of those chips. So there is a need to design an energy efficient radio that
can trasmit at least in the range of 50-100 Mbps in a small form factor and as low power as
possible.

Looking at a few typical options used for sensor devices, bluetooth, zigbee and other
simple protocols simply do not have a datarate high enough to be able to send this much
data. Some of the higher order modulation wifi protocols would be able to achieve the data
rates required, but the power required to implement those standards would not be feasible for
a battery powered system small enough to enable the system of interest. With the additional
constraint of desiring to have a communication system that is as efficient as possible across
a range of data rates it is clear that the choice should tend towards some sort of a pulse
based radio.
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3.2 Potential Schemes

To efficiently send a scalable, efficient communication interface, there are two main meth-
ods: have a modulator that scales with the data rate, or have a fixed modulation rate and
be able to duty cycle the radio over a large range. The first method would allow for a more
conventional design that follows the tradeoffs that are well known in other applications, but
most likely would result in a less efficient design from an energy perspective. The main
reason behind this is that in many of these designs there are some components that consume
a constant amount of power, and the system achieves a low energy per bit by simply increas-
ing the data rate high enough that the static power consumption is a small contribution to
the overall power. Since the data rates that are going to be targeted for this project are
much lower the energy per bit of this static power consumption would make the radio very
inefficient. Instead, the goal of this project is to only operate when it needs to, resulting in
mostly dynamic power consumption that should scale with the data rate, not the frequency
of operation. As discussed in the previous chapter, this goal would allow for a much larger
range of data rates that you can efficiently operate over, especially if you are able to reduce
the static power as much as possible.

Given that this wireless link is going to be heavily duty cycled, in order for the system
to be as efficient as possible the static power consumption must be minimized. There are
a few choices on how to move forward with some of the system level design considerations,
mainly what frequency to operate at and what modulation scheme / type of modulation to
use.

Since the data rates required for the projects that would benefit from this approach
are relatively low by wireless standards, the first obvious choice would be to go with a low
frequency and try to make that as efficient as possible. This would allow for a more straight-
forward design approach and less worry about more complicated electromagnetic effects and
parasitics, and would be able to operate over a larger range due to lower transmission losses
through the air. However, at these lower frequencies the available spectrum bandwith is
much smaller, so radios are required to move to higher order modulation schemes in order
to increase the data rates beyond a certain point. At higher frequencies there is a larger all-
cation of spectrum, allowing narrower pulses in time corresponding to larger bandwith used.
Another benefit of the higher frequency operation is that the antennas would be smaller,
allowing the overall system to fit in the desired form factor. In order to make the link be
efficient across a wide range of data rates, the ideal approach would be to leverage other
work that has previously been shown to have a higher data rate and be able to duty cycle
the link in a way that when it is off it consumes as little leakage power as possible, and then
by controlling the duty cycle you can efficiently change the data rate across a much wider
range.

The modulation chosen for this project was intended to make the system easier to design,
and to have to do as little calibration as possible. The main tradeoff here would be a
higher order modulation scheme that can send multiple bits at a time, but would require
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synchronizing clocks across the two wireless chips to within a low margin of error. Instead,
one could go with a lower order modulation scheme to make the design as simple as possible,
and design everything in such a way as to turn it off when not in use, and then rapidly turn
everything on, send a single bit, and then turn everything off again. The scheme that would
enable this properly would be on off keying (OOK) and thus the wireless system ends up
looking rather similar at a high level to a high speed serial link, so there are many tricks
that one could employ from that field for calibration and correct operation. Plus, the wide
spectrum available at 60Ghz allows for relatively narrow pulses in time which correspond to
large spectrum usage so at least for this version spectral masks were ignored. However, given
the higher path loss at these frequencies one must either transmit more power or effectively
transmit more power through the use of multiple elements together in a phased array system.

Figure 3.1: OOK Modulation Duty Cycle

A graphical representation of this scheme is shown in fig. 3.1. This example is showing
the system sending a consecutive sequence of digital “1” bits, since when transmitting a 0
no energy is sent. This scheme is necessary for initial calibration, and there are limitations
on how many consecutive 0’s can be sent, but neither of these are enough of a limitation
from the system perspective to warrant changing modulation schemes.

3.3 Architecture

The full system architecture including the phased array components can be seen in fig.
3.2. Each cell contains a transmitter and a receive front end, which in this case is just a
tx/rx switch before going into the receive data chain. The system also contains a single RX
data bath after and including the demodulator, since this is intended on being used as a
single channel system as far as multiple input multiple output (MIMO) is concerned. There
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is also an included clock and data recovery (CDR) and on chip clock generation, with the
ability to override with an external clock for characterization and debugging.

Figure 3.2: Phased Array System

The TX architecture becomes very simple given the chosen modulation scheme and sys-
tem setup. Since the system is operating one bit at a time, and the TX simply needs to send
a “1” or nothing at all the architecture is rather straightforward. If the system were not a
phased array, all that would be required is a pulse generator and a fast start / stop oscillator
and buffer to drive the antenna. With multiple elements the only addition is a phase adjust-
ment between the different elements, implemented as a per element delay control. Because of
process variation between different oscillators there is also a per element varactor control for
frequency control of the oscillator. The architecture of the oscillator is an adaptation from
[14]. A simplified schematic version of the transmitter, which is comprised of the oscillator
and amplifier is show in fig. 3.3.



CHAPTER 3. MMWAVE BURST MODE WIRELESS LINK 24

Figure 3.3: TX architecture

In order to implement the full circuitry the bias points on the amplifier inputs need to
be designed to settle before the transmitter is turned on. In addition, the architecture of the
oscillator is such that one side, in this case the right, needs to be turned on before the other
two devices, imposing an initial condition across the LC tank and therefore enabling it to
startup quickly. The necessary delay cells as well as the power up bias circuitry are shown
in the more detailed diagram in fig. 3.4. These two elements combined ensure that no extra
energy is sent to the antenna when the system is not meant to transmit anything.

Figure 3.4: More Detailed TX Diagram
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Figure 3.5: TX Transient Results

The receiver consists of a TX/RX switch, a front end phase shifter and combiner to a
single signal chain, as shown in fig. 3.6. The only array element processing here is the ability
to shift the phase of each of the incoming streams independently. This is mainly due to the
OOK nature of the system, where as long as the signals are not adding destructively you
can still obtain a benefit from adding more elements.
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Figure 3.6: Phase Shifter and Summer

After amplification as shown in fig. 3.7, the signal passes to a self mixing demodulator,
as shown in fig. 3.8. This architecture was chosen to limit the amount of biasing needed to
help reduce the total amount of standby power required, and also achieve the performance
specs required without adding in undue complexity.

Figure 3.7: LNA Schematic
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Figure 3.8: Demodulator structure

Figure 3.9: LNA Step Response

Simulated step response results are shown in fig. 3.9, showing that in simulation the
frontend of the receiver can startup in under 200ps.
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3.4 CDR and Calibration Loops

A block diagram of the full receive chain is shown in fig. 3.10, using the blocks that were
discussed in the previous section. The focus of what I did for this project is mainly on the
baseband and calibration loops required to get the link to operate properly, so this diagram
can be useful as a starting point to discuss the required blocks in terms of both circuits and
digital loops to enable the desired behavior.

Figure 3.10: RX Array System

Even if we already know what data rate we would like to be set to, since this is a wireless
system and inherently is a communication interface between different chips that may not be
connected to each other, this design requires the ability to recover a clock from the incoming
data stream. Because of the modulation scheme chosen, nothing is sent when the data bit
is a “0” and therefore there is a maximum consecutive run length of “0”s before the lock
is no longer guaranteed from this recovery scheme. The pattern is long enough that for
random enough data this constraint is not a burden, but if this were to be an issue a simple
coding overhead could be added to guarantee some balance of data bits. For simplicity, the
system will be explained in the case that the transmitter is sending solely “1” data bits
throughout the calibration sequence. In the case when data is being used, the updates are
only valid when the data bit is a “1”, otherwise the update is not used. This imposes a
limit on the amount of consequitive “0’s” as well as the overall number of them transmitted
during operation, but simulations show that in the worst case a scrambling pattern can be
used to guarantee the loop will still lock properly.

When the system is initially powered on, there is no guarantee of any relationship between
the internal clocking of the receiver and the incoming data, so the scheme that will work
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in steady state is basically useless. For this initial acquisition a continuous time path is
implemented for the purpose of acquiring a close enough initial phase to be within the
locking range of the subsequent loops. In the worst case, the rising edge of the on chip
clock and the incoming data pulse have completely no overlap, and all of the samplers will
read the same value. In this case, the loop assumes that the clock is late, and continues
in that direction until the pulses overlap at least slightly. Once this has occurred, the loop
will have a setup allowing it to work properly, trying to ensure that with three samplers it
can successfully sample the edges and the middle of the incoming data that is turned into a
pulse by the demodulator.

Figure 3.11: CDR Acquisition Diagram

As show in fig. 3.11 the continuous data stream is sent to a frequency locked loop (FLL)
that determines the necessary settings to ensure that the frequency of the incoming recovered
clock matches the clock the the DCO generates. Once the frequency is locked, the phase
needs to be determined as well. A modified version of the steady state locking mechanism is
used to adjust the phase of the oscillator to match the incoming data stream. In this scheme
the internal state of the loop filter is initially set to its lowest value, and upon consecutively
seeing that the comparators do not see the data pulse the counter is increased until that
is no longer the case. In order to improve the locking time of this linear search, a larger
gain setting is applied initially to effectively perform a more coarse search to find the pulse
initially, and once that is found a lower gain setting is employed to improve the resolution
of the loop. Once the loop has found the pulse, the continuous time path can be disabled to
save power, and the receiver can enter burst mode operation.

In burst mode operation of the receiver, a scheme similar to a 2x oversampled CDR for
a high speed SERDES is implemented. Three comparators are used to sense the timing of
what the receiver thinks is the middle of the pulse relative to the edges of the pulse and can
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adjust its phase and frequency to continuously track the pulse. In the case that the initial
loop has already locked, the middle of the three comparators in time will be somewhere
within the pulse, and the other two comparators will be offset in time by some amount. By
looking at which one of these two comparators is a digital “1” the system can know whether
it is “early” or “late” and adjust its phase accordingly. Simultaneously, a “dlev” loop tracks
the analog level of the incoming data in the middle of the pulse to try and figure out an
estimate of the signal level to enable beamforming and other debugging information. This
is implemented as comparing the analog value to a DAC and looking at the sign, which is
used for a sign-sign LMS loop.

Figure 3.12: Dlev Loop Simulation Results

System level simulation results of the dlev loop converging are shown in fig. 3.12. From
this simulation the loop is able to receive the correct data as well as track the data level of
what the analog level of a “1” is, with the simulation chaing the amplitude of the incoming
waveform at 1000ns into the simulation to show that the loop is able to track those changes.

Datarate Tbit, min Min DC Power Energy per bit
100 kb/s 7.1 ns 23.3 µW 233 pJ
1 Mb/s 1.5 ns 66 µW 66 pJ
10 Mb/s 330 ps 300 µW 30 pJ
100 Mb/s 70 ps 2.2 mW 22 pJ

Table 3.1: Power and data rates for different modes of operation

3.5 Learnings

By simplifying the modulation scheme and the system as a whole, the system allows the
use of available spectrum at 60Ghz to efficiently create a wireless link that has a low energy
per bit across a wide range of data rates. By utilizing the large amount of available spectrum



CHAPTER 3. MMWAVE BURST MODE WIRELESS LINK 31

to design a radio that trades off spectral efficiency in terms of making narrow pulses in time
which correspond to a wide amount of bandwidth in the frequency domain, one is able to
design a radio that is able to rapidly transition from its low leakage off state to operation.
This system level setup allows for a large scaling of data rates where the link itself is energy
efficient, and would even function beyond that range at a hit to efficiency.

Figure 3.13: Die Photo

A die photo can be seen in fig. 3.13, however unfortunately due to an implementation
issue with either the pad drivers, the on board buffers, or their interaction the interface that
was supposed to have several hundred Mhz of bandwith was measured to only have 2 Mhz.
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Given that the chip had no other testing interface it was not possible to measure the results
of the implemented circuits.
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Chapter 4

Burst Mode Serial Link

4.1 Motivation

Building upon the same concepts of the burst mode wireless link in the previous chapter,
one could apply those same design principles for desiginging a serial link, if there is an
application where such a design makes sense for the system. The project that will be covered
in this chapter is titled eWallpaper, with the goal of buildling a flexible array of digital
efficient radios based on a . The idea of this project is that you want to use a single common
module chip that is replicated multiple times to create a large array of radios, and by building
each of the radios to be as simple as possible overall the system can be more efficient than a
single radio. In order to achieve this, a lot of care has to be put into not only building the
radio components themselves to be as efficient as possible, but more relevant to this part of
the work is that everything else needs to be as low overhead as possible.

In order for the system itself to function properly as a phased array all of the chips
in the array need to be synchronized and fed the same data, so there needs to be a serial
link to communicate this. The additional constraint of building a system that is meant to
be assembled on a flexible substrate means there are limited metal layers for routing, so
links would only be between neighboring chips and a large array would incur the number of
chips in a column/row as the minimum number of hops, or that divided by 2 if there are
connections on top and bottom (or left and right). A picture of what this looks like is shown
in fig. 4.1, where the blue squares represent different individual chips and the black lines are
the connections between those chips as well as the drawn antennae.
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Figure 4.1: eWallpaper System Diagram

More information about the details of this approach can be found in both [21] and [22],
but the main focus here is on the links within the system, so specifically looking at equation
(4) from [21] we see that the total power of the system is dictated by

Ptot =
EIRP

Mη
e(

kλ

2

√
M

N
) +MPtx +NPchip (4.1)

The first term in this equation is specifically talking about the RF performance and the
routing length of the antennae, which for this discussion only impacts how far the serial link
needs to communicate across. The second term covers the overhead power per module, where
M is the number of transmitters in the RF phased array system and the overhead power is
anything that does not contribute to the RF transmitter outputting radiated power. This
means that something such as the clock generation for the TX itself, or any bias circuitry
would count towards that, as well as the power required to synchronize the data between
the different chips in the array. The third term is covering overhead power that is per chip,
which would be items such as global clock generation and distribution, chip level processing
that needs to occur on the data, or DC-DC generation inefficiencies. Specifically any power
for a serial link to tranmit the data between different chips in the array is included in that
term, so the total power of the array will increase the more energy the serial link consumes.
There are second order effects of that overhead power increasing as the latency of the serial
link increases due to a larger amount of buffering and range of synchronization that ends up
being introduced.
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Figure 4.2: Common Module System Diagram

As seen from [1] a typical server workload is such that the utilization of the memory
interface varies over time, with typical numbers suggesting that on average between 10 and
50 percent of the maximum bandwidth is used aggregated over time. This means that even in
the most general purpose application with conventional serial links they woudl be consuming
between 2x and 10x of the necessary power simply sending nothing to keep the serial links
synchronized. Conventional serial links that have power states have typical switching times
in the order of microseconds, meaning that the minimum time required to switch power states
makes it prohibitive to save power except in the cases of long term idle workloads, which are
not that frequent. So while the burst mode approach is beneficial for the specific application
given, it can also be more broadly applied and thus it is not surprising that other people
have tried this before, as seen from [2, 30, 17]. After going through the specific blocks and
how they need to change to enable rapid turn on and off, some system performance numbers
will be covered and compared to other works.

4.2 System Architecture

To explain the need for different data rates, one needs to understand the difference
between centralized and distributed beamforming. In an effort to simplify the design of the
components on the chip itself you could imagine putting all the necessary computation to
perform beamforming and channel estimation on a more powerful external device, like an
FPGA or a full blown computer sitting on the edge of the array. In this case all of the
data needs to flow to this external device where the centralized computation takes place.
In the RF system transmit context this would mean that you precompute the exact values
that each antenna would ultimately send on this external device, so you do not need to
distribute beamforming coefficients at all, and the transmitter would simply have to send
the data that it is given. A graphical example of this is show in fig. 4.3. As should be clear
from even this picture is that as the number of chips in the system increases the data rate
for the edge interface increases linearly, so scaling to large arrays becomes very challenging.
Simultaneously, the link shown in the top left in this configuration sees a quarter of the data
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rate of the maximum, and that fraction only gets smaller as more elements are added. To
create something that would be efficient across this wide of a range of data rates is one of
the motivations behind the burst mode type architecture.

Figure 4.3: Centralized Beamforming

In the case of sending out all of the data to all of the individual chips and doing the
computation there (or distributed beamforming, as seen in fig. 4.4 ) all of the links in
the system would see the same data rate, in this picture the size of d1 and d2 times the
rate they need to be updated. But upon closer inspection this represents 2 simultaneous
streams of information that are attempting to be sent at the same time, each with their
own beamforming coefficients (all of the α’s in the figure). This means that depending on
the configuration of the system itself the data rate of all of the links will need to change,
again with a large degree of scaling between the minimum and maximum required. In this
example the range of scaling for distributed beamforming would need to be the ratio of the
maximum supported continuous beams to the minimum number.
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Figure 4.4: Distributed Beamforming

4.3 Circuit Architecture

At a high level, all high speed serial links can be broken down into a small set of sub
components. There is a clocking system, some sort of equalization and digitization or simply
converting the analog signals to bits, and an interface to the lower speed digital domain,
typically a serializer on the transmitter and a deserializer on the receiver end. There are
versions of the typical approaches for designing these blocks for conventional serial links that
lend themselves better to a burst mode system, but ultimately they will each have their own
design tradeoffs that lead to a different architecture for the entire system to start and stop
quickly while burning as little power as possible in the off state. In prior work from this
research group the focus has been on receive side equalization to not limit the maximum
output swing on the transmitter, as well as trying to make the system as energy efficient as
possible. As an added benefit this removes the requirement for a backchannel to adapt the
coefficients. This thankfully is also an architecture that is inherently clocked with limited
bias and other blocks that are not ideal for burst mode operation, so the receiver itself can
be used with limited modifications. The rest of the blocks are going to be discussed in more
detail as to how the design tradeoffs are typically captured and how that process changes
for a burst mode system. These key blocks are shown in detail in fig. 4.5 with the final
versions.
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Figure 4.5: Link System Overview

Equalizer

Conventional equalization systems use a continuous time linear equalizer (CTLE) in con-
junction with some number of taps of feedforward equalization (FFE) and decision feedback
equalization (DFE). Conventionally the coefficients for these systems are high precision cur-
rent DACs that would impose a large constraint on the startup / cool down time without
a considerable amount of effort for that purpose. Instead, we utilize a passive CTLE that
consumes 0 active power for its operation, and a dynamic latch based FFE and DFE, with
bias DACs for the clock nodes as well as enable switches to turn off the latches when they
are not in operation. A schematic of the dynamic latch can be seen in fig. 4.6.
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Figure 4.6: Dynamic Latch Operation

Since the intention of the latch is for the tail nodes to settle during every cycle, the
startup constraint becomes much less of an issue, and if you bias the latch properly the AC
clock pulses will turn on the transistors, and only leakage current will be flowing when the
intent is for the latch to be in its off state. If the leakage current for the process is too
large, you can add a series enable switch to the clocked current source device with little
to no impact on the startup time of the devices. The only negative impact of this is the
limited headroom that you are now imposing on the current source device since the timing
on the enable signal is required for other parts of the system already. More on this specific
info later, but in order to operate the system properly there are several calibration loops
required.

Clocking

For the clocking system, there are basically two types of clocking options: a high quality
factor LC tank based approach, or a ring oscillator based approach. An example of a LC
tank based approahce can be seen in fig. 4.7 as seen from [8].
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Figure 4.7: Example of resonant clocking network

A ring oscillator based approach can be seen in fig. 4.8 taken from [19].

Figure 4.8: Example of ring oscillator clocking

Conventionally, the startup time of the ring oscillator is much faster than the high-q tank
because the bandwidth is much higher and more of the noise to start the oscillator falls in
band. However, we can break this tradeoff and achieve a high-q oscillator that has lower
phase noise, better energy efficiency and a fast startup time. In order to do this, extra devices
are added to allow a known initial condition to be enforced across the LC tank. Under this
condition, the startup time of the oscillator is reduced the higher the quality factor of the
tank. This seems opposite of conventional wisdom, and that is due to the fact that people
are usually talking about startup time solely due to noise. Adding a kick to the tank changes
this analysis, and also guarantees that the phase of the oscillator is constant on all future
bursts, relative to the enable signal that is starting the oscillator. More information on this
phenomena can be found in the work by a former student, Linkgai Kong [14]. A schematic
of the complimentary oscillator can be seen in fig. 4.9, the complimentary version being
chose to limit the swing to be rail to rail. In building this for a full system there is a desire
for the entire link to operate on a single supply which takes out the ability to change the
supply voltage to change the swing of the oscillator. The complimentary version also ensures
a symmetric waveform, since the output of the oscillator is used directly we actually care
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only about the two single ended waveforms and not the differential waveform. Post layout
extracted simulation results of the oscillator can be seen in fig. 4.10, showing that it is able
to startup in under 600ps to full swing driving the entire loading of the clocking system.

Figure 4.9: Oscillator Schematic
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Figure 4.10: Oscillator Simulation Results

Wakeup

Since there is nothing specifically starting the link in a synchronous way across the
different chips aside from a potentially noisy digital clock with an unknown phase relationship
there needs to be an element in the link itself on the receiver that knows when it should
wake up. Because of the dynamic latch operation of the receiver itself being clocked, using
that to figure out when there is a clock would be challenging. Instead, a low static power
wakeup detector is used to determine when there is a detectable differential signal on the
line, and uses that with a calibration loop to compensate for delay variations to wake up the
receiver as well as the receive oscillator. The structure of the wakeup detector can be seen
in fig. 4.11, which is a self biased differential to single ended amplifier with high gain. This
allows for a high gain amplifier that when in nominal conditions it is mostly railed one way
or the other, so the current consumption is mainly dominated by leakage. The gain of this
stage is high enough that subsequent processing can be simplified and almost setup as fully
digital circuits.

Figure 4.11: Wakeup Detector
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The output of the amplifier is AC-coupled to the input of an inverter, which is biased in
such a way that it is railed one way, and the incoming signal is more than strong enough
to overcome this threshold, triggering the set reset flop so that its output will go high. The
intent of this is that it will get set at the start of the pulse, and a different signal will be used
to activate the reset port of the set reset flop. You cannot use the same mechanism as is to
trigger this reset because in the off state because in the transition from the off state to the
on state goes from a differential 0 to a differential positive one, which is then followed by a
series of data bits that are either differential positive ones or differential negative ones. Then
in transitioning to the off state it will either be at this differential positive one or differential
negative ones to the differential zero, which is a transition that happens as a part of all of
the transitions in the data themselves all the time. Instead of trying to figure out how to do
this and rely on the edge detection here and figuring out that the pulse has been gone for
some thresholded amount of time, higher level information is used to figure out when the
”packet” is done with. For this version this is done as a counter on a divided clock to get
an integer number of words in the packet length, which could be programmable based on a
header in the packet itself. For simplicity this version uses fixed size packets, but one could
easily extend this scheme to change that and be able to tradeoff packet size and idle time
for the desired data rate and throughput of the given application.

Figure 4.12: Packet Timing

The timing on the first bit of the wakeup is the most important, since the closer you
are to being at the correct time the less accurate the rest of your clock and data recovery
has to be, especially for short packet sizes. The packet timing looks as shown in fig. 4.12
and introduces a few positive ones to make the wakeup detector have to deal with a lower
bandwidth signal, followed by a 010 pattern that will enable the scheme for determining
what is the timing of the wakeup relative to the incoming bitstream. This is then followed
by the payload of information, with a footer that is shown in this image to be the same as
the header but does not necessarily have to be.
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Figure 4.13: Wakeup Detector Simulation Waveforms

As shown in fig. 4.13 simulation results show that the entire wakeup detector has a
startup delay of 200 ps.

Transmitter

Due to time constraints a TX was not included in the tapeout, but a similar analysis
was done for that key block. An architecture that relies on precision current DACs would
again not be a suitable candidate for turning off and on quickly, so a CML transmitter is
not an ideal candidate. Conventional voltage mode transmitters use transistors to generate
the 50 Ω impedance required to match the lines, and usually do so with a regulator for the
cells driving the output devices. This implies that you would need a regulator that operated
continuously and would be an overhead in terms of power and also most likely startup time.
Both of these undesired architectures can be seen in fig. 4.14.

Figure 4.14: Conventional TX Architectures

In addition to requiring static power or having a longer startup time, the CML archi-
tecture has the added constraint of making it difficult to introduce a necessary 3rd state
that is required for the wakeup system discussed previously. The normal two phases on a
continuous time transmitter are shown in fig. 4.15, which is usually not an issue for the vast
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majority of serial link systems. However, to easily detect that the system is in the off state a
third phase is introduce, as shown in fig. 4.16. The 3 phases are differential positive 1 (+1),
differential minus 1 (-1) and the newly introduced differential 0. You could create this 3rd
state by powering off a transmitter, however this usually would mean that turning off and
on quickly would require a large amount of power due to settling constraints.

Figure 4.15: TX Differential Signal

Figure 4.16: TX Differential Signal - Additional Phase

The approach that satisfies all of these requirements would be to use a switched capacitor
based transmitter as demonstrated first by [20]. This design allows a capacitor to be charged
during one phase of the clock, and on the other phase that charge is added constructively
or destructively to the output, depending on the data bit that is being supplied. This
charging phase is demonstrated by the switches in fig. 4.17, allowing the supply and ground
to be connected across the capacitor which charges it. During this phase the switches are
configured such that the switches connecting the capacitor to the supply and ground are
closed, creating a pathway for the capacitor to be charged.
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Figure 4.17: TX Charge

Inherently it should make sense that during the other phase, this charge would somehow
be connected to the output, and the nature of that connection would be dependent on what
the value of the bit that is being transmitted is. If the data is a digital 1 the connection
would be completed as in fig. 4.18, connecting the positive side of the now charged capacitor
to the positive differential output, and the negative side of the capacitor to the negative
differential output.
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Figure 4.18: TX Plus One

If the data is a digital 0 the polarity of the charge with respect to the output would
be reversed as shown in fig. 4.19, using the other set of switches that would connect the
positive side of the capacitor to the negative differential output, and the negative side of the
capacitor to the positive differential output.
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Figure 4.19: TX Minus One

The two phase operation allows a dual data rate (DDR) operation, which has the added
benefit of allowing for the introduction of a 3rd state at the output, which is required for the
wakeup detector operation. Care needs to be taken in implementing the switched cap cells
such that switching in and out of the state of sending data and not does not introduce large
spikes on the common mode that would introduce extra latency in the wakeup scheme. A
full picture of the tx one could implement is show in fig. 4.20, which introduces swing and
impedance control by having multiple parallel segments per phase that can be controlled
to change the amount of charge that gets sent to the output network, and conversely the
effective resistance seen from the switched cap resistor as well as the series switches.
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Figure 4.20: TX Detail

An explicit resistor as part of the termination helps ensure some level of matching with
the output impedance of the traces across different code settings as well as terminating the
common mode, which makes it so that switching between the on and off state does not move
the bias point around substantially. This means that the settling time when waking up and
subsequently going to sleep is reduced, decreasing the amount of time required to wait for
things to settle before being fully operational, which is one of the main system optimizations
for burst mode communication systems.

Simulation waveforms from the implementation of this switched capacitor transmitter
can be seen in fig. 4.21. This includes the loading of the channel and estimated parasitics of
the packaging as well as the post layout extracted versions of the transmitter circuits itself.
Due to tapeout time constraints this part of the system was not included in the final design,
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so these are the final simulation results for the TX.

Figure 4.21: Simulated TX Eye Diagram

4.4 Calibration

There are a few main things that need to be calibrated that are standard for links:
frequency and phase of the clock as well as equalization coefficients. The schemes for these
are similar to the conventional means, so less time will be spent explaining those. Due to
the burst mode operation however, there are other settings that need to be calibrated. The
clocking is a large majority of those, specifically timing the enable of the system, starting
the clock at the right time, verifying the clock is the right frequency, and ensuring that any
drift and other variations over time do not stop the system from being operational. On the
transmit side of things, the easiest way to do this is to have an enable signal going to the TX
cells themselves that is asserted after the clock is up and running, as well as the data has
been shifted through the serializer so it is ready for the driver cell as well. This could be done
through a controlled delay line and calibrated somehow, but doing so is more complicated
than is necessary. Since the blocks mentioned are all clocked, and in the off state the clock
is not running you could create a replica of the relevant sections of the serializer and use
that as delay elements for this calibration. This same scheme for resetting the sequential
elements would ensure that the system would stop after the appropriate amount of time,
and currently nothing in the system is being timed on the exact end of the packet in the end
to end link case, so the main optimization here is that the circuits burn more power when
they are on so you would want to minimize that as much as is easily doable.
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Figure 4.22: Serializer

On the receive side of the link there are a lot more values that need to be set properly
because everything is self timed, that is the incoming data stream turns on the receive system.
There is some deterministic delay from the incoming data hitting the wakeup detector until
the SR latch at its output is asserted, and then some different amount of delay for the
oscillator to start up itself, and the system relies on the first ’real’ edge of the clock enabling
the integrating dynamic latches to match their timing window with the incoming bits. A
block diagram of some of the necessary calibration loops to enable this behavior are shown
in fig. 4.24, although some of them have been simplified for visual clarity. In order to
check if the loops are doing what they are supposed to do, additional resources are required.
For example, one of the requirements for turning on the receiver is that the single ended
swing coming out of the oscillator has settled, which means that the oscillator is fully on and
operational. This requires looking at the analog value of the first edge that the system claims
is a real clock edge, which can be done by iterating using the circuit shown in fig. 4.23. This
circuit is effectively a sampler triggered on the rising edge of the delayed enable signal, and
will compare the clock output to a voltage reference dac that can be swept across multiple
packets to find settings that would work in the system. The algorithm that one could employ
would be the following - set the delay to the maximum value and sweep the dac voltage codes
from low to high until the comparator output changes. Then by stepping back the delay you
can figure out what the initial timing was relative to the clock by repeating the procedure.
If you have enough codes you can find what the maximum swing is out of the oscillator this
way. Then, you can use a code setting that is fraction of the maximum and reduce the delay
setting of the delay line until you find the point at which this will no longer operate. That
is the minimum delay setting required for the oscillator to start, where in this case starting
is defined as the oscillator swing reaching the threshold of the maximum swing that you
determined in this calibration procedure. This would calibrate the delay of the oscillator
starting up, but has no relation to the incoming data so another loop is required to measure
that. However, this is made easier by the fact that you now should have a clock that is
working and can borrow some techniques from conventional high speed serial links in the
form of a per packet dlev loop to try and maximize the level of the 010 pattern that was
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inserted in the header. Before you can guarantee that this will work a frequency calibration
should be done to make sure that the oscillation frequency is close enough to the frequency of
the incoming data such that accumulating error doesn’t introduce extra errors. Since these
chips are operating in a system that shares a low frequency reference, a procedure can be
done to figure out what the pre programmed multiple of said low frequency clock should be.
Once the frequency is calibrated and the delay for the startup of the oscillator itself then the
delay from the wakeup detector relative to the data can finally be determined using a sign
sign LMS loop based on the dlev of the ”1” in the starting 010 on the received data. The last
delay setting on the receiver related to this wakeup procedure is that there is a constraint on
the relative delay between the clock and enable going to the receiver core compared to the
first stage of deserialization, which is the last delay line that again is more straightforward
to calibrate and ensure proper operation.

Figure 4.23: Enable Sync Loop

Figure 4.24: Serdes Complete Diagram
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4.5 Comparison

As mentioned previously this concept of a burst mode serial link is not entirely new,
as there have been other implementations of pieces or the whole thing in the past. A few
examples can be found looking at [2, 30, 17] for different pieces of the implementations. A
full breakdown of how this work compares to those other designs can be found in table 4.1.

This Work [2] [30] [17]
Technology 16nm 65nm GP 40nm LP 40nm LP

Data Rate (Gb/s) 20 7 2.5-5.6 2.7-4.3
Startup Time (ns) < 2 < 20 8 241.8

Energy Efficiency (pJ/b) 2.5 9.1 2.4 3.3
On-state Power (mW) 50 63.7 13.4 14.2
Off-state Power (mW) 800 740 0 * 50
De/ Serialization Ratio 256:1 16:1 N/A 8:1

Output Swing (mV Diff pk-pk) 700 500 N/A 200

Table 4.1: Comparison to prior art for building burst mode serial links

4.6 Learnings

The prior sections describe the steps that would be required in order to design and build
an energy efficient and burst mode serial link system end to end. This includes the necessary
configuration and calibration to ensure correct timing operation of the entire system during
operation, as well as equalization required by the channel for proper operation at a desirable
bit error rate. The die photo of the implemented system can be seen in fig. 4.25, however due
to limitations in time and testing setup chip results were not obtained. For time restrictions
the transmit half of the system was not included, so this chip includes the receive datapath,
clocking, wakeup detector, and calibration loops. Due to limitations in the testing and
debugging interface data was not obtained from the chip, and the cause was not determined.
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Figure 4.25: System Die Photo
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Chapter 5

Conclusion

To conclude, limit the amount of data and make energy efficient wired and wireless links
that only spend power to send bits, and spend absolutely zero power otherwise. In the
context of a system designed for reading neural activity out of an implanatable system, a
compression algorithm is proposed to greatly reduce the amount of data required to be sent.
The structure is such that for the applications that are being targeted there is little to no
reduction in system level fidelity, with large decreases in the amount of data being sent.
Because this is in a system where the data transfer is a large power consumer, overall the
system itself can be much more efficient. Once the data has been reduced as much as is
easily possible within the specific application the data still needs to be transmitted to where
it needs to be used. General purpose solutions for making that transfer efficient can only
have so much progress, and instead a more application specific approach can also be used to
target that part of the system.

Two different but similar schemes are introduced as to how to design and build circuits
that would achieve this, as well as a way to compress the data in an application specific way
that drastically reduces the data rate in a way that does not negatively impact the overall
system performance. In these schemes a peak data rate is supported with minimal latency,
and there can be a tradeoff between latency and data rate when backing off from that peak
data rate. In the wired link context a low latency can be guaranteed across a wide range
of data rates simply by ensuring that the packets are sent as quickly as they arrive. This
enables the system to use the information that it knows when there is data to be sent, and
can enter a much lower power state when that data is not being transferred. Since both
sides of the link can share a common low frequency reference, a wakeup type scheme can
allow packets to show up at calibrated times that can be determined with a minor amount
of overhead. The wireless link has the limitation that a more constant data rate needs to be
sent to maintain the tracking of the link itself, but further work could be done to adopt a
similar scheme if there was an application that warranted this approach. It however still can
use a similar scheme to continuously update its tracking of not only the data being sent but
system level parameters such as a beamforming matrix all in mostly real time with minor
overhead due to calibration.
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With these techniques and details about the calibration loops necessary to design these
systems one can design more efficient systems targeted to the specific applications by using
the extra information about those systems instead of simply using general purpose compo-
nents. The ideas do not have to be restricted to the targeted applications shown, but instead
should be seen as strategies that can be used to target other applications where system level
information can change the rate and nature of data transfer. With the trend of a large
amount of analog and mixed signal circuits moving more heavily into the digital or at least
digitally assisted domain, some of the techniques presented can even be applied more broadly
to other types of circuits in various other applications.
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