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Abstract

Laser Chirp Linearization and Phase Noise Compensation for Frequency-modulated Continuous-wave LiDAR

by

Xiaosheng Zhang

Master of Science in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ming C. Wu, Chair

Light detection and ranging (LiDAR) is the enabling sensor for high-resolution three-dimensional (3D) imaging. It has been widely used in scientific research, industrial metrology, robotics, autonomous vehicles, and consumer electronics. Compared with the conventional pulsed time-of-flight LiDAR, the frequency-modulated continuous-wave (FMCW) LiDAR requires lower optical power, lower electronic bandwidth, and is intrinsically immune to the interference from the ambient light and other LiDAR units due to the coherent detection mechanism. However, an FMCW LiDAR typically requires a linearly frequency-chirped laser with low phase noise, which are conventionally realized by complicated feedback control circuits. In this work, we report on linearizing the laser chirp by the iterative learning pre-distortion method and compensating for the phase noise by processing the signal with the help of a monitor interferometer. Experimental results with a commercial distributed feedback (DFB) laser show that with the pre-distortion linearization method, the relative residual nonlinearity of the laser chirp can be reduced to less than 0.003%, and the post-processing phase noise compensation can extend the LiDAR detection range to more than 250 m. With the proposed methods, high-performance and low-cost FMCW LiDAR systems can be achieved without requiring expensive narrow-linewidth lasers or complex controllers.
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1. Introduction

1.1 Background

Three-dimensional (3D) sensors that measure the 3D coordinates of surfaces and objects enable machines to observe and perceive the surroundings. They have been widely used in automobiles, robots, unmanned aerial vehicles, and consumer electronics. Typical 3D sensing methods include camera-based stereo vision [1] and structured light [2], radio detection and ranging (Radar) [3], ultrasonic ranging [4], and light detection and ranging (LiDAR) [5]. Compared with other methods, LiDAR has higher resolutions in both longitudinal and lateral directions in a long range thanks to the short wavelength and low divergence of the laser beam. In addition, LiDAR is capable to work in dark environments and provide reflectivity and velocity information of the objects.

A schematic of a typical LiDAR system is shown in Figure 1.1. A laser beam is emitted towards the object at a distance \( D \) via the transmitter, and the reflected or scattered light from the object is collected by the receiver and the photodetector. The transmitter and receiver may share the same optical aperture (monostatic configuration) or have separate apertures (bistatic configuration, as shown in Figure 1.1). To collect the 3D information of the entire scene, a beam scanner may be implemented to direct the beam towards different points on the object sequentially, or a detector array may be used to receive the light coming back from multiple points on the object in parallel.

![Figure 1.1. Schematic of a typical LiDAR system in the bistatic configuration.](image)

The LiDAR measures the round-trip time \( \tau \) of the light traveling between itself and the object and computes the distance by \( D = c\tau/2 \), where \( c \) is the speed of light, which is
defined as a constant in the vacuum. The speed of light in the air is slower than in the vacuum by approximately 0.3%, depending on atmospheric parameters such as temperature, pressure, and humidity [6]. In a practical LiDAR, the speed of light can either be calculated from the atmospheric conditions or simply be approximated using the vacuum value according to the required accuracy.

The round-trip time $\tau$ can be measured by several methods, and the most common ones are pulsed time-of-flight (ToF), amplitude-modulated continuous-wave (AMCW), and frequency-modulated continuous-wave (FMCW) [5]. The pulsed ToF LiDAR emits a laser pulse towards the object, and $\tau$ is directly counted by electronics triggered by the transmitted and received pulses. It has a simple optical setup and is good at measuring a long distance. However, the timing electronics need to be high-speed to achieve a high ranging resolution. The short laser pulse with a high peak power may be problematic for integrated photonics platforms. Besides, optical pulses emitted from other LiDAR transmitters may cause false detections.

In an AMCW LiDAR, the round-trip time $\tau$ is converted to the envelope phase delay of an amplitude-modulated light. AMCW LiDAR is able to achieve a high resolution for a short distance without high-speed electronics, and can be implemented with a regular continuous-wave laser. However, with a single modulation frequency, there is a trade-off between the detection range and resolution, which may be solved by measuring the same object with several different modulation frequencies. The light intensity variations caused by the object surface properties or the light propagation path instability can also introduce ranging errors.

In an FMCW LiDAR, the round-trip time $\tau$ is converted to the optical frequency change of a frequency-modulated light. Different from the previous two methods, FMCW LiDAR employs the coherent detection mechanism where the light from two paths interferes with each other, thus requires lower optical power and is intrinsically immune to other LiDAR transmitters and the ambient light. It can also detect the Doppler frequency shift from a moving object and measure its velocity. However, FMCW LiDAR
has strict requirements on the chirp linearity and the phase noise of the light source, which will be discussed in the following sections.

1.2 FMCW LiDAR principle

Figure 1.2(a) shows a schematic of an FMCW LiDAR. The optical frequency of a continuous-wave laser is modulated in a triangular wave fashion. The light is split into a reference path with a fixed length as the local oscillator, and a probe path traveling towards and back from the object at a distance $D$. The round-trip time is thus $\tau = 2D/c$. The two paths are mixed at a photodetector, generating a radio-frequency beat note with a frequency $f_b$ equal to the optical frequency difference, which can be measured by frequency analysis methods such as a Fourier Transform (FT).

Figure 1.2. (a) Schematic of an FMCW LiDAR. (b) Laser frequency as a function of time in the reference and probe paths of an FMCW LiDAR.

The blue curve in Figure 1.2(b) shows the optical frequency $v$ as a function of time $t$ in the reference path, assuming the initial optical frequency is $v_0$, the periods for the up-chirp and the down-chirp are both $T$, and the maximum frequency excursion is $\Delta v = \gamma T$. If the object and LiDAR are relatively stationary, the optical frequency curve in the probe arm will be the same as in the reference arm except for a time delay $\tau$, shown as the dashed red curve in Figure 1.2(b). The optical frequency difference between the two paths is $f_{b,\text{static}} = \gamma \tau = 2D\gamma/c$, therefore the object distance is $D = c f_{b,\text{static}}/2\gamma$. If $f_{b,\text{static}}$ is
measured by a Fourier Transform of the beat signal with a period $T$, its resolution is $\delta f_b = 1/T$, thus the bandwidth-limited distance resolution is \[ D = \frac{c\delta f_b}{2\gamma} = \frac{c}{2\gamma T} = \frac{c}{2\Delta v}. \]  

An object moving towards the LiDAR with a radial velocity $V$ will cause a Doppler frequency shift $f_D = 2V/\lambda$ in the optical frequency of the probe path (shown as the solid red curve in Figure 1.2(b)), where $\lambda$ is the wavelength of the light. The static beat frequency and the Doppler shift can be computed by summing and subtracting the beat frequencies of the up-chirp and down-chirp, i.e. $f_{b,static} = (f_{b,up} + f_{b,down})/2$, and $f_{Doppler} = (f_{b,down} - f_{b,up})/2$, so the object distance and velocity can be measured at the same time, i.e. \[ D = cf_{b,static}/2\gamma = c(f_{b,up} + f_{b,down})/4\gamma, \] \[ V = \frac{\lambda f_D}{2} = \lambda(f_{b,down} - f_{b,up})/4. \]

1.3 Laser chirp nonlinearity in an FMCW LiDAR

In the previous section, we assumed a linear laser chirp $v(t) = v_0 + \gamma t$. However, the chirp is never ideally linear in reality. We represent the chirp nonlinearity as $v_{nl}(t)$ so the actual laser chirp is $v(t) = v_0 + \gamma t + v_{nl}(t)$. This will result in a varying beat frequency $f_b(t) = v(t) - v(t - \tau) = \gamma \tau + [v_{nl}(t) - v_{nl}(t - \tau)]$, thus degrading the frequency resolution $\delta f_b$ and the distance resolution $\delta D$. We have shown in [8] that by applying the Carson bandwidth rule [9], the frequency resolution can be estimated by \[ \delta f_b = \frac{(1 + 2\pi v_{nl,rms})}{T}, \] and the distance resolution can be estimated by \[ \delta D = \frac{c(1 + 2\pi v_{nl,rms})}{(2\Delta v)}, \] where $v_{nl,rms}$ represents the root mean square (RMS) value of $v_{nl}(t)$ in the chirp period $T$. The resolution is higher with a smaller $v_{nl,rms}$, and when the chirp nonlinearity is negligible, i.e. $2\pi v_{nl,rms} \ll 1$, Equation (1.5) will reduce to the bandwidth-limited resolution in Equation (1.1). The nonlinearity effects also depend on the round-trip time $\tau$, and a longer object distance will result in a lower resolution for the same $v_{nl,rms}$. The
relative chirp nonlinearity can also be represented by the linear regression coefficient of determination $r^2 = 1 - 12(v_{nl,\text{rms}}/\Delta v)^2$ [8].

In general, the sources of the chirp nonlinearity can be classified into two categories, namely systematic nonlinearity and random nonlinearity. The systematic nonlinearity is the repetitive nonlinearity typically due to the nonlinear dynamic response of the laser, i.e. a linear drive waveform will result in a nonlinear chirp. The systematic nonlinearity can be characterized and compensated for in advance, for example, the laser can be driven with a proper pre-distorted waveform that leads to a linear chirp, and this waveform will not change if the laser dynamics remain the same.

The random nonlinearity comes from random noise sources such as the laser spontaneous emission, the drive current shot noise, the thermal fluctuation, etc. These random noise sources together affect the frequency or phase stability of the laser, thus can be combined as the laser phase noise. A high level of phase noise degrades the laser coherence, resulting in a short laser coherent time, a short coherent length, and a wide linewidth [10]. It is worth to note that a laser being frequency chirped may have higher phase noise than it under a constant drive current [11].

An ideal laser for FMCW LiDAR should have a linear chirp given a linear drive waveform (no systematic nonlinearity) and a low phase noise (low random nonlinearity, or a narrow linewidth). The chirp nonlinearity in an FMCW LiDAR is conventionally reduced by two methods. The first is active control of the laser frequency using optical phase-locked loops [12]. This method provides precise control of the laser chirp and suppresses the phase noise, but requires complex electronic circuits with high bandwidths. The other method is resampling the measured beat signal at non-uniformly distributed time points according to the nonlinear laser chirp measured by a monitor interferometer [13]. This post-processing method can be easily implemented, but the computational cost is heavy due to the interpolation operation, and the Doppler shift information can be destroyed by the non-uniform resampling.

In this work, we propose to compensate for the two types of chirp nonlinearity by two steps. At the first step, a pre-distorted laser drive waveform is obtained by the iterative
learning control (ILC) method to reduce the systematic nonlinearity. Once the ILC pre-distortion process is completed, the laser can be driven by the fixed pre-distorted drive waveform without real-time corrections. The nonlinearity can be reduced so that at a short to medium distance (for example tens of meters) the resolution given in Equation (1.5) falls in the bandwidth-limited region and the second step nonlinearity compensation may even become unnecessary. This method can be easily implemented on an FMCW LiDAR with any type of laser, and it does not require any active control or additional post-processing.

At a long distance (for example hundreds of meters), the random nonlinearity effects will become more significant. At the second step, the laser chirp is measured by a monitor interferometer and the nonlinearity is compensated for in post-processing. Different from the resampling method, the proposed processing method does not require interpolation operation thus can be computed faster, and it does not affect the Doppler shift information. These two steps will be discussed in detail in sections 2 and 3 respectively.

2. Laser chirp linearization by iterative learning pre-distortion

2.1 Principle and setup

To compensate for the systematic laser chirp nonlinearity due to the nonlinear laser dynamics, i.e. a linear drive waveform resulting in a nonlinear laser chirp, we can find a proper pre-distorted drive waveform that leads to the desired linear chirp. Conventionally, the relation between the drive waveform and the laser chirp is first approximated by a model, such as the linear time-invariant model [14], the current-dependent gain model [15], and the power function model [16]. The model parameters are then obtained by experimental results, and the pre-distorted drive waveform is solved from the model. However, an analytical model cannot perfectly describe the laser behavior and thus has intrinsic errors. On the other hand, the iterative learning control (ILC) method is able to achieve a proper pre-distorted waveform for a repetitive dynamic
system without requiring any model, thus eliminating the model errors. It has been applied to many areas and is very suitable for laser chirp linearization [17].

A schematic of the ILC pre-distortion for laser chirp linearization is shown in Figure 2.1. The process starts with an initial laser drive waveform \( u_1(t) \) and iteratively updates the drive waveform \( u_k(t) \) at the \( k \)-th iteration until a pre-distorted waveform \( u_d(t) \) that leads to the desired linear chirp \( v_d(t) \) is achieved. In each iteration, the actual laser chirp \( v_k(t) \) is measured and compared with \( v_d(t) \), the error \( e_k(t) = v_d(t) - v_k(t) \) is computed, and the drive waveform for the next iteration \( u_{k+1}(t) \) is updated from \( e_k(t) \) and \( u_k(t) \) by the waveform update algorithm. The iteration stops when the error \( e_k(t) \) is smaller than a preset value or when \( e_k(t) \) stops decreasing. In this work, a triangular drive waveform is used as \( u_1(t) \) since there is no prior knowledge of the laser dynamics, but the process will converge faster if \( u_1(t) \) is closer to \( u_d(t) \). In addition, we use the linear update algorithm \( u_{k+1}(t) = u_k(t) + p \cdot e_k(t) \) where \( p \) is a constant, which has been proven to make \( v_k(t) \) converge to \( v_d(t) \) with a sufficiently small \( p \) [18]. Other more sophisticated algorithms may help increase the converging speed.

![Figure 2.1. Schematic of the ILC pre-distortion for laser chirp linearization.](image)

To measure the laser chirp \( v_k(t) \), the light is sent into a monitor Mach-Zehnder Interferometer (MZI) with a constant time delay \( \tau_m \) and detected by a pair of balanced
photodetectors. The beat frequency is thus \( f_{b,k}(t) = v_k(t) - v_k(t - \tau_m) \), and can be approximated by the first term in its Taylor Series \( f_{b,k}(t) = v_k(t)\tau_m \) when \( \tau_m \) is significantly smaller than the chirp period \( T \). The phase of the beat signal, which can be extracted by applying a Hilbert Transform (HT) to the beat signal, is thus \( \varphi_{b,k}(t) = 2\pi\tau_m\int v_k(t)dt = 2\pi\tau_m v_k(t) \). Therefore, the laser chirp can be computed by \( v_k(t) = \varphi_{b,k}(t)/2\pi\tau_m \).

The ILC pre-distortion method does not require any knowledge of the laser dynamics so it can be applied to any types of laser sources. Once the pre-distorted waveform \( u_d(t) \) is achieved, the laser is then driven by this fixed waveform for future LiDAR measurements, without any active control or additional post-processing. Changes of the laser dynamics due to external environment variations or internal laser aging may gradually degrade the chirp linearity thus require restarting the ILC pre-distortion process to update the pre-distorted waveform. However, this recalibration process will start from the previously obtained pre-distorted waveform instead of a triangular waveform, therefore can be very fast to complete. In addition, modern semiconductor lasers are usually integrated with a thermoelectric cooler (TEC) that helps prevent linearity degradation due to external temperature fluctuations.

### 2.2 Experimental results

The ILC pre-distortion linearization is experimentally tested on a commercial distributed feedback (DFB) laser (DFB-1550, Optilab). The DFB laser is 200 mA DC biased and modulated by a current waveform with a 140 mA peak-to-peak value at 4 kHz rate (chirp period \( T = 125 \mu s \)) produced by an arbitrary waveform generator (AWG) (33250A, Keysight Technologies). The central wavelength of the laser is 1550 nm, and the chirp excursion is approximately 36 GHz. The monitor MZI has a delay \( \tau_m = 5 \) ns. The beat signal is detected by a pair of balanced photodetectors (PDB450C-AC, Thorlabs) and recorded by an analog-to-digital converter (ADC) (PXIe-5114, National Instruments) at 125M samples per second. The data processing and instrument control are performed on a laptop computer. At each iteration, the laser chirp data is averaged over 1000 measurements to reduce noise. The laser drive waveform is down-sampled to 10M...
samples per second when transferred to the AWG due to the data length and transfer time limitation. The laser chirp around the up and down-chirp transition cannot be perfectly linearized because of the limited slew rate and bandwidth of the AWG, so the central 100 μs period in each chirp (80% of the 125 μs chirp) is selected as the region of interest (ROI) for linearity evaluation and LiDAR measurements.

Figure 2.2 shows the experimental results of the ILC pre-distortion linearization on the DFB laser. At each iteration, the linear regression coefficient of determination \( r \) of the up and down-chirps is computed by applying a least-squares linear fitting to the measured laser chirp, and \( (1 - r^2) \) is plotted in Figure 2.2(a) showing the ILC pre-distortion process gradually decreasing the laser chirp linearity. The laser chirps and the residual nonlinearity in the ROIs at the 1\(^{st}\) iteration and the 14\(^{th}\) iteration are shown in Figures 2.2(b), (c), (e), and (f) respectively. The chirp nonlinearity \( v_{nl,\text{rms}} \) is reduced by about 600x from 863 MHz to 1.4 MHz (relative nonlinearity 0.004%) in the down-chirp, and reduced by 140x from 140 MHz to 1.0 MHz (relative nonlinearity 0.003%) in the up-chirp. According to Equation (1.5), bandwidth-limited resolution can be achieved at an object distance up to 24 m with the 1.0 MHz residual nonlinearity. Figure 2.2(d) shows the pre-distorted laser modulation waveform at the 14\(^{th}\) iteration.

The \( p \) coefficient in the linear update algorithm \( u_{k+1}(t) = u_k(t) + p e_k(t) \) affects the convergence and speed of the ILC pre-distortion process. A smaller \( p \) coefficient ensures that \( v_k(t) \) converges to \( v_d(t) \), but also decreases the convergence speed. Figure 2.3 shows the convergence speed of the ILC pre-distortion process with different \( p \) coefficients when linearizing the up-chirp of the DFB laser. Here \( e_k(t) \) and \( u_k(t) \) are normalized by the total frequency excursion and the drive waveform amplitude respectively, so \( p \) is a dimensionless number. The ILC pre-distortion process converges significantly faster when \( p \) is increased from 0.1 to 1.5. However, the process becomes unstable when \( p \) is increased over 2.5. The results suggest that with an optimized \( p \) value, the linear update algorithm is able to achieve good chirp linearity with fewer than 10 iterations, which can be completed within only tens of seconds.
Figure 2.2. Experimental results of ILC pre-distortion linearization for a commercial DFB laser. (a) Nonlinearity reduction during the ILC pre-distortion process. (b), (c) The laser down-chirp, up-chirp, and residual nonlinearities in the ROIs at the 1\textsuperscript{st} iteration. (d) The pre-distorted laser modulation waveform at the 14\textsuperscript{th} iteration. (e), (f) The laser down-chirp, up-chirp and residual nonlinearities in the ROIs at the 14\textsuperscript{th} iteration.

Figure 2.3. DFB laser up-chirp nonlinearity variations during the ILC pre-distortion process with different values of the $p$ coefficient.
The ILC pre-distortion linearization is also experimentally tested on a commercial vertical-cavity surface-emitting laser (VCSEL) (RC32xxx1-FFAimst, Raycan). The laser is 3V DC biased and the pre-distorted modulation voltage waveform is superimposed on the DC bias. The setup and other configurations are the same as in the DFB laser experiments. Figure 2.4 shows the linearization results when the peak-to-peak voltage of the modulation waveform is set to 150 mV (Figure 2.4 (a) and (b)) and 500 mV (Figure 2.4 (c) and (d)). The corresponding chirp excursions are 49 GHz and 163 GHz, respectively. The relative nonlinearity after the ILC pre-distortion process is similar to that of the DFB laser, showing that the ILC pre-distortion method can be successfully applied to different types of lasers.

Figure 2.4. Experimental results of ILC pre-distortion linearization for a commercial VCSEL. (a), (b) The laser down-chirp, up-chirp, and residual nonlinearities after the ILC pre-distortion process for a 49 GHz chirp. (c), (d) The laser down-chirp, up-chirp, and residual nonlinearities after the ILC pre-distortion process for a 163 GHz chirp.
The DFB laser driven by the ILC pre-distorted waveform is implemented in a fiber-based monostatic FMCW LiDAR with a 25.4 mm transmitting/receiving aperture and an output power of 15 mW. The laser beam is mechanically scanned by a commercial 2-axis galvanometer mirror system (GVS012, Thorlabs) in a field of view of $24^\circ$ (azimuth) $\times 20^\circ$ (elevation) with $0.02^\circ$ increments in both axes. The beam scanner control and data processing are performed on a laptop computer. A stationary scene composed of multiple objects at approximately 3 m distance from the LiDAR is 3D imaged. Figure 2.5 shows the measured 3D point cloud composed of high-fidelity 3D images of objects such as the stack of books, the toy, the cup, the keyboard, the monitor, the wall, and the desk [8]. The results suggest the ILC pre-distortion method is able to linearize the laser chirp so that high ranging resolution can be achieved.

![Figure 2.5. (a) Camera image of the scene (not in the same view angle of LiDAR). (b), (c) 3D point clouds (the same point cloud in two view angles) visualized by the CloudCompare software with eye-dome lighting [19]. The color of the points represents depth. [8]](image)

3. Phase noise compensation process

3.1 Principle and setup

Although the ILC pre-distortion method can significantly reduce the systematic nonlinearity and achieve bandwidth-limited LiDAR resolution at a distance of tens of meters, random laser chirp nonlinearities due to the laser phase noise cannot be solved by
the pre-distortion method because they are not repetitive, which can degrade the LiDAR resolution at a longer distance. Therefore, real-time laser chirp measurement and phase noise compensation are required in this case.

Figure 3.1 shows a schematic of the proposed phase noise compensation process. A small portion (10%) of the laser power is tapped into a monitor MZI with a fixed time delay \( \tau_m \). This monitor MZI may be the same one used for the ILC pre-distortion process, so there is no additional setup complexity. The laser chirp can be described by \( \nu(t) = \nu_0 + \gamma t + \nu_{nl}(t) \) as discussed in section 1.3, so the beat signal frequency in the monitor MZI is composed of an ideal constant term \( \gamma \tau_m \) and a nonlinearity induced varying term \([\nu_{nl}(t) - \nu_{nl}(t - \tau_m)]\). Defining the optical phase noise \( \varphi_{n}(t) = 2\pi \nu_{nl}(t) dt \) and the beat signal phase noise \( \Delta \varphi_{n}(t, \tau_m) = \varphi_{n}(t) - \varphi_{n}(t - \tau_m) \), the beat signal detected by the balanced photodetectors can be represented by

\[
U_m(t) = A_m \cos \left[ 2\pi \gamma \tau_m t + \varphi_n(t) - \varphi_n(t - \tau_m) \right] \\
= A_m \cos \left[ 2\pi \gamma \tau_m t + \Delta \varphi_n(t, \tau_m) \right],
\]

where \( A_m \) is the signal amplitude.

Figure 3.1. Schematic of the phase noise compensation setup and process.
Our goal is to obtain $\Delta \phi_n(t, \tau_m)$ which contains the effects of the laser phase noise. This can be achieved by applying a Hilbert Transform (HT) to extract the phase of the beat signal in Equation (3.1) and then subtracting the known term $2\pi y \tau_m t$. An accurate phase extraction by HT requires the positive-frequency and negative-frequency lobes in the double-sided spectrum of the beat signal not to overlap, i.e. the central frequency $2\pi y \tau_m$ should be larger than the spectral peak broadening due to $\Delta \phi_n(t, \tau_m)$. This suggests that to improve the HT accuracy, we prefer a large monitor MZI delay $\tau_m$ that separates the two lobes far away and a small laser chirp nonlinearity that does not broaden the spectral peak across the zero frequency. This is the reason why an ILC pre-distortion process is necessary to reduce the systematic nonlinearity before the phase noise compensation process since the initial systematic nonlinearity is typically much larger than the random nonlinearity and can degrade the HT phase extraction accuracy.

Similar to Equation (3.1), for the LiDAR MZI with an unknown object round-trip time $\tau$ and Doppler shift $f_D$, the beat signal is

$$U(t) = A \cos \left[ 2\pi \left( y \tau + f_D \right) t + \phi_n(t) - \phi_n(t - \tau) \right]$$

$$= A \cos \left[ 2\pi \left( y \tau + f_D \right) t + \Delta \phi_n(t, \tau) \right].$$

(3.2)

If the phase noise $\Delta \phi_n(t, \tau) = \phi_n(t) - \phi_n(t - \tau)$ can be computed from the measured monitor MZI phase noise $\Delta \phi_n(t, \tau_m) = \phi_n(t) - \phi_n(t - \tau_m)$, the laser phase noise effects can be fully canceled out from Equation (3.2). Unfortunately, the laser phase noise $\phi_n(t)$ cannot be uniquely solved from $\Delta \phi_n(t, \tau_m)$, therefore $\Delta \phi_n(t, \tau)$ for an arbitrary round-trip time $\tau$ may not be computed unambiguously. However, for some certain values of $\tau$ that are integral multiples of $\tau_m$, i.e. $\tau = k \tau_m$ where $k = 0, 1, 2, \ldots$, the phase noise $\Delta \phi_n(t, k\tau_m)$ can be computed without ambiguity,

$$\Delta \phi_n(t, k\tau_m) = \begin{cases} \sum_{p=0}^{k-1} \Delta \phi_n(t - p\tau_m, \tau_m), & k \geq 1; \\ 0, & k = 0. \end{cases}$$

(3.3)
An arbitrary object round-trip time $\tau$ can be represented by a combination of an integral multiple of $\tau_m$ and a residual delay $\delta \tau$, i.e. $\tau = k\tau_m + \delta \tau$ where $|\delta \tau| \leq \tau_m/2$, and the phase noise can be split into two terms accordingly,

$$\Delta \varphi_n(t, \tau) = \Delta \varphi_n(t, k\tau_m + \delta \tau) = \Delta \varphi_n(t, k\tau_m) + \Delta \varphi_n(t - k\tau_m, \delta \tau), \tag{3.4}$$

where the first term $\Delta \varphi_n(t, k\tau_m)$ is known from the monitor MZI according to Equation (3.3), and the second term $\Delta \varphi_n(t - k\tau_m, \delta \tau)$ is an unknown phase noise term due to a small delay $\delta \tau$. The phase noise in the beat signal $U(t)$ can be partially compensated for by multiplying $\exp[-j\Delta \varphi_n(t, k\tau_m)]$ to $U(t)$ in Equation (3.2) during the signal processing,

$$U_k(t) = U(t) \exp[-j\Delta \varphi_n(t, k\tau_m)]$$

$$= \frac{A}{2} \left\{ \exp[j2\pi(\gamma t + f_o) t + j\Delta \varphi_n(t, \tau)] + \exp[-j2\pi(\gamma t + f_o) t - j\Delta \varphi_n(t, \tau)] \right\} \cdot \exp[-j\Delta \varphi_n(t, k\tau_m)] \tag{3.5}$$

$$= \frac{A}{2} \left\{ \exp[j2\pi(\gamma t + f_o) t + j\Delta \varphi_n(t - k\tau_m, \delta \tau)] + \exp[-j2\pi(\gamma t + f_o) t - 2j\Delta \varphi_n(t, k\tau_m) - j\Delta \varphi_n(t - k\tau_m, \delta \tau)] \right\}.$$  

The processed signal $U_k(t)$ has an asymmetric spectrum with two lobes around frequencies $\pm(\gamma t + f_o)$. The phase noise in the positive lobe is reduced from $\Delta \varphi_n(t, \tau)$ with effects from the entire object round-trip time $\tau$, to $\Delta \varphi_n(t - k\tau_m, \delta \tau)$ with effects only from the residual short delay $\delta \tau$ within the range of $\pm\tau_m/2$. In other words, although the actual object distance is $c\tau/2$, the effective distance for the phase noise is reduced to $c\delta \tau/2$, thus the resolution and signal-to-noise ratio (SNR) of this lobe is significantly enhanced according to Equation (1.5). The phase noise in the negative lobe is approximately doubled resulting in a worse resolution and SNR, but this lobe carries no extra object distance or velocity information thus can be ignored. If an in-phase/quadrature (I/Q) detection system is implemented, there will be no negative lobe in the signal spectrum. A multiplication instead of a resampling process is necessary in order to preserve the Doppler shift information and avoid the computational-heavy interpolation operations.

In practice, there is usually no prior knowledge of the object distance and velocity, thus the exact integer factor $k$ is unknown. Therefore, all of the $k$ values from the set of 0,
1, 2, …, \( K \) are respectively plugged into Equations (3.3) and (3.5), where \( K \) represents the maximum \( k \) value corresponding to the detection range, resulting in a series of processed signals \( U_k(t) \). The effective round-trip time in \( U_k(t) \) is \(|\tau - k\tau_m|\), and the one with \(|\tau - k\tau_m| \leq \tau_m/2\) will have the best resolution and SNR. Figure 3.2 shows an example of a stationary object with a round-trip time \( \tau \) between \( 3\tau_m \) and \( 4\tau_m \). In this example, \( U_4(t) \) will have the best compensation result since the effective round-trip time of the object is the smallest.

![Figure 3.2. Effective round-trip time of a stationary object in the processed beat signals for different \( k \) values.](image)

As discussed above, a large monitor MZI delay \( \tau_m \) helps increase the HT phase extraction accuracy. A large \( \tau_m \) also results in a small \( K \) value, i.e. the number of processed beat signals computed for each measurement, thus reduces the computational cost. However, the maximum effective round-trip time \( \tau_m/2 \) will be large in this case, degrading the phase noise compensation results. In practice, according to Equation (1.5), a \( \tau_m \) around \( 1/2\pi v_{nl,rms} \) may be a good choice, where \( v_{nl,rms} \) is the RMS value of the laser chirp nonlinearity due to the phase noise, so that bandwidth-limited LiDAR resolution can be achieved even with the largest effective round-trip time. If the object distance and velocity can be roughly estimated in advance, the computational cost can be further reduced by narrowing the range of \( k \) values.
The spectra, i.e. Fourier Transforms, of all the processed signals, \( S_k(f) = \text{FT}[U_k(t)] \), are then used to generate a combined spectrum by picking up the maximum value from all the \( S_k(f) \) at each frequency, i.e. \( S(f) = \max\{S_0(f), S_1(f), \ldots, S_K(f)\} \). This maximum operation assures that at each frequency \( f \) the best compensation results among all the \( k \) values is selected. Note that a maximum operation instead of a simple piecewise stitching demonstrated in [20] is necessary in order to ensure the effective delay at any frequency in \( S(f) \) is within \( \pm \tau_m/2 \), since the Doppler effect may shift the spectral peak outside of the \( \pm \gamma \tau_m/2 \) neighborhood around the static beat frequency \( \gamma \tau \). This combined spectrum can then be processed in the same way (for example a peak finding) as a regular beat signal spectrum to extract the distance and velocity of the object.

### 3.2 Experimental results

The proposed phase noise compensation method is tested on the same fiber-based LiDAR system with the commercial DFB laser after the ILC pre-distortion linearization described in section 2.2. The coherent length calculated from the measured DFB laser phase noise is 120 m, meaning the ranging resolution will significantly degrade for objects at a larger than 60 m distance. The monitor MZI and LiDAR MZI beat signals are synchronously recorded by the dual-channel ADC (PXIe-5114, National Instruments) at 250M samples per second. The data processing and instrument control are performed on a laptop computer.

First, a single-mode fiber with 160 m length is used as the LiDAR probe path, and the reflected light from the FC/APC interface at the end of the fiber acts as the object return light. The single-trip optical path length is approximately 240 m according to the refractive index \( n \approx 1.5 \) of the fiber. The monitor MZI has a delay \( \tau_m = 100 \) ns so the maximum effective round-trip time after compensation is 50 ns, corresponding to a 7.5 m single-trip distance. The DFB laser is modulated at a 20 kHz rate with a chirp excursion of 1.46 GHz in the ROI, resulting in a 10.3 cm distance resolution. The distance range is 260 m limited by the ADC sample rate. Figure 3.3 shows the comparison between the beat signal spectrum of the raw LiDAR data and the combined spectrum generated by the
phase noise compensation process. The object peak of the fiber to free-space interface reflection can be clearly observed on the spectrum after compensation, while no obvious peak can be observed on the spectrum of the raw beat signal.

Figure 3.3. FMCW LiDAR beat signal spectra before and after phase noise compensation of an FC/APC fiber to free-space interface at 240 m distance. The plots are artificially offset for clarity.

Next, a combination of fiber and free-space paths is used as the LiDAR probe path. The fiber path is composed of three sections of single-mode fibers with 30 m, 20 m, and 6 m lengths connected by FC/APC connectors, and the corresponding optical path lengths are approximately 44 m, 30 m, and 9 m respectively. The free-space path is 40 m long and ends on a white wall, with a mirror halfway for path folding. The combined single-trip path length is 123 m. A monitor MZI delay $\tau_m = 30$ ns is used in this case for better compensation results so the maximum effective round-trip time after compensation is 15 ns, corresponding to a 2.25 m single-trip distance. The DFB laser is modulated at a 20 kHz rate with a chirp excursion of 2.49 GHz in the ROI, resulting in a 6.0 cm distance resolution and a 150 m range. Figure 3.4 shows the comparison between the beat signal spectrum of the raw LiDAR data and the combined spectrum generated by the phase noise compensation process. Spectral peaks of multiple reflection sources along the light path such as the fiber connectors, the fiber to free-space interface, the mirror scattering,
and the white wall can be observed in the processed spectrum with high resolution. The corresponding peaks in the spectrum of the raw data have significantly lower resolution and SNR.

![Graph showing FMCW LiDAR beat signal spectra before and after phase noise compensation.](image)

Figure 3.4. FMCW LiDAR beat signal spectra before and after phase noise compensation of a light path composed of three sections of single-mode fibers and a free-space path ending at a white wall. The plots are artificially offset for clarity.

3D imaging at long distances is then tested with the phase noise compensation process. The DFB laser modulation configuration is the same as the previous experiment. The laser beam is mechanically scanned by a commercial 2-axis galvanometer mirror system (GVS012, Thorlabs), aiming at an opened door of a room at the end of the 35 m corridor, shown in Figure 3.5 (a). The lateral scan resolution is 100 pixels × 200 pixels. A person is standing in front of the opened door as the object. To demonstrate long-distance operation, a 63 m optical path length fiber is also inserted into the light path so the overall object distance is extended to about 100 m. Figure 3.5 (b) and (c) show the measured 3D point cloud. The outline of the person is captured with high fidelity in the 3D image, while the reflectivity of clothes is higher than the reflectivity of the skin resulting in a higher SNR in the clothes area. The back wall of the room can also be seen in the point cloud. The SNR of the measurement with the 63 m extension fiber is slightly lower due to the higher optical loss of the longer path.
Figure 3.5. (a) Camera image showing the LiDAR light path and field of view (FOV). (b), (c) 3D point clouds measured by the FMCW LiDAR with phase noise compensation of a person standing in front of an opened door. The color of the points represents depth.

The single point and 3D imaging LiDAR experiment results suggest that the proposed post-processing phase noise compensation method is able to extend the LiDAR detection range to hundreds of meters without requiring a narrow-linewidth laser or complex linewidth suppression setup.

4. Conclusions

FMCW LiDAR is a promising 3D imaging technology with special advantages on lower power consumption, lower electronics bandwidth, intrinsic interference prevention, and velocity detection capability. However, the strict requirements on the laser chirp linearity and phase noise often become the bottleneck of simple and low-cost implementation.

In this work, we propose a two-step method for laser chirp linearization and phase noise compensation. The systematic nonlinearity of the laser chirp due to the nonlinear laser dynamics is first compensated for by the ILC pre-distortion process, achieving
bandwidth-limited resolution for objects at a short to medium range (tens of meters). The random nonlinearity, i.e. the laser phase noise, is then compensated for by the post-processing method with the help of a monitor MZI, further extending the bandwidth-limited resolution range to a long distance (hundreds of meters). In the experiments with a commercial DFB laser, a 0.003% relative chirp nonlinearity and 24 m bandwidth-limited resolution range is achieved after the ILC pre-distortion process, and a more than 250 m range is achieved after the phase noise compensation process. The proposed methods are easy to be implemented with only an additional monitor MZI, can be applied on any type of lasers, and have low computational cost. The ILC pre-distortion linearization can even be used alone for short to medium distances without any active control or additional post-processing. We believe the proposed methods open a way to low-cost and high-performance FMCW LiDAR systems.
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