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Abstract

Expanding the Reach of Fuzz Testing

by
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Professor Koushik Sen, Chair

Software bugs remain pervasive in modern software systems. As software becomes increasingly intertwined in all aspects of our lives, the consequences of these bugs become increasingly severe. Since the mid-2010s, several important security vulnerabilities have emerged from basic correctness bugs in software. Modern fuzz testing or fuzzing tools have greatly helped reduce the consequences of these bugs. These fuzzing tools can automatically find inputs revealing bugs in large-scale software. Arming developers with these tools allows them to find bugs more rapidly, before they have significant security impacts.

However, even the most sophisticated modern fuzzing algorithms remain restricted in the software quality problems they solve. Most of the bugs they find automatically are memory mismanagement issues typical of C/C++ programs—like out-of-bounds array reads—and most of these bugs lie in the shallower parsing stages of programs. Further, in spite of the impressive search algorithms underlying modern fuzzing tools, they have only really been applied to this test-input generation problem. This thesis presents several algorithms which adapt fuzzing to new testing domains, and even looks at applying these algorithms to the problem of program synthesis. Taken as a whole, these algorithms provide a view of the promise of modern fuzzing algorithms, and how to alter these algorithms to solve diverse software quality problems.

This thesis finds that three key components of modern fuzzing algorithms must be extended in order to solve broader software quality problems. First, this thesis presents a generalized notion of feedback-directed fuzzing, which can be used to automatically find different types of bugs, including algorithmic complexity bugs, extreme memory allocations, and to target recently-modified code. Second, this thesis explores how well-structured mutations are key to enabling mutational fuzzers to explore deeper program states, and find bugs beyond those in parsers. Finally, this thesis shows that viewing random input generators as a specification of a search space, and adjusting the sampling distribution of these generators automatically, enables effective blackbox validity fuzzing and program synthesis for large APIs.
To my grandfather, who asked not if, but *where*, I would do my PhD.
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Chapter 1

Introduction

Software bugs remain pervasive in modern software systems. As software becomes increasingly intertwined in all aspects of our lives, the consequences of these bugs become increasingly severe. For instance, in the last few years, several important security vulnerabilities have emerged from basic correctness bugs in software [101, 155, 89].

Though not all bugs cause important security vulnerabilities, their overall cost remains high: one estimate puts the cost of dealing with software failures and defects in the United States alone in 2018 at nearly USD$1,540,000,000 [108].

This dissertation explores methods to help developers improve the quality of software before bugs ship into productions and incur these costs. The particular focus is on fuzz testing or fuzzing tools. These tools automatically find bug-inducing inputs in programs; inputs $x$ that, when run on a program $p$, cause the program to crash.

Access to such tools greatly helps reduce the time to find and fix bugs, and thus, reduces the impact of these bugs. As a concrete example, consider a case study of the OpenSSL library [73]. In 2012, a bug was introduced into the library which allowed an attacker to read memory from a server that did not belong to them [144]. This bug, later named Heartbleed, was only discovered in 2014. By that time, it had spread widely, and was exploited to great cost. For instance, it enabled the leak of millions of patient records from the U.S.’s second largest hospital chain [76]. It also forced the Canada Revenue Agency website to shut down for several days [110], but not before over 900 Social Insurance Numbers were leaked from the agency’s website [143].

By contrast, nearly 4 years later, another bug was introduced into OpenSSL. This bug could have allowed an attacker to execute arbitrary code, and was judged as much more severe than Heartbleed [145]. However, there are no widely publicized costs associated with this bug, CVE-2016-6309. This may be in large part because it was discovered one day after its introduction by a modern fuzz testing tool, honggfuzz [174].

The term fuzz testing dates back to Miller et al.’s seminal work from 1990 [135], but has re-emerged as an area of interest following the appearance of the pioneering AFL [185] around 2014. Fuzz testing tools assume the following program setting. There is a program $p$ which runs on some input $x$. For the purposes of this dissertation, differences in the behavior of $p$...
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on different executions should be entirely explained by differences in the input \( x \). That is, the program should be deterministic, single-threaded, and relatively fast-running. In the classical fuzzing domain, the input \( x \) is typically a file—modelled as a sequence of bytes—processed by the program \( p \), but it can also be a more general data structure.

Fuzzing tools then repeatedly run the program \( p \) on inputs \( x \) that are generated via a variety of random search procedures, until an input \( x^* \) is found which induces a bug in \( p \). Typically, these tools identify the presence of a bug via universal correctness oracles — if the program crashes or exits earlier due to an assertion error. The pure random fuzzing introduced by Miller et al. [135] simply created the inputs \( x \) by sampling random sequences of bytes, but modern fuzzing algorithms are much more sophisticated in their input creation methodology. Many modern fuzzing algorithms rely on detailed program feedback to guide the generation of inputs (Chapters 3, 4, 5, 6) or rely on user-provided information about input structure to make the search more targeted (Chapters 6, 7, 8).

Overall, this dissertation presents several methods to make fuzz testing tools more widely applicable and easy-to-use. This dissertation is divided into three main parts, each of which identifies a different key component of modern fuzzing algorithms, and how to generalize this component for different fuzzing goals: new bug domains, deeper program exploration, and applications beyond testing. Chapter 2 provides a discussion of related work, including detailed background of a particular coverage-guided fuzzing algorithm, AFL. The rest of this introduction describes the two modern fuzzing algorithms studied in this dissertation, and the key drawbacks addressed in each subsequent part of the dissertation.

1.1 Coverage-Guided Fuzzing

In the mid-2010s, coverage-guided fuzzing (CGF) emerged as one of the most effective techniques for fuzzing real-world software. Pioneered by AFL [185], CGF has been implemented in several other popular tools including libFuzzer [167] and honggfuzz [174].

Like random fuzzing [135, 133]—which sends many random inputs to the program under test—CGF works by executing a test program with a large number of inputs generated via random search. However, instead of generating totally random inputs from scratch, CGF mutates inputs from a set of saved inputs to derive new inputs. Algorithm 1 walks through the high-level algorithm shared by most implementations of CGF.

The CGF algorithm takes an input an instrumented program \((p)\) and a set of user-provided seed inputs \((S_0)\). Again, typically this program accepts as input a byte-sequence (either via a file or standard input), and thus, each input in \( S_0 \) is modelled as a sequence of bytes.

CGF maintains two global states: (1) \( S \), a set of saved inputs to be mutated by the algorithm, and (2) totalCoverage, which tracks the cumulative coverage of the program on the inputs in \( S \). The instrumented test program \( p \) returns the coverage achieved by the input it is executed on. The forms of coverage most commonly used by CGF are branch coverage, basic block coverage, or basic block transition coverage. \( S \) is initialized to the set of
Algorithm 1 The generic coverage-guided fuzzing algorithm.

Input: an instrumented test program \( p \), a set of initial seed inputs \( S_0 \)
Output: a corpus of automatically generated inputs \( S \)

1: \( S \leftarrow S_0 \)
2: \( totalCoverage \leftarrow initCoverage(S_0) \)
3: repeat  \( ▷ \) Main fuzzing loop
4: for \( input \) in \( S \) do
5:  with probability \( fuzzProb(input) \) do
6:    for \( 1 \leq i \leq numChildren(input) \) do  \( ▷ \) Generate new test input \( input' \)
7:      \( input' \leftarrow mutate(input) \)
8:    coverage \( \leftarrow \) execute\( (p, input') \) \( ▷ \) Run test with \( input' \)
9:    if \( coverage \not\subseteq totalCoverage \) then
10:       \( S \leftarrow S \cup \{input'\} \)  \( ▷ \) Save \( input' \) if it covers new code
11:       \( totalCoverage \leftarrow totalCoverage \cup coverage \)
12: until given time budget expires
13: return \( S \)

user-provided seed inputs (Line 1) and \( totalCoverage \) is initialized to the coverage achieved by those user-provided seed inputs (Line 2).

The main coverage-guided fuzzing loop goes over each input \( input \) in the set of inputs \( S \). With some probability determined by an implementation-specific heuristic function \( fuzzProb \), CGF decides whether to mutate the input \( input \) or not (Line 5). If \( input \) is selected for mutation, CGF decides on how many mutant inputs to generate from \( input \) via another heuristic function \( numChildren \) (Line 6).

Then, \( numChildren(input) \) times, CGF randomly mutates \( input \) to generate a mutant \( input' \). A random mutation typically involve choosing a random set of bytes in the inputs and performing a mutation operation there, like: bit flipping, byte flipping, incrementing and decrementing integer values, or replacing bytes with “interesting” integer values (0, \( MAX_{INT} \)). CGF executes the program with the newly generated input and collects the coverage of the input in the temporary variable \( coverage \) (Line 8). If the observed coverage contains some previously-unseen coverage points (Line 9), the new input \( input' \) is saved to the set of inputs \( S \) (Line 10). This \( input' \) can now be mutated during a future iteration of the fuzzing loop. The process repeats until the time budget expires.

1.1.1 Drawback: Fixed Testing Goal

Coverage-guided fuzzing tools were conceived as catch-all security auditing tools, to automatically find input-dependent crashes in the program under test. For this broad testing goal, where the location of a bug is unknown, increased coverage is a reasonable testing signal under which to save inputs. The logic is that this encourages broad exploration of paths
through the program, and that exercising all paths in a program should reveal any bugs in the program.

However, not all bugs are uniformly distributed throughout the program under test, and furthermore, certain bugs are not revealed by branch coverage alone. For instance, a security auditor may know that bugs in a particular program component are likely to be more severe, and want to direct input generation to exercise that component. Or, if an input causes a negative data value to flow into the argument of a memory allocation, the program under test may use an unreasonable amount of memory, even if the coverage of the program under test is not abnormal for that input.

Unfortunately, the notion of interesting inputs being those that increase branch coverage is generally quite tightly integrated into coverage-guided fuzzing tools, and so, these testing goals cannot be achieved. Chapters 3 and 4 address this drawback directly. Chapter 3 introduces a multi-objective feedback-directed fuzzing algorithm and shows that this algorithm can be used to effectively find inputs with pathological performance behavior. Chapter 4 further generalizes this feedback-directed fuzzing algorithm, and introduces a framework that allows for easier customization of the testing goal.

1.1.2 Drawback: Malformed Inputs

Part of the success of random testing methods, including random fuzzing, comes from the fact that these methods produce inputs outside of the input space the software developer has reasoned about. As such, random testing quickly reveals the program’s behavior in exceptional—and often buggy—circumstances.

Coverage-guided fuzzing builds on this intuition as well, with a twist. By generating inputs via small mutations to existing inputs, it can better ensure that the inputs still get to some interesting program state (by relying on reasonable inputs to start with), while still exploring corner cases (revealed via the small mutations of the input). This means that the inputs generated by CGF find deeper corner cases in input validation than an approach that relies on purely random sequences of characters as input.

However, the byte-level mutations applied by CGF are still likely to generate inputs that are, overall, malformed. This is great to stress test parsers, but means that it is very difficult for coverage-guided fuzzing to consistently generate inputs that pass the validation checks of a program and explore its core logic. Chapters 5 and 6 address this drawback. In particular, Chapter 5 describes a mutation masking approach that enables CGF to explore the program under test more deeply without any additional input from the user. Chapter 6 presents an approach that can explore the core logic of programs even better, but relies on a user-written generator to perform high-level mutations during coverage-guided fuzzing.
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# Generate a (possibly negated) integer as a string
def generate_unexpr():
    val = str(random.integer())
    if random.boolean():
        val += "-" + val
    return val

# Generate a binary expression
def generate_binexpr():
    lhs = generate_expr()
    op = random.choice(["-", "+", "/", "*"])
    rhs = generate_expr()
    return lhs + op + rhs

# Generate a (possibly parenthesized) expression
def generate_expr():
    if random.boolean():
        expr = generate_binexpr()
    else:
        expr = generate_unexpr()
    if random.boolean():
        expr = "(" + expr + ")"
    return expr

Figure 1.1: Generator of expressions in a simple calculator language.

1.2 Generator-Based Fuzzing

Coverage-guided fuzzing relies heavily on feedback from the program’s execution in its input generation strategy because it has so little information about the structure of inputs to the program under test. When information about input structure is available, the input generation strategy can be made much more effective.

This is the key of the effectiveness of generator-based fuzzing (also called property-based testing [58]). The core idea is to create new inputs by repeatedly calling a (typically, user-written) generator. This generator is a non-deterministic function, which, each time it is called, returns a random input in a given search space. An example generator is given in Figure 1.1: each time `generate_expr` is called, it returns an input in a simple calculator language, e.g. “14”, “(3) + 119”, or “(87+\(12\))−(467/234\times2))”.

Given a generator like that in Figure 1.1, the fuzzing process is quite straightforward. Given a program \(p\), repeatedly call the generator to generate an input \(x\). As in coverage-guided fuzzing, run \(p\) on \(x\) to observe whether \(x\) induces a bug (i.e., a crash or assertion failure).
While the generator in Figure 1.1 still generates byte-sequence inputs, one can easily write similar generators for data structures. The term property-based testing, introduced by QuickCheck for Haskell \[58\], is used to refer to generator-based fuzzing in a more unit testing context. There, the program \( p(x) \) takes in inputs of a type \( \mathcal{X} \) and should encode a property \( P(x) \Rightarrow Q(x) \) to be tested. For some types \( \mathcal{X} \), a generator can be derived automatically from the type definition. By generating many inputs \( x \in \mathcal{X} \) and running them through \( p \), the developer can approximately check that the property \( \forall x, P(x) \Rightarrow Q(x) \) holds.

1.2.1 Drawback: Coupling of Distribution and Search Space

The key drawback of generator-based fuzzing emerges when the domain of the generator does not closely match the space of “interesting” inputs for the program under test. In particular, if the program encodes a property \( P(x) \Rightarrow Q(x) \), and very few inputs \( x \) generated by the generator satisfy \( P(x) \), then most of the runs of the program under test are simply validating the case in which the property is vacuously true.

For example, for the generator of expression in Figure 1.1, suppose the developer wants to validate that in the presence of a division by zero, an exception is thrown before the evaluation of a division by zero. So \( P(x) \) is true for inputs \( x \) which contain a division by zero. But many of the inputs sampled from the generator in Figure 1.1 will not include division by zero. The developer could spend some time tuning the generator in Figure 1.1 to increase the probability of generating inputs with a division by zero, for example, by forcing more generation of division expressions with the denominator as the integer literal 0. Requiring the developer to conduct this tuning comes with its own set of challenges. First, of course, tuning a generator so that most of the inputs \( x \) it generates satisfies \( P(x) \) is a significantly more complex task than writing a simple generator of inputs. Second, as a human tries to tune the generator to a smaller input space, they may prune the space of inputs generated unnecessarily. There are many ways to write an expression that has a division by zero, e.g. “\( 4/(6-3*2) \)”. If the developer did the simple “add more divisions by 0” tuning described above, they may prevent the generation of such expressions. The problem gets worse as the input space becomes more complex, e.g. inputs in a programming language.

The core problem here is that a generator is a specification of a search space (the domain of inputs \( x \) which can be generated by some path through the generator) paired with a probability distribution over that search space (the probability of any particular path being taken through the generator). If we could simply adjust the probability distribution from which inputs are drawn, we could automatically adapt a generic generator to a particular \( P(x) \) without requiring the user to think about distributions. Chapter 6 discusses a method to increase the number of valid inputs generated by indirectly adjusting these probability distributions via coverage-guided fuzzing. Chapter 7 presents a reinforcement learning approach to tune these distributions more directly. Finally, Chapter 8 shows how this same abstraction—splitting the generator of elements from the distribution from which those elements are drawn—can be used for program synthesis.
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Background and Related Work

In this section, we first provide additional background on AFL [185], and then discuss the numerous fuzz testing and input-generation tools related to the work in this dissertation.

The discussion of related work focuses on those which are the most pertinent to this work in this dissertation. Some survey papers provide additional context. Valentin et al. present a unified model of fuzzing—blackbox, greybox and whitebox—, as well as a genealogy of significant fuzzers up to 2019 [127]. The model of coverage-guided fuzzing in this dissertation is less overarching, but instead focuses on the core components that must be altered for different testing goals. Godefroid’s 2020 review overview the field at a higher-level, highlighting the differences between different branches of fuzzing, rather than unifying them in a single model [79]. Klees et al. discuss some of the common issues in evaluating different fuzzers, and how to build more consistent baselines [106].

2.1 American Fuzzy Lop (AFL)

American Fuzzy Lop, or AFL [185], was the first tool to introduce the coverage-guided fuzzing algorithm, which we discussed previously.

A number of the algorithms presented in this dissertation (Chapters 3, 4, 5) are implemented directly on top of AFL. For context of the implementation details of these algorithms, we detail the way in which AFL implements the abstract coverage-guided fuzzing algorithm introduced in Algorithm 1. The main implementation-specific points are: (1) how coverage is gathered, (2) how inputs are selected for mutation (FuzzProb in Line 5), (3) how many mutants are produced (Line 6), and (4) how mutations are performed (Line 7).

AFL Coverage Calculation  The notion of coverage collected by AFL (coverage in Line 8 of Algorithm 1) while the program under test executes, and its use in the fuzzing loop, is one of AFL’s key innovations.

In order to collect coverage information efficiently, AFL inserts instrumentation into the program under test. To track coverage, it first associates each basic block with a random
number via compile-time instrumentation. The random number is treated as the unique ID of the basic block. The basic block IDs are then used to generate unique IDs for the transitions between pairs of basic blocks. In particular, for a transition from basic block $A$ to $B$, AFL uses the IDs of each basic block—$ID(A)$ and $ID(B)$, respectively—to define the ID of the transition, $ID(A \rightarrow B)$, as follows:

$$ID(A \rightarrow B) \triangleq (ID(A) \gg 1) \oplus ID(B).$$

Where $\oplus$ designates bitwise exclusive or (xor). Right-shifting ($\gg$) the basic block ID of the transition start block ($A$) ensures that the transition from $A$ to $B$ has a different ID from the transition from $B$ to $A$. In this dissertation, in particular in Chapter 5, we associate the notion of basic block transition with that of a branch in the program, unless stated otherwise.

The coverage of the program under test on a given input is collected as a set of pairs of the form ($branch ID$, $branch hits$). If a ($branch ID$, $branch hits$) pair is present in the coverage set, it denotes that during the execution of the program on the input, the branch with ID $branch ID$ was exercised $branch hits$ number of times. The branch hits are simplified into one of 8 buckets: hit 1 time, 2 times, 3 times, 4–7 times, 8–15 times, 16–31 times, 32–127 times, or 128–255 times. AFL calls this set of pairs the “path” of an input. AFL says that an input achieves new coverage if it discovers a new ($branch ID$, $branch hits$) pair.

Choosing which input to mutate. In Line 5 of Algorithm 1, an input is selected from the set of saved inputs for mutation with a probability $fuzzProb$. To compute this, AFL first determines a set of favored inputs. AFL assigns a $fuzzProb$ of 100% to favored inputs that have not yet been mutated, and 1% to non-favored or already-mutated inputs. If the set of favored inputs is empty, it relaxes this a little, assigning 25% chance of mutating not already-mutated inputs, and a 5% chance of mutating already-mutated inputs.

The notion of favored input is crucial in this computation. AFL creates this set in a greedy manner. For each $branch ID$ that has been covered, it finds the input with the smallest product of execution time and input length. This input is the winner for that $branch ID$. AFL assigns a winner as favored if it also covers a $branch ID$ that had not been seen in the previous fuzzing iteration.

Choosing the number of mutants and mutating inputs. In the abstract CGF algorithm we separated the process of choosing the number of mutants to produce (Line 6) from the mutation process (Line 7). In AFL, these components are tightly intertwined. AFL’s mutation strategies assume the input to the program under test is a sequence of bytes, and can be treated as such during mutation. AFL mutates inputs in two main stages: the deterministic stages and the havoc stage.

All the deterministic mutation stages operate by traversing the input under mutation and applying a mutation at each position in this input. These mutations include bit flipping, byte flipping, arithmetic increment and decrement of integer values, replacing of bytes with “interesting” integer values (0, $MAX\_INT$), etc. The number of mutated inputs produced in each
Algorithm 2 “Havoc” mutations in AFL.

1: procedure MUTATEHAVOC(Prog, input)
2: numMutations ← RANDOMBETWEEN(1,256)
3: newinput ← input
4: for 0 ≤ i < numMutations do
5: mutation ← RANDOMMUTATIONTYPE
6: position ← RANDOMBETWEEN(0, |newinput|)
7: newinput ← MUTATE(newinput, mutation, position)

of these stages is governed by the length of the input being mutated. So, if the deterministic mutation stages are not skipped, part of numChildren is simply a linear function of the input length.

On the other hand, the havoc stage works by applying a sequence of random mutations to the input being mutated to produce a new input. Algorithm 2 shows this process. Several mutations are repeatedly applied to the original input (Line 7) before running it through the program. The type of mutation that can be applied includes all the mutations that can be applied in the deterministic stages.

The number of total havoc-mutated inputs to be produced is determined by a performance score, which is the non-input-length dependent part of numChildren. This performance score is higher for inputs with (a) faster execution times, (b) higher average coverage, (c) which have been more recently added to the saved input set, and (d) which have been discovered “deeper” in the fuzzing process (a mutant of a seed input has depth 1, a mutant of that mutant has depth 2, etc.).

Finally, AFL also includes a crossover-like mutation phase (called splicing) which combines sequences of the parent input with sequences of other saved inputs. None of algorithms discussed in this dissertation alter this stage of mutation.

Trimming Inputs Not illustrated in Algorithm 1 is an additional trimming stage before inputs are mutated. For additional efficiency, inputs are trimmed with an approximate delta-debugging method [191], which tries to reduce the size of inputs as much as possible while ensuring they cover the same “path” (the set of (branch ID, branch hits) pairs).

2.2 Random and Mutational Fuzzers

The term fuzz was introduced by Miller et al.’s seminal work on randomized testing of UNIX utilities [135]. After observing that random characters caused by rain on dial-up phone lines could cause remote command-line utilities to crash, Miller et al. developed the fuzz tool. This tool stress-tests command line utilities by repeatedly sending random sequences of characters as input to these utilities. This original work also included the ptyjig tool, essentially a generator-based fuzzer for interactive utilities.
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This study found that numerous popular utilities—including bc, emacs, ftp, telnet, and vi—could be crashed with inputs generated by this pure random fuzzing. The study was revisited five years later [136], and though fewer UNIX utilities could be caused to crash with this random fuzzing, many of the bugs were still present, and more than half of X-Windows utilities could be crashed with the process. Subsequent studies on Windows NT GUI applications [72] and Mac OS utilities and GUI applications [134] found similar results. Finally, a 2020 study found that this method was still effective at finding crashes, showing the persistent prevalence of pointer and array-related bugs in C/C++ code [133].

A step more sophisticated than these pure random fuzzers are mutational fuzzers, which generate inputs by mutating some seed inputs, but without the genetic-algorithm-like loop introduced by AFL. Traditional blackbox mutational fuzzers such as zzuf [95] mutate user-provided seed inputs according to a mutation ratio, which may need to be adjusted to the program under test. BFF [100] and SymFuzz [53] adapt this parameter automatically. BFF measures the crash density—the proportion of generated inputs that cause crashes—for different mutation ratios, and adjusts the mutation ratio accordingly. SymFuzz conducts the heavier duty strategy of input-bit dependence inference to adapt the mutation ratio to the program under test.

Radamsa is a modern mutational fuzzer which has found numerous CVEs in sophisticated software components such as Chrome, Mozilla Firefox, Adobe Reader and CISCO WebVPN [29]. One of its appeals is its very simple command line interface, which is in part due to its black-box nature. Unlike traditional mutational fuzzers, it has some sophistication in its mutation techniques, i.e. it can recognize parts of inputs that look like numbers and mutate them as numbers rather than treating them as random bytes.

2.3 Coverage-Guided Fuzzers

Coverage-guided fuzzing piqued the interest of the practitioner and academic community after the publication of some impressive results on the part of AFL, which we have already discussed extensively. Particularly impressive results include the automatic discovery of JPEG structure [187] and the shellshock bug [186].

Several other industrial coverage-guided fuzzers were built after this. First is libFuzzer [167], integrated into the LLVM-based clang compiler [113] toolchain. The underlying input-generation method is fairly similar to AFL; a notable difference is that only one mutant is generated per parent (i.e. NUMCHILDREN in Line 6 of Algorithm 1 always returns 1) and that the search terminates after the discovery of any crash. Unlike AFL, which operates by repeatedly calling a compiled external program under test, libFuzzer is in-process, meaning it repeatedly runs a single test driver function. This test driver takes in a sequence of bytes and the length of that sequence as input. In order to run libFuzzer properly, the test driver should be side-effect free, not leak memory, etc., so that it can be invoked hundreds of thousands of time. Unlike AFL whose feedback instrumentation is fixed, libFuzzer provides hooks that allow users to inject extra instrumentation at basic blocks and comparison operations.
Another notable coverage-guided fuzzer is honggfuzz [174]. It supports the same test driver abstraction as libFuzzer. The distinguishing feature of honggfuzz is its high-performance aspect: it supports multi-process and multi-threaded fuzzing out-of-the-box, as opposed to requiring the launch of multiple fuzzing runs. It is the fuzzer that found the notable critical security vulnerability in OpenSSL mentioned in the introduction [145].

AFLFast [46] is the seminal work on improving coverage-guided fuzzing in academia. It presents a Markov Chain model of the fuzzing process, and the hypothesis that inputs which exercise low-frequency paths—coverage sets exercised by very few fuzzer-generated inputs—are more likely to produce inputs finding new coverage in the program under test. It built from this model several improvements to the numChildren, that caused relatively larger emphasis on the havoc mutation stages of inputs exercising rare paths. This led to large increases in coverage and decreases in time to reveal bugs compared to AFL, and inspired improvements of some of AFL’s default heuristics [188].

VUzzer [161] adds several smarter data-flow and control-flow analyses to the coverage-guided fuzzing process. In a pre-fuzzing static analysis stage, VUzzer identifies basic blocks containing error handling code, in order to de-prioritize them during fuzzing, as well as deeply nested basic blocks, in order to prioritize them during fuzzing. VUzzer also uses taint analysis to improve its mutation strategies, for example to determine which input bytes are used in direct comparisons, as well as the values they are directly compared against. Thus it can more easily get through “hard” comparisons, as discussed in Chapter 4. VUzzer re-implements the whole coverage-guided fuzzing loop rather than building on top of e.g. AFL or libFuzzer.

Steelix [117] is another coverage-guided fuzzer built on top of AFL, whose goal is to better get through hard comparisons. It relies on extra instrumentation to detect whether progress is made in a multi-byte equality comparison, i.e. one byte matches in a multi-byte comparison. When it notices this, it runs an adaptive mutation phase, exhaustively checking all byte values for the adjacent bytes to the matched byte, and continuing this process until no more adjacent bytes can be made to match. This is similar to the cmp fuzzer discussed in Section 4.4.2 but with more targeted mutations. pFuzzer [129] leverages unsatisfied byte-level comparisons in order to extract the byte that must be present at the last position of an input to get through the comparison, especially well-suited to fuzzing recursive descent parsers.

Angora [54] also improves on AFL using taint-tracking and a gradient descent methodology. It uses the LLVM instrumentation framework to track which input bytes flow into different path constraints, and in order to try and get through those constraints, restricts its mutations accordingly. Angora treats each predicate in a path constraint as a blackbox function \( f(x) \) over the part of the input \( x \) that flows into the predicate. It slightly modifies the \( x \) and, with the results of this mutant, uses the finite difference method to approximate the gradient of \( f(x) \) to guide its search. In addition to this, Angora also tries to infer the type of different byte sequences (i.e. are these four bytes used as an integer). And, instead of simply looking at increased branch coverage as AFL does, it adds a notion of context: the coverage point includes not only the branch, but also a hash of the call stack when that branch was taken.

Matryoshka [55] adopts some of Angora’s taint-tracking and gradient-descent strategies, but targets the generation of inputs that satisfy highly-nested conditional statements. Given
a target condition, it first identifies the set of conditions that dominate it, as well as the
data flow of input bytes to these conditions. Then it uses a variety of mutation masking
procedures, and combining inputs that satisfy individual conditions, to create inputs that
satisfy the highly-nested condition.

MOPT [126] alters the order in which different AFL mutation stages are applied, and
whether they are applied at all. In particular, it allows for the scheduling of each different
deterministic mutation stage, as well as the havoc and splicing (crossover) stage. It models
each of these mutation stages as a particle moving in a probability space. Then it uses
Particle Swarm Optimization to try and maximize the efficiency of mutation, i.e. keep the
mutation stages which resulted in most inputs with new coverage.

RedQueen [32] uses a more lightweight approach to get through hard branches. It
identifies correspondences between the input and the program state by simple equality; are
there data strings in the program that are exact subsequences of the input. It instruments
comparison operators to get this data for direct equality conditions. It can then patch the
corresponding input data to get through the equality conditions. It uses a similar approach
to get through checksums: first by identifying computations that look like checksums, and
patching inputs with the checksum-computed values.

ProFuzzer [183] aims to recover some structural information from seed inputs in order to
improve the performance of fuzzing. For each byte in the seed inputs, it generate mutants
with each different possible value of the byte. Based on the changes in coverage caused by
the mutation, it determines a category for the byte, e.g.: is it a constant, is it used in a loop
count, is it an offset, a size. Then it groups together sequential bytes of the same category,
and performs more relevant mutations based on the category.

Entropic [44] leverages the model of software testing as species discovery [43] to improve
the heuristics, in particular FUZZPROB in Line 5 of Algorithm [1] of libFuzzer. It introduces
the notion of local Shannon’s Entropy for a seed $t$ — essentially a score of how likely mutants
of $t$ are to discover new branches. Then, FUZZPROB is proportional to a Bayesian estimator
of this entropy metric, over low-frequency branches. Due to consistent improvements in
coverage achieved and reductions in time to expose bugs, this implementation of FUZZPROB
was incorporated into mainstream libFuzzer.

AFL++ [71] has been developed to integrate many of the innovations discussed above
into one single fuzzer. It includes AFLFast’s energy schedules, REDQUEEN’s input-to-state
replacement, MOPT’s mutation scheduling, amongst others. It also provides an API to more
easily customize the underlying fuzzer’s input generation strategies. As of September 2020, it
was the fuzzer with the highest overall score as per Google’s FuzzBench project [175].

An alternative to a single mega-fuzzer is to combine multiple fuzzers in parallel. EnFuzz [55]
found that an ensemble fuzzer that shared saved inputs between multiple different fuzzers
generally achieved higher coverage and bug-finding ability compared to the sum of its parts.
2.4 Specialized Feedback-Directed Fuzzers

As will be discussed in Chapter 4, there has been interest in using the high-level coverage-directed fuzzing algorithm for different specialized use cases beyond general increased coverage of command-line utilities.

AFLGo [45] is a directed fuzzing tool, which aims to generate inputs hitting a set of targets, each of which is a line in a file. It uses call graphs obtained from whole-program static analysis to compute the distances of between basic blocks, and gives positive feedback to inputs that reduce this distance. Wüstholz and Christakis propose a directed fuzzing tool for smart contracts, BRAN [180]. Instead of conducting a whole-program static analysis, it conducts online static analysis to determine the smallest no-target-ahead prefix of an input’s path—assuming that input does not exercise the target. It uses information about the rarity of these prefixes to influence NUMCHILDREN, and emphasize the mutation of inputs which have a rare no-target-ahead path.

Ijon [31] allows security analysts to insert feedback statements into the program under test, much like the approach described in Chapter 4. The feedback statements are at a different level, however. They allow the developer to increment/decrement/maximize feedback keys, as in Chapter 4, but also to enable and disable coverage feedback in different parts of the program, and also provide an explicit notion of state feedback.

SlowFuzz [157], built on top of libFuzzer, aims to find inputs showing algorithmic complexity vulnerabilities. The main idea is to create inputs with longer path lengths through the program by saving inputs with longer path lengths, and adapting the mutation strategy to locations that result in longer paths. Chapter 3 contrasts this approach with PerfFuzz.

Nezha is a differential fuzzing tool [156] which fuzzes multiple programs at the same time on one input and tries to maximize the difference in their behavior on that input. In particular, Nezha introduces the concept of $\delta$-diversity and uses this to force the generation of inputs showing different behaviors in the program under test. It prioritizes the inputs which have radically different paths through the programs compared to their parents, as well as the outputs. This allows for faster discovery of inputs which illustrate semantic differences between the programs—most likely bugs. DifFuzz [140] also looks at running multiple versions of a program on a same input, but in order to find side-channel vulnerabilities. Essentially, the input being mutated consists of a public input as well as two distinct secrets. Then DifFuzz prioritizes inputs which increase the difference in execution cost between the runs of the program under the two secrets.

Memlock [178] aims to find memory consumption crashes, vulnerabilities, and memory leaks. It uses an approach similar to that described in Chapter 3 to accomplish this, but it instruments memory allocation and deallocation statements in order to build a perfmap mapping allocations locations to the amount of memory allocated there. MemFuzz [61] saves inputs that read/write new values to input-dependent memory addresses; this allows it to find new bugs compared to AFL.

Lauefer et al. [109] use validity feedback in order to fuzz circuits that have constrained interfaces. This validity feedback is similar to that described in Chapter 6. Harvey [179]
is a greybox fuzzer optimized for smart contracts. It adds feedback that guides it through conditional statements, by translating conditional statements to linear expressions and trying to minimize those expressions. It also detects branches that require more than one transaction, and uses this bound the transaction sequences it explores. When exploring sequences of length more than 1, it only prioritizes increased coverage of the last transaction in the sequence.

Bugariu et al. build a fuzzer to test implementations of abstract domains [49] by building specialized oracles for static analysis bugs. Each of these oracles is encoded as a test-driver, which also encodes the generation of inputs in a given abstract interpretation domain. A coverage-guided backend controls the generation of these inputs. In some ways, this can be seen as a specialized guided generator-based fuzzer, although the inputs are captured as a sequence of operations in the abstract interpretation domain.

2.5 Structure-Aware and Generator-Based Fuzzers

There is a rich history of randomized testing methods that leverage specifications of input structure in order to generate inputs. At some level, most of these fall under the abstraction of generator-based fuzzing, but there are many different branches of generator-based fuzzing, and ways to utilize structural information in the production of inputs.

Generator-based fuzzing, also called property-based testing, which was discussed in the introduction, was first popularized by QuickCheck [58]. It allows users to quickly check a property of the form $P(x) \Rightarrow Q(x)$ over a domain of inputs $\mathcal{X}$. In particular, given a user-defined test driver implementing $P(x) \Rightarrow Q(x)$ with a generator of inputs $x \in \mathcal{X}$, QuickCheck will execute $P(x) \Rightarrow Q(x)$ on many inputs $x$. This gives an approximate check of $\forall x \in \mathcal{X}, P(x) \Rightarrow Q(x)$. The method has grown in popularity thanks to implementations in many different languages [14, 13, 18, 19, 151], including prominent languages such as Python [15], JavaScript [16], and Java [98].

UDITA [78] allows developers to write random input generators in a QuickCheck-like language. UDITA then performs bounded-exhaustive enumeration of the paths through the generators, along with several optimizations. Targeted property-testing [123, 124] guides input generators used in property testing towards a user-specified fitness value using techniques such as hill climbing and simulated annealing. GödelTest [67] attempts to satisfy user-specified properties on inputs. It performs a meta-heuristic search for stochastic models that are used to sample random inputs from a generator, similar to the guides discussed in Part [11].

One problem with traditional property-based testing is when few of the generator-generated inputs satisfy $P(x)$. One way to solve this problem is to do whitebox analysis [81, 47, 78] of the generator and/or the implementations of $P(x)$ and $Q(x)$. A constraint solver can be used to generate inputs $x \in \mathcal{X}$ that are guaranteed to satisfy $P(x)$, which also exercise different code paths within the implementation of $Q(x)$ [162]. Another approach is to collect code coverage during test execution [112]. This information can be used in an evolutionary algorithm to generate inputs that are likely to satisfy $P(x)$, while optimizing to increase code coverage through
Chapter 6 presents a similar code-coverage-based approach; a blackbox approach is discussed in Chapter 7.

Grammar-based fuzzing \cite{130, 170, 62, 40} techniques rely on context-free grammar specifications to generate structured inputs. Godefroid et al. \cite{80} use grammars to build symbolic constraints at the level of grammar elements, resulting in much higher coverage of the programs under test than regular symbolic execution (discussed in the next subsection). LangFuzz \cite{97} generates random programs using a grammar and by recombining code fragments from a codebase, a mixture of generational and mutational fuzzing. The PEACH fuzzer \cite{17} allows for more effective fuzzing of programs expecting structured inputs by randomly sampling inputs according to complex models of common file formats.

CSmith \cite{181} generates random C programs for differential testing of C compilers. The generator of these programs is highly optimized to prevent the generation of C programs with undefined behavior, though it requires heavy duty dynamic checks to prevent all unsafe programs from being generated. YARPGen \cite{122}, yet another random generator of C and C++ programs, does not rely on these dynamic checks. It carefully separates variables into different categories (read-only, write-only, read-write). Then it interleaves a type-checking static analysis with the generation process. This analysis is bottom-up, identifying sub-expressions with undefined behavior and mutating them to remove the undefined behavior.

Sulley \cite{28} and BooFuzz \cite{154} allow users to effectively fuzz protocols, based on specifications of those protocols. These specifications must be user-provided. LZFuzz \cite{48} tries to automatically learn some of the structure of inputs for unknown protocols. It uses an adapted compression algorithm to identify blocks in the inputs, and leverages this learned structure for fuzzing.

Several approaches have also looked at leveraging input structures to improve the performance of coverage-guided fuzzing. For instance, libprotobuf-mutator \cite{168} extracts high-level mutation operations from protocol buffer specifications of inputs. AFLSmart \cite{158} uses PEACH specifications of inputs to get higher-level mutation operators, as well as validity feedback to guide CGF to generating inputs that fully parse.

Superion \cite{176} uses grammars to enhance the mutation strategies of AFL—including a LangFuzz-like strategy—and add a structured trimming (i.e. minimization) phase that works on the AST level. Nautilus \cite{30} also enhances coverage-guided fuzzing with grammars. It leverages the grammar to (1) generate inputs from scratch which cover diverse aspects of the grammar; (2) minimize inputs; (3) mutate inputs at the AST level. It introduces 4 different AST-based mutation strategies as well as retaining some AFL mutations on the leaves.

Another direction is to learn some version of the input structure, rather than assume the user provides a specification of input structure. LZFuzz \cite{48}, which we already discussed, does this for network protocols. GRIMOIRE \cite{41} learns something close to a context-free grammar while fuzzing inputs. Essentially it learns a single-level hierarchy grammar, by figuring out which parts of the input can be modified while still maintaining the newly-discovered branch which made the input interesting to save. DIFUZE \cite{63} infers device driver interfaces from a running kernel to bootstrap subsequent structured fuzzing. Learn&Fuzz \cite{83} uses a sequence-to-sequence model to learn PDF objects, then leverages this model to generate new
PDF documents with different objects. Interestingly, this model-based approach resulted in lower overall coverage, likely due to AFL’s coverage of error states.

There are also some recent works that focus more on the grammar learning rather than fuzzing. Glade [37] uses an iterative approach and repeated calls to an oracle to learn a context-free grammar for a set of inputs. The first phase of this learning generalizes each input as a regular expression; a second phase merges learned substructures of the regular expression. The learned grammars are not meant to be human-readable, but can be used to sample inputs for fuzzing.

Others approaches use whitebox or greybox information about the program under test to learn grammars. Lin et al.’s work examines execution traces in order to reconstruct program input grammars [120, 119]. AutoGram [99] tracks input flows into variables, and uses this dataflow information to learn a well-labeled grammar. Mimid [87] goes a step further, tracking the control-flow nodes in which input characters are accessed. It directly maps this control-flow structure to the grammar structure, and takes advantage of function names in order to sensibly label nonterminals.

2.6 Other Approaches to Automated Testing

The core idea behind symbolic execution [59, 104] is to generate inputs by reasoning about the path constraints of the program under test. A path constraint is the conjunction of logical constraints that must be satisfied for an input to follow a certain path through a program. Advances in SMT solvers have made these methods viable in practice [65, 36, 66].

Traditionally the term symbolic execution is used to refer to methods that collect the whole set of path constraints at the same time. KLEE is the classic example of such a symbolic execution engine [51]. KLEE works by analyzing the execution of inputs at the LLVM bytecode level. Each time it hits a branch statement, it adds the two alternative paths to the state space of the program. To explore the state space efficiently, it uses either random sampling of paths, or tries to explore paths that are more likely to result in increased coverage. One of the big problems with this full exploration is that the space of path constraints grows exponentially in the number of branches; this is called the path explosion problem.

Concolic execution or dynamic symbolic execution [165, 81] works slightly differently. It starts with a concrete input and runs it through the program, collecting the constraint of the path it follows. Then it flips the last branch in that path which has not been fully explored, and generates an input that solves that path constraint. If all branches are flipped eventually, this will ensure full coverage of the program under test. Nonetheless, it still suffers from the aforementioned path explosion problem. MultiSE [166] uses an alternative representation of the search space—value summaries—that enables it to incrementally merge the state space, alleviating some of these problems.

The term whitebox fuzzing [82] generally refers to input-generation techniques that utilize constraint solving to generate inputs, but explore the path constraint space in a more random manner. SAGE [82] is the most well-known whitebox fuzzer. As in concolic execution, it
starts with a concrete path through the program. However, instead of just flipping the last constraint in the path, it tries to flip each constraint individually, generating a new child input for each constraint. Ideally, this process would be repeated for the child inputs, but this too explodes the search space. So SAGE uses the heuristic of prioritizing the expansion of child inputs which result in the largest increase in basic block coverage.

Mayhem’s goal is to find exploitable bugs in program binaries. It switches between a concrete executor client and a symbolic execution server to generate inputs exposing potentially exploitable bugs. The concrete execution side performs dynamic taint tracking, and when it finds a branch condition or jump target which is tainted, it switches control to the symbolic execution side. The idea is that if a jump target is tainted by the input, it could potentially be used maliciously by an attacker to cause a jump to unverified code. The symbolic execution engine then tries to determine whether the branches sent to it from the concrete executor are feasible. In addition to checking path constraints, Mayhem also keeps track of an exploitability formula when hitting tainted jump conditions. If this formula is satisfiable, then the input satisfying it will be an exploit, a distinctive feature of Mayhem.

There has been a recent resurgence of interest in building more scalable symbolic execution engines from the security community. SymCC is a drop-in replacement to the clang or clang++ compiler, which builds concolic execution into the binary. The concept is similar to that in CUTE; during compilation, instructions are added to the binary which, when executed, build up the symbolic constraints. The important point is that this reasoning about building up symbolic path expressions is only conducted at compile time, as opposed to interpreter-based symbolic executors. SymQEMU achieves similar benefits, but without requiring access to the source code of the program under test. They use the Tiny Code Generator (TCG) component of QEMU to do this. In regular QEMU, this component translates the binary to TCG operations before compiling them to the target machine code. During this process, SymQEMU also adds TCG operations that will, when executed, build up the symbolic constraints.

The key advantage of the constraint solver based techniques is that they can easily get through “hard” constraints, a key problem for coverage-guided mutational fuzzers. Several works have looked at integrating symbolic execution and coverage-guided mutational fuzzing to get the best of both worlds. Driller runs coverage-guided fuzzing until it gets “stuck” in certain component, i.e. has not discovered new branches in a certain function for a while. At this point, it invokes concolic execution on the saved inputs for that component. In only tries to flip constraints that have not been previously exercised by a saved input. Munch also orchestrates symbolic execution (KLEE) and AFL. It can run in two hybrid modes. If seed inputs are available, it runs the FS hybrid mode: run AFL for some time, then use KLEE to generate inputs that reach function not reached by AFL. It saves some of the symbolic execution effort by excluding paths to functions explored by AFL already. Otherwise, it runs the SF hybrid mode: start by generating seed inputs via symbolic execution, then run fuzzing.

Before describing QSym, Yun et al. evaluate the actual performance costs of hybrid (symbolic + coverage-guided) fuzzing. They find that the path explosion problem is not the
only bottleneck to performance. In particular, (1) they help reduce the cost of emulation by writing a concolic executor at the x86 instruction level rather than the LLVM IR level; (2) they get rid of some snapshotting since the goal is to use concolic execution to get through a given hard branch; and (3) they reduce the cost of constraint solving by only trying to flip the target branch, rather than trying to keep an exact path prefix. This resulted in the discovery of new bugs in software that had been heavily fuzzed by coverage-guided fuzzing.

Another approach to smarter fuzzing is to find locations in seed inputs related to likely crash locations in the program and focus mutation there. BuzzFuzz [77] starts from a set of seed inputs and runs them through the program. It conducts dynamic taint tracking to figure out which bytes of the input flow into dangerous locations—e.g. the input of a malloc call. Then it creates mutant inputs by setting those bytes to extremal values. Similarly, TaintScope [177] tracks which bytes flow to security-sensitive operations and focuses mutations on these bytes. In addition, it automatically identifies checksums in the program under test, and bypasses these during fuzzing. If an interesting input is found which bypasses these checksums, it uses dynamic symbolic execution to repair the checksum.

Dowser [92] focuses on finding inputs which cause buffer overflows. It identifies locations in the program where buffer overflows may occur, in particular, loops containing pointer dereferences. It then conducts taint-tracking to determine which bytes flow to these target locations. Then it conducts partial dynamic symbolic execution, treating only those bytes that flow to the target locations as symbolic.

While coverage-guided fuzz testing emerged from the security community, the idea of using genetic algorithms for testing has been long explored in the software engineering community [137, 107]. The field of search-based software testing [131, 91, 90, 182] uses optimization techniques such as hill climbing and genetic algorithms to generate inputs that optimize some observable fitness function. These techniques work well when the fitness curve is smooth with respect to changes in the input.

For instance, Sapienz [128] automatically creates test suites for Android applications. It uses proper multi-objective search (i.e. Pareto optimal [93]) to maximize code coverage and number of crashes found while reducing the length of interaction sequences in the test suite. Since the whole test suite is being evolved at a time, the maximization of code coverage is a reasonable approach; coverage-guided fuzzing tools like AFL operate on the single test-case level, and thus must rely on the novelty search approach of saving inputs that find new coverage. Sapienz uses several mutation operators specialized to the Android domain in order to optimize the search.

Finally, another direction in automated testing is to automatically create test cases rather than inputs to a test driver. Randoop [147] and EvoSuite [74] automatically produce JUnit tests for a particular class by incrementally trying and combining sequences of method invocations on the component classes. During the generation of sequence of calls, both Randoop and EvoSuite take some form of feedback into account. For instance, Randoop avoids extending call sequences that led to exceptions. EvoSuite uses a genetic algorithm to evolve a test suite using code coverage as a fitness function.
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Generalized Feedback-Directed Fuzzing
Chapter 3

PerfFuzz: Multi-Objective Performance Fuzzing

Coverage-guided fuzzing tools such as AFL and libFuzzer find a variety of bugs in software. They particularly excel at exposing memory management issues in C/C++, or bugs that can be exposed by the clang sanitizers [21, 22, 23, 24].

This chapter presents a fuzzing algorithm, PerfFuzz, that finds inputs exposing a different type of software issue: performance problems. On top of being difficult to detect and fix [103], performance problems can lead to security vulnerabilities. An algorithmic complexity vulnerability [14, 1, 2, 4, 5, 20] can be leveraged by an attacker to cause denial-of-service (DoS) attacks on a deployed service [3].

There exist a number of techniques to help developers diagnose and fix performance problems [88, 139, 84, 141, 171], but almost all of these techniques require the execution of the program on test inputs. Traditional sources for such inputs include (1) specially hand-crafted performance tests [141, 138], (2) standardized benchmark suites [34, 35, 60], (3) inputs that are commonly encountered in normal program usage (sometimes called representative workloads) [84, 190], or (4) inputs sent by users experiencing performance problems [171]. However, these test inputs may either not expose performance problems, or only be obtainable after some damage has already.

PerfFuzz’s goal is to automatically find inputs exposing performance problems, enabling developers to diagnose and fix these problems before the deployment of software. In particular, PerfFuzz aims to automatically find what we call pathological inputs. Pathological inputs are those inputs which exhibit worst-case algorithmic complexity in different components of the program. For example, a program may use data structures such as hash tables and sorting algorithms such as quicksort. Pathological inputs would be those which, when executed, lead to many collisions in the hash table or many swaps in the sorting routine. Such pathological inputs can be identified as those which, given a fixed input length, maximize the execution count of a particular program component.

In this chapter, we first motivate the algorithm behind PerfFuzz: a fuzzing algorithm to perform multi-objective maximization. Then we present a formal description of the
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1 // Hash-map entry; also a linked list
2 // node, to resolve hash collisions
3 typedef struct entry_t {
4   char* key;
5   int value;
6   struct entry_t* next;
7 } entry;
8
9 // Table of hash-map entries.
10 const int TABLE_SIZE = 1001;
11 entry* hashtable[TABLE_SIZE] = {0};
12
13 // Computes a hash value for a word.
14 unsigned int compute_hash(char* str) {
15   unsigned int hash = 0;
16   for (char* p = str; *p!='\0'; p++) {
17     hash = 31 * hash + (*p);
18   }
19   return hash % TABLE_SIZE;
20 }
21
22 // Increments word count in the hash-map
23 void add_word(char* word) {
24   int bucket = compute_hash(word);
25   entry* e = hashtable[bucket];
26   // find matching entry
27   while (e != NULL) {
28     if (strcmp(e->key, word) == 0) {
29       // increment count
30       e->value ++;
31       return;
32     } else {
33             // traverse linked list
34       e = e->next;
35     }
36   }
37   // If no entry found, create one
38   hashtable[bucket] = new_entry(word, 1, hashtable[bucket]);
39 }

Figure 3.1: Extract from a C program that counts the frequency of words in an input string.

algorithm, highlighting the differences between PerFFuzz and traditional coverage-guided fuzzing. While the formal algorithm works on an abstract notion of “performance feedback”, we implement the algorithm with a focus on finding pathological inputs. We find that the implementation performs better than single-objective performance fuzzing and coverage-guided fuzzing in terms of finding pathological inputs and algorithmic complexity issues.

The next chapter revisits the more general algorithm, and provides a framework to enable users to utilize it to achieve their own domain-specific testing goals.

3.1 Motivation

The C program in Figure 3.1 is a simplified version of wF [6], a simple word frequency counting tool packaged in the Fedora 27 RPM repository. The main program driver (omitted for brevity) splits its input string into words at whitespaces and counts how many times each word occurs in the input. To map words to integer counts, the program uses a simple hashtable (defined at Line 11) with a fixed number of buckets. Each bucket is a linked list of entries holding counts for distinct words that hash to the same bucket. As each word is scanned from the input, the program invokes the add_word function (Lines 22-41). This function first computes a hash value for that word—implemented in compute_hash (Lines 14-20)—and then attempts to find an entry for that word (Lines 28-37). If such an entry is found, its count is incremented (Line 31). Otherwise, a new entry is created with a count of 1 (Line 39).

When this program is run on inputs consisting of English text, the program does not exhibit any performance bottlenecks. This is because English text usually contains words
of short length (about 5 characters on average) and the number of distinct words is not very large (less than 10,000 in a typical novel). However, there are at least two performance bottlenecks that can be exposed by pathological inputs.

First, if the input contains very long words (e.g., nucleic acid sequences, a common genomics application), the program will spend most of its time in the `compute_hash` function. This is because the `compute_hash` function iterates over each character in the word irrespective of its length. For most applications, it is sufficient to compute a hash based on a bounded subset of the input, such as a prefix of up to 10 characters.

Second, if the input contains many distinct words (e.g., e-mail addresses from a server log), the frequency of hash collisions in the fixed-size hashtable increases dramatically. In this case, the program spends most of its time in the function `add_word`, traversing the linked list of entries in the loop at lines 28–37. In the worst-case, the run-time of `wf` increases quadratically with the number of words. This bottleneck can be alleviated by replacing the linked list with a balanced binary search tree whenever the number of entries in a bucket becomes very large.

With access to inputs illustrating these bottlenecks, a developer could run the program through a standard profiling tool such as GProf [88] or Valgrind [139] and identify where the program spends most of its time. Most of the time, unfortunately, a developer does not have access to such inputs—but Perffuzz can help.

The goal of Perffuzz is to automatically generate inputs showing a variety of performance behaviors in the program under test. In particular, it aims to generate a set of inputs, each of which maximize the execution count of different edges in the control-flow graph (CFG) of a program. Perffuzz accomplishes this via a feedback-directed fuzzing loop, similar to the coverage-guided fuzzing introduced in Section 1.1. It works, essentially as follows:

1. Initialize a set of inputs, called the parent inputs, with some given seed inputs.
2. Pick a parent input that maximizes the execution count for some CFG edge.
3. From the chosen parent input, generate many more inputs, called child inputs, by performing one or more random mutations.
4. For each child input, run the test program and collect execution counts for each CFG edge. If the child executes some edge more times than any other input seen so far (i.e., it maximizes the execution count for that edge), then add it to the set of parent inputs.
5. Repeat from step 2 until a time limit is reached.

To provide some intuition for why this algorithm works, consider running the Perffuzz algorithm for the word frequency counting program `wf` shown in Figure 3.1. Suppose we start with the seed input “the quick brown fox jumps over the lazy dog”. This input does not have any special characteristics that exhibit worst-case complexity. All of the 8 distinct words in this input map to distinct buckets in the hashtable, and none are
very long. PerfFuzz first runs the program with this input and collects data about which
CFG edges were executed. For example, the function add_word is invoked 8 times, whereas
the true branch of the condition on Line 29 is executed only once to increment the count for
the word “the”.

In step 2, PerfFuzz picks this input and mutates it several times. Consider, the result
of a few different mutations:

M1. The character at position 18 is changed from o to i, yielding the string “the quick
brown fix jumps over the lazy dog”. Running the program with this input does
not increase the execution count for any CFG edge. Therefore, this input is discarded.
This is the most common outcome of mutation.

M2. The character at position 7 (the i in quick) is replaced with a space, yielding the
string “the qu ck brown fox jumps over the lazy dog”. This operation increases
the number of words, so running wf with this input leads to an additional execution of
the function add_word. As no previous input has executed the CFG edge that invokes
this function 10 or more times, the input is saved for subsequent fuzzing.

M3. The character at position 16 (the space between brown and fox) is replaced with an
underscore, yielding the string “the quick brown_fox jumps over the lazy dog”. The
words brown_fox and dog have the same hash value of 545, causing a collision-resolving
linked-list traversal at line 35. As this branch is executed for the first time, this input
is also saved.

As in coverage-guided fuzzing, saved inputs are added to the parent set, and a new parent
input is selected for mutation. Saved inputs that maximize the execution count of at least one
CFG edge are favored; that is, they are picked as parents for fuzzing with higher probability.
A favored input will cease to be favored when new inputs are found with higher execution
counts for the same edge. The number of favored inputs at any time is much smaller than
the number of CFG edges in the program due to correlations between various edges in the
program—the same favored input may maximize the execution counts of correlated edges.

Most mutated inputs will not increase execution counts. However, executing a program
with a single input is a very fast operation, even in the presence of lightweight instrumentation
for collecting profiling data. So, PerfFuzz can make steady progress in a reasonable amount
of time. For example, with our experimental setup, wf can be executed more than 6,000 times
per second on average. Thus in one hour, PerfFuzz can go through over 20 million inputs.

After a predefined time budget expires, PerfFuzz outputs the current favored program
inputs and the execution counts for the CFG edges that they maximize (see Table 3.1 for an
example). For the running example, PerfFuzz outputs strings including

\texttt{tvC1PFEj???A4A+v!^?AE!$^?MPtt08dg80y(8mryyyyy,}

a single long word, which maximizes the execution count of Line \texttt{[17]} in compute_hash; and
a string containing many short words which exercises repeated executions of the function `add_word()`, and

\[
t <81>v ^?@t <80>!^?@t <80>!t^Rn t t t t t t t t t t t,
\]

which contains many words that hash to the same bucket as the word "t", exposing the worst-case complexity due to repeated traversals of a long linked list. Section 3.4.1.2 includes a detailed report on the results of running PerfFuzz on `wf-0.41`.

An important feature of PerfFuzz is that it saves mutated inputs if they maximize the execution count for any CFG edge, even if the mutation reduces the total execution path length. For instance, the mutation `M3` actually reduces the total number of words, resulting in a smaller path length, but is nonetheless saved because it increases the hit counts of the linked-list traversal edges.

This is in contrast to previous tools which use a greedy approach and consider only increases in total path length \[157\]. This feature helps PerfFuzz find inputs exercising worst-case behavior even when the performance response of the program is non-convex. The hash collision example illustrates such non-convexity: a first hash collision decreases the path length, but the path length will become much longer in the presence of multiple collisions. Our empirical evaluation supports the importance of this multi-objective approach.

### 3.2 The PerfFuzz Algorithm

We now describe the PerfFuzz technique formally. Algorithm 3 outlines the high-level input generation strategy. The high-level algorithm is based on the coverage-guided fuzzing algorithm; the grey boxes highlight the key additions to Algorithm 1.

The goal of PerfFuzz is to generate inputs which achieve high performance values associated with some program components. To generate inputs exhibiting high computational complexity, we take the program components to be CFG edges and the values to be their execution counts. The PerfFuzz algorithm can be easily adapted to maximize a variety of values for different program components: the number of bytes allocated at `malloc` statements, the number of cache misses or page faults at memory load/store instructions, the number of I/O operations across system components, etc. Chapter 4 shows this concretely.

PerfFuzz is given a program, \( p \), and a set of initial seed inputs (\( S_0 \)). These seed inputs are used to initialize a set of parent inputs, denoted \( S \) (Line 1). Inputs in set \( S \) form the base from which new inputs are generated via mutation.

PerfFuzz then considers each input from the set \( S \) (Line 4) and probabilistically decides whether or not to select that input for mutational fuzzing (Line 5). The selection probability `fuzzProb` is high for an input that is currently favored (maximizes a performance value, detailed in Definition 5) and low otherwise.
Algorithm 3 The PerfFuzz algorithm; differences from the coverage-guided fuzzing algorithm are highlighted in grey.

**Inputs:** program $p$, set of initial seed inputs $S_0$

1. $S \leftarrow S_0$
2. $totalCoverage \leftarrow initCoverage(S_0)$
3. repeat \hspace{1cm} ▷ begin a cycle
   4. for input in $S$ do
      5. with probability $fuzzProb(input)$ do
         6. for $1 \leq i \leq numChildren(p, input)$ do
            7. $input' \leftarrow mutate(input)$
            8. $coverage, perfmap_{input'} \leftarrow execute(p, input')$
            9. if $coverage \not\subseteq totalCoverage$ then
               10. $S \leftarrow S \cup \{i'\}$
               11. $totalCoverage \leftarrow totalCoverage \cup coverage$
               12. if $hasNewMax(input', perfmap_{input'})$ then
                  13. $S \leftarrow S \cup \{i'\}$
   14. until given time budget expires

Each time a parent input is chosen for fuzzing, PerfFuzz determines a number of new child inputs to generate (Line 6). It generates these children by mutating the chosen parent input (Line 7). PerfFuzz then executes the program under test with every newly generated child input (Line 8). During the execution, PerfFuzz collects feedback which includes code coverage information (e.g., which CFG edges were executed) as well as values associated with the program components of interest (e.g., how many times each CFG edge was executed). If an execution results in new code coverage (NEWCOV) or if it maximizes the value for some component (NEWMAX), then the corresponding input is added to the set of parent inputs for future fuzzing (Line 10, Line 13). Saving inputs which explore new coverage is key to exploring different program behavior when the (program component, performance value) pairs to be maximized are not simply CFG edges and their hit counts.

Once PerfFuzz completes a full cycle through the set $S$, it simply repeats this process until a given time budget expires (Line 14).

We now define a series of concepts that are required to precisely describe what it means for an input to maximize a value associated with a program component (i.e., satisfy $hasNewMax$) and for an input to be favored and thus selected for fuzzing ($fuzzProb$).

**Definition 1.** A performance map is a function $perfmap : K \rightarrow V$, where $K$ is a set of keys corresponding to program components and $V$ is a set of ordered values ($\leq$) corresponding to performance values at these components.

Given a $K$ and $V$, $perfmap_i$ is the performance map derived from the execution of input $i$ on program $p$. As outlined earlier, the sets $K$ and $V$ have deliberately been left abstract to
make the algorithm flexible to different \((\text{program component}, \text{performance value})\) pairs.

**Definition 2.** The cumulative maximum map at time step \(t\) is a function \(\text{cumulmax}_t : \mathcal{K} \rightarrow \mathcal{V}\). It maps each program component to the maximum performance value observed for that component across all inputs generated up to time \(t\). Precisely, if \(\mathcal{I}_t\) is the cumulative set of inputs executed up to time step \(t\), then:

\[
\forall k \in \mathcal{K} : \text{cumulmax}_t(k) = \max_{i \in \mathcal{I}_t} \text{perfmap}_i(k).
\]

The first key to the PerfFuzz algorithm is saving inputs which achieve a new maximum compared to previously observed values (Line 13). In terms of \(\text{cumulmax}\), an input has a new maximum if:

**Definition 3.** The function \(\text{hasNewMax}\) will return \text{true} for a newly generated input \(i\) at time step \(t\) if the following condition holds:

\[
\exists k \in \mathcal{K} \text{ s.t. perfmap}_i(k) > \text{cumulmax}_t(k).
\]

The second key to the PerfFuzz algorithm is the selection of inputs from \(\mathcal{S}\) to mutate. To define \(\text{fuzzProb}\), the input selection probability, we first define the concept of favoring.

**Definition 4.** An input \(i\) maximizes a performance value for some component \(k\) if and only if its performance profile registers the maximum value observed for that component so far:

\[
\text{maximizes}_t(i, k) \leftrightarrow \text{perfmap}_i(k) = \text{cumulmax}_t(k).
\]

**Definition 5.** An input \(i\) is favored for fuzzing at time step \(t\) if and only if it maximizes a performance value for some component:

\[
\text{favored}_t(i) \leftrightarrow \exists k \in \mathcal{K} \text{ s.t. maximizes}_t(i, k)
\]

The favoring mechanism is a heuristic that allows PerfFuzz to prioritize fuzzing those inputs that maximize the performance value of some program component. The intuition behind this is that these inputs contain some characteristics that lead to expensive resource usage in some program components. Thus, new inputs derived from them may be more likely to contain the same characteristics.

In addition, we would like to make sure that inputs do not remain favored if they maximize some key \(k\) whose value is unlikely to increase; for example, a CFG edge at the start of \text{main} that can only be executed once by an input. We characterize this via staleness.

**Definition 6.** Let \(\mathcal{P}_t\) be the list of parent inputs that have been selected for mutation as of time \(t\). The staleness of a key \(k\) at time \(t\) is defined as

\[
\text{staleness}_t(k) = |\{\beta \in \mathcal{P}_t : \text{perfmap}_i(k) = \text{cumulmax}_t(k)\}|.
\]
That is, the staleness of a key $k$ increments any time an input maximizing its current $cumulmax$ value has been selected as parent for mutation, but none of its mutants increase the value at $k$. After a mutant $i'$ with $perfmap_i'(k) > cumulmax_i(k)$ is found, the staleness of $k$ is 0. On the other hand, for a key that is executed once in every execution of an input, its staleness at time $t$ will be the total number of inputs that have been selected as parents for mutation in Line 5. We use this to compute staleness score for inputs:

**Definition 7.** The *staleness score* of an input $i$ at time $t$ is defined as follows. Let $K_i$ be the $k \in K$ such that $perfmap_i(k) > 0$. Then:

$$staleness\_score_t(i) = \frac{\min_{k \in K_i} staleness_t(k) - \min_{k \in K} staleness_t(k)}{\max_{k \in K} staleness_t(k)}$$

The intuition behind this score is that an input which only maximizes the value for the most stale key $k$ will have a staleness score near 1; one maximizing a not-stale key $k$ will have a staleness score near 0. However, if all keys $k$ are somewhat stale, any input exercising a key $k$ with minimum staleness will also have staleness score of zero.

Finally, we can define the probability that an input will be selected as a parent for fuzzing:

**Definition 8.** The *selection probability* of an input $i$ at time $t$ is:

$$fuzzProb_t(i) = \begin{cases} 1 - \sigma \cdot staleness\_score_t(i) & \text{if } favored_t(i) \\ \alpha \cdot (1 - \sigma \cdot staleness\_score_t(i)) & \text{otherwise} \end{cases}$$

That is, favored inputs with staleness score of 0 are always selected, and inputs with a higher staleness score are less likely to be selected for mutation. $\alpha$ is the base probability of selecting a non-favored input, and stale inputs are similarly de-prioritized. In our experiments we use $\alpha = 0.01$ and $\sigma = 0.8$. In our evaluation of the impact of staleness, we will compare this to the selection $\alpha = 0.01$ and $\sigma = 0$; on our benchmarks, the impact of staleness on our results is mixed.

### 3.3 Implementation

**PerfFuzz** is built on top of American Fuzzy Lop (AFL) [185], and inherits many of its implementation details. Notably, the number of child inputs to produce (Line 6 in Algorithm 3), the mutations performed (Line 7 in Algorithm 3), and the notion of new coverage (Line 9 of Algorithm 3) are borrowed directly from AFL. In our evaluation, we enable only the “havoc” mutation stages of AFL. Refer to Section 2.1 for a detailed discussion.

Note that although the hit count of a CFG edge/branch is considered in AFL’s notion of coverage (Section 2.1), an input that achieves new coverage may not have a new maximum and vice versa. For example, let $e$ represent a CFG edge. An input hitting $e$ 10 times when $e$ has only been hit 20 times by previously generated inputs achieves new coverage but not a new maximum. On the other hand, an input hitting $e$ 190 times when $e$ has already been hit 130 times achieves a new maximum but not new coverage.
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Performance map In the implementation evaluated in the chapter, the performance map sent back to the program has \( K = \mathcal{E} \cup \{ \text{total} \} \) and \( V = \mathbb{N} \), where \( \mathcal{E} \) is the program’s set of CFG edges and \( \text{total} \) is an additional key. For an input \( i \), for each \( e \in \mathcal{E} \), \( \text{perfmap}_i(e) \) is the total number of times the program executes \( e \) when run on input \( i \), and \( \text{perfmap}_i(\text{total}) = \sum_{e \in \mathcal{E}} \text{perfmap}_i(e) \). The purpose of the \( \text{total} \) key is to save inputs which have high total path length.

To produce this performance map, we simply augmented AFL’s LLVM-mode instrumentation, which inserts the coverage instrumentation described above into LLVM IR. Our augmented instrumentation still creates the usual coverage map, whose keys are in \( \mathcal{E} \) and whose values are their 8-bit hit counts. Additionally, our augmented instrumentation creates the performance map outlined above, with values as 32-bit integers.

3.4 Evaluation

In our evaluation of PerFuzz, we seek to answer the following research questions:

RQ1. How does PerFuzz compare to single-objective complexity fuzzing techniques such as SlowFuzz [157]?

RQ2. Is PerFuzz more effective at finding pathological inputs than fuzzing techniques guided only by coverage?

RQ3. How does staleness impact the performance of PerFuzz?

RQ4. Does the multi-dimensional objective of PerFuzz help find a range of inputs that exercise distinct hot spots?

We chose four real-world C programs as benchmarks for our main evaluation: (1) libpng-1.6.34, (2) libjpeg-turbo-1.5.3, (3) zlib-1.2.11, and (4) libxml2-2.9.7. We chose these benchmarks as they are (a) common benchmarks in the coverage-guided fuzzing literature (b) fairly large—from 9k LoC for zlib and 30k LoC for libpng and libjpeg, to 70k LoC for libxml—and (c) had readily-available drivers for libFuzzer, an LLVM-based fuzzing tool [167]. The availability of good libFuzzer drivers was key to being able to fairly compare PerFuzz to SlowFuzz [157] in Section 3.4.1. While AFL-based tools need only a program that accepts standard input or an input-file name, libFuzzer-based tools rely on a specialized driver that directly takes in a byte array, does not depend on global state, and never exits on any input. Creating drivers with this second characteristic from command-line programs is especially tricky. The particular drivers we chose (from the OSS-fuzz project [26]) exercised the PNG read function, the JPEG decompression function, the ZLIB decompression function, and the XML read-from-memory function.

For each of these benchmarks, we ran PerFuzz and SlowFuzz for 6 hours on a maximum file size of 500 bytes. AFL ships with sample seed inputs in formats including PNG, JPEG, GZIP and XML; we simply used the same inputs as seeds for our evaluation. We chose the
maximum size of 500 bytes as it was an upper bound on all the seeds that we considered. As PerfFuzz and SlowFuzz are non-deterministic algorithms, we repeated each 6-hour run 20 times to account for variability in the results.

For our evaluation on discovering worst-case algorithmic complexity as a function of varying input sizes (Section 3.4.1.2), we used three micro-benchmarks: (1) insertion sort (because it was provided as the default example in the SlowFuzz repository), (2) matching an input string to a URL regex [50] using the PCRE library, and (3) wf-0.41 [6], a simple word-frequency counting tool found in the Fedora Linux repository.

To evaluate PerfFuzz against other techniques, we measure one or both of the maximum path length and the maximum hot spot, where appropriate. More precisely, if $E$ is the set of CFG edges in the program under test, and $I_t$ is the set of inputs generated by a fuzzing tool up to time $t$, then:

Definition 9. The maximum path length is the longest execution path across all inputs generated so far.

$$\text{max. path length} = \max_{i \in I_t} \sum_{e \in E} \text{perfmap}_i(e).$$

Definition 10. The maximum hot spot is the highest execution count observed for any CFG edge across all inputs generated so far.

$$\text{max. hot spot} = \max_{i \in I_t} \max_{e \in E} \text{perfmap}_i(e).$$

These two values allow us to get a grasp of the overall computational time complexity of generated inputs (the path length) as well as whether it is driven by a particular program component (the hot spot) without having to look at the entire distribution of execution counts of CFG edges, which is not practical to do over time.

### 3.4.1 Comparison with SlowFuzz

SlowFuzz [157] is a fuzz testing tool whose main goal is to produce inputs triggering algorithmic complexity vulnerabilities. Like PerfFuzz, SlowFuzz is also an input-format agnostic fuzzing tool for C/C++ programs; therefore, we believe it is the most closely related work to practically compare against.

The objective of SlowFuzz is one-dimensional: to maximize the total execution path length for a program. As such, it serves as an important candidate for evaluating the coverage-guided multi-objective maximization of PerfFuzz against a traditional single-objective technique.

There are two other main algorithmic differences between SlowFuzz and PerfFuzz. First, PerfFuzz produces many (typically at least thousands, often tens of thousands) of inputs from one chosen parent input (Line 6 of Algorithm 1). SlowFuzz instead produces one mutant for each parent. This reduces the importance of selecting inputs to fuzz. Thus, while PerfFuzz prioritizes inputs to fuzz using the concept of favored inputs (Line 5 of Algorithm 1), SlowFuzz randomly selects a parent input to fuzz. Second, PerfFuzz applies AFL's
havoc mutations (as detailed in Section 3.3) to the input. SlowFuzz learns which mutations were successful in producing slow inputs in the past, and applies these more often.

Finally, SlowFuzz is built on top of on libFuzzer [167], an LLVM-based fuzzing tool. In practice, libFuzzer is faster than AFL, running more inputs through the program per second; therefore, SlowFuzz usually produces more inputs than PerfFuzz in the same time span. Nonetheless, in our evaluation, we run both PerfFuzz and SlowFuzz for the same amount of time.

We compare PerfFuzz with SlowFuzz on two fronts. First, we evaluate PerfFuzz and SlowFuzz on their ability to maximize total execution path lengths as well as the maximum hot spot on the four macro-benchmarks described above. Second, we compare the ability of PerfFuzz and SlowFuzz to find inputs that demonstrate worst-case algorithmic complexity in micro-benchmarks which are known to have worst-case quadratic complexity.

In all runs of SlowFuzz, we used the arguments provided in the example directory, except that we used the “hybrid” mutation selection strategy. This was the strategy used in SlowFuzz’s own evaluation [157], and we found that it performed best on a selection of micro-benchmarks in our initial experiments.

3.4.1.1 Maximizing Execution Counts

Figure 3.2 shows the progress made by PerfFuzz and SlowFuzz during 6-hour runs in maximizing total path length (on the left) and the maximum hot spot (on the right). The lines in the plot represent average values over 20 repeated 6-hour runs, while the shaded areas represent 95% confidence intervals, calculated with Student’s t-distribution.

It is clear from Figure 3.2 that PerfFuzz consistently finds inputs that are significantly worse-performing than SlowFuzz’s by both the evaluated metrics—the maximum path lengths found by PerfFuzz are $1.9 \times 24.7 \times$ higher and the maximum hot spots are $5 \times 69 \times$ higher. This is in spite of the fact that SlowFuzz produces more inputs in each of this 6-hour runs (from $1.7 \times$ more for libxml2 to $17.7 \times$ more for libjpeg-turbo).

The results show that not only is PerfFuzz better than SlowFuzz at finding hot spots, for which the PerfFuzz algorithm is tailored, but that PerfFuzz is superior to SlowFuzz even for finding inputs that maximize total path length, for which SlowFuzz is tailored. Intuitively, we believe that this is because the total path length is not a convex function of input characteristics; a greedy approach to maximizing total path length is likely to get stuck in local maxima. In contrast, PerfFuzz saves newly generated inputs even if the total path length is lower than the maximum found so far, as long as there is an increase in the execution count for some CFG edge. Thus, the multi-dimensional objective of PerfFuzz allows it to perform better global maximization of total path lengths.

3.4.1.2 Algorithmic Complexity Vulnerabilities

SlowFuzz was designed to find algorithmic complexity vulnerabilities, where programs exhibit worst-case behavior that is asymptotically worse than their average-case behavior. Such
Figure 3.2: PerfFuzz vs. SlowFuzz on macro-benchmarks: maximum path length and maximum hot spot found throughout the duration of the 6-hour fuzzing runs. Lines and bands show averages and 95% confidence intervals across 20 repetitions; higher is better.
programs pose a security risk if they process untrusted inputs: an attacker can send carefully crafted inputs that exercise worst-case complexity and exhaust the victim’s computational resources, resulting in a Denial-of-Service (DoS) attack\[64\]. We now show that PerfFuzz also addresses this use case, and in fact out-performs SlowFuzz in some cases.

We considered three micro-benchmarks: (1) insertion sort on an array of 8-bit integers, which is the only benchmark provided in the SlowFuzz repository, (2) matching an input string against a regular expression to validate URLs using the PCRE library, and (3) \texttt{wf-0.41}, the word-frequency counting program from the Fedora Linux repository. These benchmarks are very similar to those used to evaluate SlowFuzz. Each of these micro-benchmarks have an average-case run-time complexity that is linear in the size of the input, and a worst-case complexity that is quadratic.

For each of these benchmarks, we varied the upper bound on the input size between 10 and 60 bytes with 10-byte intervals. We then ran each tool on the micro-benchmarks for a fixed duration: 10 minutes for insertion sort and 60 minutes for PCRE and \texttt{wf}. In all cases, we provided a single input seed: a sequence of zero-valued bytes of maximum length for insertion sort and PCRE (these represent trivial base cases), and (truncations of) the string “the quick brown fox jumps over the lazy dog” for \texttt{wf}, as it leads to average-case performance. For each input length, we performed 20 runs to account for variability. Finally, we measured the maximum path length observed over all the inputs produced in these runs.

Figure 3.3 shows the results of these runs: points plot the average maximum path length, while lines show 95% confidence intervals.

For insertion sort, for all input lengths, PerfFuzz found a significantly (at 95% confidence) longer maximum path length, but as Figure 3.3a shows, the difference is minimal for small input lengths. For input lengths 10 and 20, PerfFuzz consistently found the worst-case—a reverse-sorted list—while SlowFuzz had non-zero variance in its results. Figure 3.3a also shows that for larger input sizes, PerfFuzz finds lists that require more comparisons to sort than SlowFuzz. Overall, both tools discover the worst-case quadratic time complexity for this benchmark.

However, in Figure 3.3b we see a major difference between the worst-case inputs found...
by PerfFuzz and SlowFuzz on the PCRE URL benchmark. PerfFuzz finds inputs that lead to worst-case quadratic complexity, while SlowFuzz finds only a slight super-linear curve. An example of an input found by PerfFuzz that had maximum path length in one of the 50-byte runs was:

```
fhttp://ftp://ftp://ftp://f.m.m.m.m.m.m.m.m.m.m.
```

This is remarkable because the seed input was an empty string and PerfFuzz was not provided any knowledge of the syntax of URLs. On the other hand, SlowFuzz has difficulty in automatically discovering substrings such as ftp in the input string. We suspect that this is because of its one-dimensional objective function, which does not allow it to make incremental progress in the regex matching algorithm unless there is an increase in total path length. Additionally, Figure 3.3b shows that there is much more variance in SlowFuzz’s performance (see large confidence intervals for length 50 and 60) on this benchmark, indicating that any such progress likely relies on a sequence of improbable random mutations.

wf is a much harder benchmark, as the worst-case behavior is only triggered when distinct words in the input string map to the same hash-table bucket (ref. Section 3.1). Figure 3.3c shows that PerfFuzz clearly finds inputs closer to worst-case time complexity in the given time budget. We noticed that in nearly all runs (i.e., 19 of the 20 runs for 60-byte inputs), PerfFuzz produced inputs with a very peculiar structure: first a few distinct words with the same hash code, then a single 1-letter word repeated multiple times. For example, PerfFuzz generated this input in one of its runs:

```
t <81>v ^?@t <80>!^?@t <80>!t t^Rn t t t t t t t t t t t
```

What is amazing about this input is how precisely it exercises worst-case complexity. First, a small word is inserted into some hash bucket. Then, the next few words have the exact same hash code and are inserted at the front of the linked list in that bucket; the first word is now the last node in this linked list. Finally, the repeated occurrences of the first word cause wf to traverse the entire linked list multiple times. The worst inputs produced by SlowFuzz had some hash collisions, but still had several different hash codes and no traversal-stressing structure like the input above.

Overall, we see that in the same time constraints, PerfFuzz is able to find inputs with significantly longer paths than SlowFuzz, and can out-perform SlowFuzz in discovering inputs exercising near worst-case algorithmic complexity.

### 3.4.2 Comparison with Coverage-Guided Fuzzing

With the insight that PerfFuzz’s efficacy is in part due to its multi-objective, coverage-guided progress, we ask whether PerfFuzz performs better than just AFL off-the-shelf. To evaluate this aspect, we ran AFL on our four C macro-benchmarks. Like PerfFuzz, AFL was configured to use only havoc mutations (–d option), because this configuration has been
Figure 3.4: PerfFuzz vs. AFL: Time evolution of the maximum hot spot through the 6-hour runs. Lines and bands show averages and 95% confidence intervals across 20 repetitions. Higher is better.

shown to result in faster program coverage [188]. This experiment tests the value-add of PerfFuzz’s performance maps and maximizing-input favoring heuristics.

We begin by looking at the evolution of the maximum hot spot found by each technique through time, shown in Figure 3.4. For the libpng, libjpeg-turbo, and zlib benchmarks (Figures 3.4a, 3.4c, 3.4d), we see that PerfFuzz rapidly finds a hot spot with a significantly higher execution count. For the libxml2 benchmark (Figure 3.4b), AFL initially finds a hot spot with higher execution count, but quickly plateaus. On the other hand, PerfFuzz finds a hot spot with over $2 \times$ higher execution count after 6 hours. Overall, Figure 3.4 demonstrates that PerfFuzz’s performance-map feedback has a significant effect on its ability to generate pathological inputs, exercising hot spots with $2 \times$–$18 \times$ higher execution counts.

Figure 3.4 shows only the execution counts for the maximum hot spot, as this is easy to visualize through time. However, we were curious as to whether the maximum execution counts found by PerfFuzz are significantly higher than those found by AFL over all hot spots in the program. Figure 3.5 provides this information.

In particular, Figure 3.5 shows the maximum execution count per CFG edge found by each technique at the end of the 6 hour runs. We plot the median of this measure across the 20
Figure 3.5: Distribution of maximum execution counts across CFG edges found by PerfFuzz and AFL after 6-hour runs. For each edge, the median over 20 runs is plotted.

Repeated runs. For clarity, we sort the CFG edges by the counts achieved by PerfFuzz and truncate the data to show only those edges with execution counts within 2 orders of magnitude of the maximum hot spot found by PerfFuzz. The omitted tails of the distributions are indistinguishable. Figure 3.5 confirms that PerfFuzz's gains are not limited to only the maximum hot spot in the program. Across the four benchmarks, there are 453 of the plotted edges which PerfFuzz-generated inputs exercise over $2 \times$ more times than AFL-generated inputs, and 238 edges which PerfFuzz-generated inputs exercise over $10 \times$ more times.

3.4.3 Impact of Staleness

In Section 3.2, we described the notion of staleness, which allowed us to de-prioritize inputs for mutation if the performance values they maximize have not been increased in several fuzzing iterations. Note that although the ISSTA'18 paper on PerfFuzz [114] does not describe staleness, all the experiments in that paper were run with this staleness criterion enabled. In this section, we evaluate the impact of this staleness criterion for input selection on a subset of our micro (Insertion Sort, PCRE URL) and macro (libpng, zlib) benchmarks.

On these benchmarks, we ran PerfFuzz with the default staleness discount factor
Figure 3.6: Impact of staleness on maximum path length found through time. Lines and bands show averages and 95% confidence intervals across 20 repetitions; higher is better.

\[ \sigma = 0.8 \text{ (a favored input with maximum staleness is selected for mutation 20% of the time)} \]

\[ \sigma = 0 \text{ (a favored input is always selected for mutation, regardless of its staleness).} \]

In particular, Figure 3.6 shows the maximum path length of PerfFuzz-generated inputs through time for \( \sigma = 0.8 \) (labeled “PerfFuzz”) and \( \sigma = 0 \) (labeled “No Staleness”). Again, we ran each configuration 20 times, plotting the means and 95% confidence intervals of maximum path length through time in Figure 3.6.

The results in Figure 3.6 are mixed, and suggest in general that this staleness criterion has minimum impact. On the insertion sort and libpng benchmarks, the performance of the two configurations is nearly identical. On PCRE URL, \( \sigma = 0.8 \) has a slight edge; on zlib, \( \sigma = 0 \) has a slightly larger edge; in both cases, the 95% confidence intervals overlap.

Due to the minimal impact and the increased complexity the notion of staleness brings, we suggest that the simplified version of the algorithm, without staleness, be adopted in most cases; see the ISSTA’18 paper for a simplified description [114]. However, if in some contexts, the algorithm consistently prioritizes inputs for mutation with uninteresting performance characteristics, this concept of staleness may have a greater impact.
Table 3.1: A snapshot of the output of PerfFuzz after one 6-hour run on libpng. For each of 3 favored inputs, the table shows the top 3 CFG edges—represented by start and end line numbers—by their execution count.

<table>
<thead>
<tr>
<th>Input #9189</th>
<th>Exec. count</th>
<th>CFG edge</th>
<th>Input #10520</th>
<th>Exec. count</th>
<th>CFG edge</th>
<th>Input #10944</th>
<th>Exec. count</th>
<th>CFG edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,071,824</td>
<td>pngrutil.c:3715-&gt;3715</td>
<td>289,536</td>
<td>pngrutil.c:3842-&gt;3842</td>
<td>225,489</td>
<td>pngread.c:387-&gt;396</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>274,212</td>
<td>pngrutil.c:3715-&gt;3712</td>
<td>144,536</td>
<td>pngrutil.c:3415-&gt;3419</td>
<td>225,489</td>
<td>pngread.c:405-&gt;456</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>274,178</td>
<td>pngrutil.c:3712-&gt;3715</td>
<td>144,536</td>
<td>pngrutil.c:3415-&gt;3404</td>
<td>225,489</td>
<td>pngread.c:456-&gt;459</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.4.4 Case Studies

PerfFuzz is designed to generate inputs that demonstrate pathological behavior in programs across different program components (in this evaluation, CFG edges). We saw that the inputs generated by PerfFuzz exercised close-to worst-case algorithmic complexity on micro-benchmarks. We decided to manually analyze the inputs generated by PerfFuzz—in a single run each—on the four macro-benchmarks to see where the hot spots were located and how different input characteristics affected these hot spots.

At the end of each run, PerfFuzz outputs its set of favored inputs—those that maximize the execution count of at least one CFG edge—as well as the execution counts for each CFG edge that it maximizes. Table 3.1 shows an example of this output: it is a snippet from the results obtained from one run of PerfFuzz on the libpng benchmark, showing the top 3 CFG edges by execution count for the top 3 favored inputs.

libpng From Table 3.1, we can directly look at the source code locations to see which features each input exercises. This alone already highlights different hot spots in the code. For illustration, we look at a snippet from pngrutil.c in Figure 3.7, which shows an excerpt from a function that performs PNG interlacing. The argument row_info contains data parsed from the input file. This snippet of code shows two distinct hot spots—sets of input-dependent nested loops—guarded by a switch on an input characteristic. Therefore, these hot spots can only be exercised by distinct inputs. As illustrated in Table 3.1, input #9189 maximizes the number of executions of the inner loop when pixel depth is 1 (Line 3715 of Figure 3.7), corresponding to a monochrome image. Input #10520, on the other hand, maximizes executions of the inner loop for a pixel depth of 4 (Line 3842 of Figure 3.7), corresponding to an image segment with 16 color-palette entries. Other inputs stress completely different parts of the code. For example, input #10944 from Table 3.1 maximizes execution counts for CFG edges in a loop whose bounds are proportional to the height of the PNG image, as declared in the PNG header: each iteration processes one row of pixels at a time.

From a quick glance at just three favored inputs, we can see that PerfFuzz has enabled us to discover some of the key features which have an effect on the performance of parsing a PNG image independent of the file size, such as the image’s geometric dimensions and color depths declared in the header. We repeat this exercise for the other benchmarks, but omit the actual outputs and code snippets for brevity.
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```c
void png_do_read_interlace(png_row_infop row_info, ...) {
...
switch (row_info-> pixel_depth) {
    case 1:
        {  // Snippet from `pngutil.c`
            for (i = 0; i < row_info->width; i++)
                for (j = 0; j < jstop; j++)
                    ...
        }
    ...
    case 4:
        {  // Snippet from `pngutil.c`
            for (i = 0; i < row_info->width; i++)
                for (j = 0; j < jstop; j++)
                    ...
        }
    }
}
```

Figure 3.7: Snippet from `pngutil.c` showing hot spots which can only be exercised by inputs with distinct features.

**libjpeg-turbo** In the `libjpeg` benchmark, we saw a similar distribution of inputs where the hot spots were related to JPEG image properties. For example, one input’s hot spot was in processing for an image with 4:4:0 chroma sub-sampling; the input also had a huge number of columns. Other inputs stressed various points in the arithmetic decoding algorithms. PERFFUZZ discovered inputs that stressed processing for both one-pass and multi-pass images.

**zlib** Compared to image formats, the functionality of the `zlib` decompressor is relatively straightforward. This was reflected by the fact that there were very few edges exercised a huge number of times (fewer “hot spots”). Nonetheless, PERFFUZZ discovered an input with a compression factor of nearly $126 \times$, whose processing lead to a long execution path.

**libxml** The inputs produced by PERFFUZZ for the `libxml2` benchmark revealed what appears to be quadratic complexity in the parsing process. The largest hot spot was the traversal of the characters of a string in a string-duplication function. For a 500 byte input, there were 226,512 iterations of this loop. By running the input, it was quickly apparent that the source of this quadratic complexity came from repeatedly printing out the context of errors in the input. Naturally, inputs generated by random mutation are not well-formed XML files. In fact, these inputs had so many errors that they caused the same work—printing the error context—to be done over and over again. PERFFUZZ also stressed error handling code that repeatedly traversed the input backwards to check whether a parent tag had a given name-space; essentially, PERFFUZZ learned to produce errors deep in the XML tree, causing pathological behavior.
These case studies indicate that PerfFuzz uncovers non-trivial hot spots. The inputs generated for libxml2 also reveal potential inefficiencies in the program performance. Overall, this analysis suggests that PerfFuzz successfully produces inputs that stress various program functionalities, and may be useful by themselves or as references for creating performance tests on these benchmarks.

3.5 Discussion

Like many other input generation techniques founded in a genetic algorithm-style model, PerfFuzz relies solely on heuristics to produce inputs that achieve its testing goal, which is to exercise pathological program behaviors. In combination with the fact that PerfFuzz is a dynamic technique, this means that PerfFuzz is not guaranteed to find all performance bottlenecks in a program or the absolute worst-case behavior for each performance bottleneck it discovers. This is common over most algorithms in this dissertation.

This chapter focused on discovering bottlenecks due to increase in computational complexity; therefore, PerfFuzz measures execution counts of CFG edges instead of total running time. This helps ensure that the measurements are accurate and deterministic, but also means that the identified bottlenecks may not be the points in which the program spends the most time. This gap could be mitigated by using a different cost model for CFG edges, i.e. to find bottlenecks due to other factors such as I/O operations. The next chapter presents a framework that more easily allows for the creation of a different cost model.

Finally, we believe that the reason that PerfFuzz outperforms greedy techniques such as SlowFuzz is that its multi-objective approach can overcome local maxima in a non-convex performance space. Although we have anecdotal evidence to back this intuition, such as the observations with the wf tool described in Section 3.1, we have not mapped the performance spaces of our benchmarks to measure their convexity. Nonetheless, our results suggest that changing the feedback used to save inputs is key to finding different types of bugs. We explore this further in the next chapter.
Chapter 4

FuzzFactory: A Framework for Specialized Fuzzers

The last chapter introduced PerfFuzz, which, by adding a notion of performance feedback to the coverage-guided fuzzing algorithm, was able to consistently find performance issues in programs. While the algorithm presented was generic over (program component, performance value) feedback maps, the PerfFuzz implementation only produced (control flow graph edge, hit count) maps. A natural question here is whether there are other performance domains to which the core PerfFuzz algorithm—fuzzing aiming to maximize multiple performance objectives at a time—is applicable.

At the same time, we have seen researchers add other notions of “feedback” to the coverage-guided fuzzing algorithm in order to target various other testing goals. For instance, specialized fuzzers have been built for the purposes of directed testing [45], differential testing [156], finding algorithmic complexity vulnerabilities [157], discovering side-channel attacks [140], finding memory usage bugs [178], generating valid inputs [149, 158, 109], and getting through magic byte comparisons [110, 161, 117].

This observation brings about a further question: is there actually an even more general version of PerfFuzz’s multi-objective fuzzing that could cover all these different fuzzing domains? This is exactly what is addressed in this chapter on FuzzFactory.

FuzzFactory is a framework for implementing domain-specific fuzzing applications. At a high level, the term domain-specific fuzzer here means a specialized fuzzer whose goal is more precise than the general code-coverage-increase goal of coverage-guided fuzzing. The fuzzers mentioned above with the goals of discovering side-channel attacks, complexity vulnerabilities, memory usage bugs, etc., are instances of domain specific fuzzers.

There are two key parts to the FuzzFactory framework. First is a generalized domain-specific fuzzing algorithm, which effectively extends the PerfFuzz algorithm. The key insight from the PerfFuzz algorithm is that, in order to find inputs showing the worst-case algorithmic complexity in a program, PerfFuzz had to save several intermediate inputs. In particular, it saved inputs which maximized the performance value for some key (Algorithm 3, Line 13)—in particular, increased the hit counts of some CFG edge. In
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FUZZFACTORY we generalize this notion of intermediate input to the notion of *waypoints*, inspired by the corresponding term in the field of navigation. These waypoints give the fuzzing algorithm steps towards a domain-specific goal. We also prove some notion of fuzzing “progress” (Theorem 1), which also applies to the PerfFuzz algorithm.

Second, FUZZFACTORY provides an interface that allows users—either the developers of a domain-specific fuzzing application or a tester with detailed knowledge of their fuzzing application—to more easily craft these *domain-specific feedback maps*. This interface consists of an API, which, when called, *implicitly* defines the notion of a waypoint input. These API calls form the domain \(d\), which in turn defines the predicate \(\text{is}_\text{waypoint}(i, S, d)\). This predicate \(\text{is}_\text{waypoint}(i, S, d)\) answers: given the domain \(d\), should a newly generated input \(i\) be saved to the set of saved inputs \(S\)?

FUZZFACTORY enables development of domain-specific fuzzing applications without requiring changes to the underlying search algorithm. This enables the rapid prototyping of domain-specific fuzzers. This chapter discusses a domain-specific fuzzing application for exacerbating memory allocations, smoothing hard comparisons, and targeting recently changed code. The OOPSLA’19 paper on FUZZFACTORY [150] discusses three additional domain-specific fuzzing applications beyond these.

In addition, a key advantage of FUZZFACTORY is that domain-specific feedback is naturally composable. Combining domain-specific fuzzing applications for exacerbating memory allocations and for smoothing hard comparisons produced a composite application that performs better than each of its constituents. The composite application automatically generates ZIP bombs and PNG bombs: tiny inputs that lead to dynamic allocations of 4GB in `libarchive` and 2GB in `libpng` respectively.

### 4.1 Motivation

Consider the sample test program in Figure 4.1a. The function `Test` takes as input two 16-bit integers, \(a\) and \(b\). Suppose we perform CGF (Algorithm 1) on this test program. Let us assume that we start with the seed input: \(a=0x0000, b=0x0000\). The seed input does not satisfy the condition at Line 2. The CGF algorithm randomly mutates this seed input and executes the test program on the mutated inputs, looking for new code coverage.

Figure 4.1b depicts in grey boxes a series of sample inputs which may be saved by CGF, starting with the initial seed input \(i_1\) in an yellow box. A solid arrow between two inputs, say \(i\) and \(i'\), indicates that the input \(i\) is mutated to generate \(i'\). After some attempts, CGF may mutate the value of \(a\) in \(i_1\) to a value such as 0x0020, which satisfies the condition at Line 2. Since such an input executes new code, it gets saved to \(S\). In Figure 4.1b, this is input \(i_2\).

Small, byte-level mutations enable CGF to subsequently generate inputs that satisfy the branch condition at Line 3 and Line 4 of Figure 4.1a. Figure 4.1b shows the corresponding inputs in our example: \(i_3\) and \(i_4\). This is because there are many possible solutions that satisfy the comparisons \(a > 0x1000\) and \(b >= 0x0123\); we call these *soft* comparisons.
void Test(int16_t a, int16_t b) {
    if (a % 3 == 2) {
        if (a > 0x1000) {
            if (b >= 0x0123) {
                if (a == b) {
                    abort();
                } else {
                    return malloc(a);
                }
            }
        }
    }
}

(a) Sample function in the test program. (b) Sample fuzzed inputs starting with initial seed. Parameters a and b are the test inputs. a = 0, b = 0. Arrows indicate mutations.

Figure 4.1: A motivating example for the FuzzFactory framework.

However, it is much more difficult for CGF to generate inputs to satisfy comparisons like a == b at Line 5, we call these hard comparisons. Random byte-level mutations on inputs i1–i4 are unlikely to produce an input where a == b. Therefore, the code at Line 6 will likely not be exercised in a reasonable amount of time using conventional CGF.

Now, consider another test objective, where we would like to generate inputs that maximize the amount of memory that is dynamically allocated via malloc. This objective is useful for generating stress tests or to discover potential out-of-memory related bugs. The CGF algorithm enables us to generate inputs that invoke malloc statement at Line 8 such as i4. However, this input only allocates 0x1220 bytes (i.e., just over 4KB) of memory. Although random mutations on this input are likely to generate inputs that allocate larger amount of memory, CGF will never save these because they have the same coverage as i4. Thus, it is unlikely that CGF will discover the maximum memory-allocating input in a reasonable amount of time.

4.1.1 Waypoints

We can overcome both these challenges—satisfying the comparison at Line 5 and increasing the amount of memory allocated at the statement in Line 8—if we save some useful intermediate inputs to S regardless of whether they increase code coverage. Then, random mutations on these intermediate inputs may produce inputs achieving our test objectives. We call these intermediate inputs waypoints. The notion of saving inputs that maximize performance values, from the previous chapter, is one such notion of waypoints.
To overcome hard comparisons like \( a == b \), we save intermediate inputs if they maximize the number of common bits between \( a \) and \( b \). Let us call this strategy \( \text{cmp} \). The blue boxes in Figure 4.1b show inputs that may be saved to \( S \) when using the \( \text{cmp} \) strategy for waypoints. In such a strategy, the inputs \( i_5 \) and \( i_6 \) are saved to \( S \) even though they do not achieve new code coverage. Now, input \( i_6 \) can easily be mutated to input \( i_7 \), which satisfies \( a == b \). Thus, we easily discover an input that triggers \( \text{abort} \) at Line 6 of Figure 4.1a.

Similarly, to achieve the objective of maximizing memory allocation, we save waypoints that allocate more memory at a given call to \texttt{malloc} than any other input in \( S \). Figure 4.1b shows sample waypoints \( i_8 \) and \( i_9 \) that may be saved with this \( \text{mem} \) strategy. The dotted arrow from \( i_9 \) to \( i_{10} \) indicates that, after several such waypoints, random mutations will eventually lead us to generating input \( i_{10} \). This input causes the test program to allocate the maximum possible memory at Line 8, which is almost 64KB.

Now, consider a change to the condition at Line 4 of Figure 4.1a. Instead of an inequality, suppose the condition is \( b == 0x0123 \). To generate inputs that invoke \texttt{malloc} at Line 8, we first need to overcome a hard comparison of \( b \) with \( 0x0123 \). We can combine the two strategies for saving waypoints as follows: save a new input \( i \) if \( \text{either} \) it increases the number of common bits between operands of hard comparisons \( \text{or} \) if it increases the amount of memory allocated at some call to \texttt{malloc}. In Section 4.4.4, we demonstrate how a combination of these strategies allows us to automatically generate PNG bombs and ZIP bombs, i.e. tiny inputs that allocate 2–4 GB of memory, when fuzzing \texttt{libpng} and \texttt{libarchive} respectively.

### 4.2 The FuzzFactory Framework

In the conventional CGF algorithm, the decision of whether to save an input is defined in terms of the dynamic behavior of the program on the input \( i \). Specifically, if the coverage of the program on the input \( i \) includes a coverage point that is not present in the coverage cumulatively attained by the program on the inputs in \( S \), then CGF deems \( i \) as interesting and saves it to \( S \). The decision is based on a specific kind of feedback (i.e. coverage) from the execution of the program on \( i \). The feedback is directly related to the goal of CGF, which is to increase the coverage of the program.

As we saw in the previous section, and in Chapter 3, coverage guidance alone is not sufficient to achieving domain-specific fuzzing goals. FuzzFactory enables users to prototype fuzzers that target domain-specific goals, by specifying: (1) the feedback to collect from the execution of the program on any input, and (2) how to use this feedback to determine if the input should be considered a waypoint.

We first describe the domain-specific feedback mechanism which allows users to specify the domain-specific feedback they want from an execution. We then explain how this feedback is used to define \( \text{is} \_ \text{waypoint} \). We also describe how to compose such domain-specific feedback. Finally, we describe the multi-objective fuzzing algorithm, a generalization of Algorithm 3 which takes this feedback into account.
CHAPTER 4. FUZZFACTORY: A FRAMEWORK FOR SPECIALIZED FUZZERS

4.2.1 Domain-Specific Feedback

FuzzFactory provides a mechanism for users to specify a domain and to collect custom domain-specific feedback (DSF) from the execution of the program under test. A domain-specific feedback (DSF) is a map of the form \( dsf_i : K \to V \), where \( i \) is a program input, \( K \) is a set of keys (e.g., program locations) and \( V \) is a set of values (usually a measurement of something we want to optimize). The map is populated by executing the program under test on input \( i \).

As an example, if we are interested in generating inputs on which the program execution increases memory allocation, then \( dsf_i \) is a map from \( L \) to \( N \), where \( L \) is the set of program locations where a memory allocation function (e.g., malloc) is called, and \( N \) is the set of natural numbers. \( dsf_i(k) \) represents the total amount of memory in bytes that is allocated at program location \( k \) during the execution of the program on the test input \( i \).

In general, the user specifies a domain as a tuple of the form \( d = (K,V,A,a_0,\triangleright) \) where \( K \) is a set of keys, \( V \) is a set of values, \( A \) is a set of aggregation values, \( a_0 \) is an initial aggregation value, and \( \triangleright : A \times V \to A \) is a reducer function. We explain the meaning of \( A, a_0 \), and \( \triangleright \) in a user-defined domain in the next subsection. The user specifies how to update the map \( dsf_i \) during an execution of the test program on input \( i \) by inserting appropriate instrumentation in the test program—the API calls that can be inserted are given in Section 4.3.

4.2.2 Waypoints

FuzzFactory uses the \( dsf_i \) map from the execution of the test program on input \( i \) in order to determine if \( i \) needs to be saved. In particular, it aggregates the domain-specific feedback collected from the executions of multiple test inputs into a value that belongs to the user-defined set \( A \). To compute this aggregate value, the user provides an initial aggregate value \( a_0 \in A \) and a reducer function \( \triangleright : A \times V \to A \) as part of the domain. A reducer function must satisfy the following properties for any \( a \in A \) and any \( v,v' \in V \):

\[
\begin{align*}
    a \triangleright v \triangleright v & = a \triangleright v \\
    a \triangleright v \triangleright v' & = a \triangleright v' \triangleright v
\end{align*}
\]  

(4.1)  

(4.2)

These rules imply idempotence and application-order insensitivity, respectively, in the second operand. For the memory-allocation domain \( d_{\text{mem}} \) both \( V \) and \( A \) are the set of natural numbers \( \mathbb{N} \). The initial aggregate value \( a_0 = 0 \), and \( \triangleright \) is the max operation on natural numbers. We can therefore define \( d_{\text{mem}} = (\mathbb{L},\mathbb{N},\mathbb{N},0,\text{max}) \). Property 4.1 is satisfied because \( \text{max}(\text{max}(a,v),v) = \text{max}(a,v) \) for any \( a,v \in \mathbb{N} \). Property 4.2 is satisfied because \( \text{max}(\text{max}(a,v),v') = \text{max}(\text{max}(a,v'),v) \) for any \( a,v,v' \in \mathbb{N} \). The properties help ensure that the every saved waypoint contributes towards domain-specific progress; see Theorem 1. Note that these properties are not statically verified by FuzzFactory; it is the responsibility of the user to ensure that their chosen reducer function satisfies Properties 4.1 and 4.2.

In general, let \( dsf_i \) be the DSF map populated during the execution of program \( p \) with \( i \). For a given set of inputs \( S = \{i_1,i_2,\ldots,i_n\} \), we define the aggregated domain-specific
feedback value $\mathcal{A}(\mathcal{S}, k, d)$ for the domain $d$ and for key $k \in K$ as follows:

$$\mathcal{A}(\mathcal{S}, k, d) \overset{\text{def}}{=} a_0 \triangleright dsf_{i_1}(k) \triangleright dsf_{i_2}(k) \triangleright \ldots \triangleright dsf_{i_n}(k), \text{ where } d = (K, V, A, a_0, \triangleright) \quad (4.3)$$

Due to the Properties 4.1 and 4.2, the value of $\mathcal{A}(\mathcal{S}, k, d)$ is uniquely defined; the choice of ordering $i_1, \ldots, i_n$ does not matter.

For the memory-allocation domain, the aggregated feedback value $\mathcal{A}(\mathcal{S}, k, d_{\text{mem}})$ represents the maximum amount of memory allocated at program location $k \in L$ across all inputs in $\mathcal{S}$. For this domain, we would like to save an input $i$ to set $\mathcal{S}$ if the execution on $i$ causes more memory allocation at some program location $k$ than that of any of the allocations observed at $k$ during the execution of the inputs in $\mathcal{S}$.

In FuzzFactory, we define the predicate `is_waypoint` as follows:

$$\text{is\_waypoint}(i, \mathcal{S}, d) \overset{\text{def}}{=} \exists k \in K : \mathcal{A}(\mathcal{S}, k, d) \neq \mathcal{A}(\mathcal{S} \cup \{i\}, k, d), \text{ where } d = (K, V, A, a_0, \triangleright) \quad (4.4)$$

The definition implies that we will save input $i$ if the execution on the input results in a change in the aggregated domain-specific feedback value for some key.

Note that, in order to decide if an input $i$ should be considered a waypoint, we only check if the total aggregation changes; i.e., whether $\mathcal{A}(\mathcal{S}, k, d) \neq \mathcal{A}(\mathcal{S} \cup \{i\}, k, d)$. However an important consequence of Properties 4.1 and 4.2 is that this change is always in a direction that implies some sort of domain-specific progress, denoted by a partial order $\preceq$ on $A$. In other words, the function $\mathcal{A}$ is monotonic in its first argument with respect to partial order $\preceq$. For example, in the memory allocation domain $d_{\text{mem}}$: if $\mathcal{A}(\mathcal{S}, k, d_{\text{mem}}) \neq \mathcal{A}(\mathcal{S} \cup \{i\}, k, d_{\text{mem}})$ for some program location $k \in L$, this means that the memory allocated at $k$ during the execution of $i$ is more than the memory allocated at $k$ by any other input in $\mathcal{S}$. The partial order in this example is simply the total ordering on natural numbers: $\preceq$. More generally, we can state the following theorem:

**Theorem 1** (Monotonicity of Aggregation). A domain $d = (K, V, A, a_0, \triangleright)$ whose reducer function $\triangleright$ satisfies properties 4.1 and 4.2 imposes a partial order $\preceq$ on $A$ such that the function $\mathcal{A}$ is monotonic in its first argument with respect to $\preceq$. That is, the following always holds for any such domain $d$, any key $k \in K$, and for some binary relation $\preceq$ on $A$:

$$\mathcal{S}_1 \subseteq \mathcal{S}_2 \Rightarrow \mathcal{A}(\mathcal{S}_1, k, d) \preceq \mathcal{A}(\mathcal{S}_2, k, d)$$

The interested reader can find the proof of this theorem in Section 4.2.5.

**Corollary 1.** An input $i$ is considered a waypoint iff the aggregated domain-specific feedback strictly makes progress for some key $k$, without sacrificing progress for any other key. Thus:

$$\text{is\_waypoint}(i, \mathcal{S}, d) \Leftrightarrow (\forall k \in K : \mathcal{A}(\mathcal{S}, k, d) \preceq \mathcal{A}(\mathcal{S} \cup \{i\}, k, d))$$

$$\land (\exists k \in K : \mathcal{A}(\mathcal{S}, k, d) \prec \mathcal{A}(\mathcal{S} \cup \{i\}, k, d))$$

where $a \prec b \iff a \preceq b \land a \neq b$

**Proof.** Follows from the definition of `is_waypoint` in Eq. 4.4 and Theorem 1. \hfill \square
Algorithm 4 The domain-specific fuzzing algorithm. The grey boxes indicate additions to the standard coverage-guided fuzzing algorithm in Algorithm 1.

**Input:** an instrumented test program \( p \), a set of initial seed inputs \( S_0 \), a set of domain-specific feedback \( D \)

**Output:** a corpus of automatically generated inputs \( \mathcal{S} \)

1. \( \mathcal{S} \leftarrow S_0 \)
2. \( \text{totalCoverage} \leftarrow \text{initCoverage}(S_0) \)
3. repeat \( \triangleright \) Main fuzzing loop
   4. for input in \( \mathcal{S} \) do
      5. with probability \( \text{FuzzProb}(\text{input}) \) do
         6. for \( 1 \leq i \leq \text{numChildren}(p, \text{input}) \) do
            7. \( \text{input}' \leftarrow \text{mutate}(\text{input}) \)
            8. \( \text{coverage}, \text{dsf}_{\text{input'}}, \ldots, \text{dsf}_{\text{input'}}^{\left|D\right|} \leftarrow \text{execute}(p, \text{input}') \)
            9. if \( \text{coverage} \not\subseteq \text{totalCoverage} \) then
               10. \( \mathcal{S} \leftarrow \mathcal{S} \cup \{\text{input}'\} \)
               11. \( \text{totalCoverage} \leftarrow \text{totalCoverage} \cup \text{coverage} \)
            12. if \( \text{isWaypoint}(\text{input}', \mathcal{S}, D) \) then
               13. \( \mathcal{S} \leftarrow \mathcal{S} \cup \{\text{input}'\} \)
      14. until given time budget expires
   15. return \( \mathcal{S} \)

4.2.3 Composing Domains

FUZZFACTORY allows the user to naturally compose multiple domains for a program under test. This enables fuzzing to target multiple goals simultaneously.

Assume that the user has specified a set of domains \( D \), where \( d = (K, V, A, a_0, \triangleright) \) for each \( d \in D \). Then we extend the definition of the predicate \( \text{isWaypoint} \) to \( D \) as follows:

\[
\text{isWaypoint}(i, \mathcal{S}, D) \overset{\text{def}}{=} \bigvee_{d \in D} \text{isWaypoint}(i, \mathcal{S}, d)
\]  

(4.5)

meaning \( \text{isWaypoint}(i, \mathcal{S}, D) \) is true for a set of domains \( D \) if and only if \( \text{isWaypoint}(i, \mathcal{S}, d) \) is true for some domain \( d \in D \). We save the input \( i \) in \( \mathcal{S} \) if \( \text{isWaypoint}(i, \mathcal{S}, D) \) is true. Note that Corollary 1 naturally extends to a composition of multiple domains: \( \text{isWaypoint}(i, \mathcal{S}, D) \) implies strict progress in at least one key in at least one domain \( d \in D \).

4.2.4 Algorithm for Domain-Specific Fuzzing

Algorithm 4 describes the domain-specific fuzzing algorithm implemented in FUZZFACTORY. Overall, observe that Algorithm 4 is a generalization of Algorithm 3 from the previous chapter. Again, the extensions to the conventional coverage-guided fuzzing algorithm (Algorithm 1) are
marked with grey background. The extension is quite straightforward: during the execution of the program $p$ on an input $i'$, the algorithm not only collects coverage, but also collects domain-specific feedback maps $dsf[i', \ldots, dsf[i']^{D}]$ for each domain in $D$. It then uses those maps in the call to $is\_waypoint(i', S, D)$ to determine if the new input $i'$ should be added to the set of saved inputs $S$.

In addition, FuzzProb is modified to select inputs for mutation if they have the most recent aggregate value for some key in one of the domains in $D$. If the aggregation function is maximization, this corresponds to the notion of favoring from Chapter 3. This is because the newest maximized value is the maximum value seen so far. Since $\preceq$ is a partial order, for some other reducers $\triangleright$ (e.g. set union), this may not be the optimal notion of favoring.

### 4.2.5 Proof of Monotonicity of Aggregation

In order to prove Theorem 1, we first need to demonstrate a few lemmas.

**Lemma 1 (No ping-pong).** Given a reducer function $\triangleright: A \times V \rightarrow A$ satisfying Properties 4.1 and 4.2, then $\forall a \in A$ and any $n \geq 0$ terms $v_1, \ldots, v_n \in V$, if $a \triangleright v_1 \triangleright \ldots \triangleright v_n = a$, then:

$$\forall 0 \leq k \leq n : a \triangleright v_1 \triangleright \ldots \triangleright v_k = a$$

In other words, if we start with aggregate value $a$ and then apply $n$ reductions, and if the final result is also the value $a$, then the result of all the intermediate reductions must also be $a$. This lemma states that aggregate values cannot oscillate between distinct values (i.e. ping-pong).

**Proof.** For $n = 0$, the lemma is trivially true. For $n > 0$, we prove the lemma by contradiction: given that $a \triangleright v_1 \triangleright \ldots \triangleright v_n = a$, assume that there exists some $k$, where $1 \leq k \leq n$, such that $a \neq a \triangleright v_1 \triangleright \ldots \triangleright v_k$. In this inequality, we can substitute the value of $a$ on both sides with the equivalent $a \triangleright v_1 \triangleright \ldots \triangleright v_n$, to get:

$$a \triangleright v_1 \triangleright \ldots \triangleright v_n \neq a \triangleright v_1 \triangleright \ldots \triangleright v_n \triangleright v_1 \triangleright \ldots \triangleright v_k$$

By applying Property 4.2 on the right-hand, we can rearrange terms:

$$a \triangleright v_1 \triangleright \ldots \triangleright v_n \neq a \triangleright v_1 \triangleright v_1 \triangleright v_2 \triangleright \ldots \triangleright v_k \triangleright v_k \triangleright v_{k+1} \triangleright v_{k+2} \triangleright \ldots \triangleright v_n$$

Then, by Property 4.1 on the right-hand side we remove the redundant terms:

$$a \triangleright v_1 \triangleright \ldots \triangleright v_n \neq a \triangleright v_1 \triangleright \ldots \triangleright v_n$$

This is a contradiction; therefore, no such $k$ can exist. $\Box$

**Definition 11 (Progress).** If $\triangleright: A \times V \rightarrow A$ is a reducer function, then we can define a binary relation $\preceq$ on $A$ called progress as follows:

$$a \preceq b \iff \exists v_1, \ldots, v_n \in V, \text{ where } n \geq 0, \text{ such that } a \triangleright v_1 \triangleright \ldots \triangleright v_n = b$$
Lemma 2 (Reflexivity of progress). If $\triangleright : A \times V \rightarrow A$ is a reducer function and $\preceq$ is its progress relation, then $\forall a \in A : a \preceq a$.


Lemma 3 (Transitivity of progress). If $\triangleright : A \times V \rightarrow A$ is a reducer function and $\preceq$ is its progress relation, then $\forall a, b, c \in A : a \preceq b \land b \preceq c \Rightarrow a \preceq c$.

Proof. If $a \preceq b$ and if $b \preceq c$, then by Definition [11] there exist some terms $u_1, \ldots, u_m \in V$ and $v_1, \ldots, v_n \in V$ for $m, n \geq 0$ such that:

\begin{align*}
    a \triangleright u_1 \triangleright \ldots \triangleright u_m &= b \quad (4.6) \\
    b \triangleright v_1 \triangleright \ldots \triangleright v_n &= c \quad (4.7)
\end{align*}

Substituting the $b$ on the LHS of Equation [4.7] with the LHS of Equation [4.6] we can write:

\begin{equation}
    a \triangleright u_1 \triangleright \ldots \triangleright u_m \triangleright v_1 \triangleright \ldots \triangleright v_n = c 
\end{equation}


Lemma 4 (Anti-symmetry of progress). If $\triangleright : A \times V \rightarrow A$ is a reducer function and $\preceq$ is its progress relation, then $a \preceq b \land b \preceq a \Rightarrow a = b$.

Proof. If $a \preceq b$ and if $b \preceq a$ then by Definition [11] there exist some terms $u_1, \ldots, u_m \in V$ and $v_1, \ldots, v_n \in V$ for $m, n \geq 0$ such that:

\begin{align*}
    a \triangleright u_1 \triangleright \ldots \triangleright u_m &= b \quad (4.9) \\
    b \triangleright v_1 \triangleright \ldots \triangleright v_n &= a. \quad (4.10)
\end{align*}

Substituting the $b$ on the LHS of Equation [4.10] with the LHS of Equation [4.9] we can write:

\begin{equation}
    a \triangleright u_1 \triangleright \ldots \triangleright u_m \triangleright v_1 \triangleright \ldots \triangleright v_n = a.
\end{equation}

By Lemma [1], all intermediate aggregates must be equal to $a$, in particular:

\begin{equation}
    a \triangleright u_1 \triangleright \ldots \triangleright u_m = a
\end{equation}

Plugging this result into the LHS of Equation [4.9] we get $a = b$.

Proof of Theorem [7]. Let $\preceq$ be the progress relation for the reducer $\triangleright$. From Lemmas [2] [3] and [4] it follows that this relation is a partial order. Now, let $S_1 \subseteq S_2$. From the definition of $\mathcal{A}$ in Equation [4.3] we can write:

$$
\mathcal{A}(S_2, k, d) = \mathcal{A}(S_1, k, d) \triangleright v_1 \triangleright \ldots \triangleright v_n
$$

where $\{v_1, \ldots, v_n\} = S_2 \setminus S_1$. From Definition [11] this implies that $\mathcal{A}(S_1, k, d) \preceq \mathcal{A}(S_2, k, d)$; that is, $\mathcal{A}$ is monotonic in its first argument with respect to $\preceq$.
type dsf_t; /* Domain-specific feedback map */

/* Register a new domain. To be invoked once during initialization. */
dsf_t new_domain(int key_size, function reduce, int a_0);

/* Updates to the DSF map. To be invoked during test execution. */
int dsf_get(dsf_t dsf, int k); // return dsf[k]
void dsf_set(dsf_t dsf, int k, int v); // dsf[k] = v
void dsf_increment(dsf_t dsf, int k, int v); // dsf[k] = dsf[k] + v
void dsf_union(dsf_t dsf, int k, int v); // dsf[k] = dsf[k] | v
void dsf_maximize(dsf_t dsf, int k, int v); // dsf[k] = max(dsf[k], v)

Figure 4.2: API for domain-specific fuzzing in pseudocode.

4.3 Implementation

We implemented the core FUZZFACTORY algorithm (Algorithm 4) as an extension to AFL [185], and inherits many of its implementation details (as in Section 3.3).

To create domain specific fuzzing maps $dsf_i$ used in this algorithm, the program under test calls some FUZZFACTORY API functions that manipulate the values in $dsf_i$. In the applications, we created LLVM instrumentation passes that automatically add instrumentation to populate these $dsf_i$ maps in a structured way. We describe the details of these passes in the corresponding subsections of Section 4.4. However, test programs can also be instrumented using any other tool, such as Intel’s Pin [125]. In fact, domain-specific fuzzing applications can also be implemented by manually editing test programs to add code that calls the FUZZFACTORY API.

Figure 4.2 outlines the API provided by FUZZFACTORY. The type dsf_t defines the type of a domain-specific map. In our implementation, the keys and values are always 32-bit unsigned integers. However, users can specify the size of the DSF map; that is, the number of keys that it will contain.

The API function new_domain registers a new domain whose key set $K$ contains key_size keys. The arguments reduce and a_0 provide the reducer functions (of type int x int -> int) and the initial aggregate value respectively. For applications where $K$ is a set of program locations $L$ (Sections 4.4.1, 4.4.2), we use key_size of $2^{16}$ and assign 16-bit pseudorandom numbers to basic block locations, similar to AFL. For the incremental fuzzing applications (Section 4.4.3), where $K = L \times L$, we use a hash function to combine two basic block locations into a single integer-valued key. The sets $V$ and $A$ are defined implicitly by the usage of DSF maps and the implementation of the reduce function.

The function new_domain returns a handle to the DSF map, which is then used in subsequent APIs listed in Figure 4.2, such as dsf_increment. Calls to the new_domain are inserted at test program startup, before any tests are executed. It is up to the user to ensure that the provided reducer function satisfies properties 4.1 and 4.2, which in turn guarantee
monotonic aggregation (Theorem 1). API functions that start with ‘dsf_’ manipulate the DSF map. The argument key must be in the range [0, key_size).

4.4 Evaluation

We demonstrate the applicability of FuzzFactory by instantiating some domain-specific fuzzing applications. For each application, we describe the goals, the instrumentation used to create it, and evaluate its value. This dissertation highlights three of the domain-specific fuzzing applications described in the OOPSLA’19 paper on FuzzFactory [150], in increasing order of complexity:

1. **mem**: An application for generating inputs that maximize dynamic memory allocations.

2. **cmp**: A domain for smoothing hard comparisons. Although a lot of prior work address this application, our particular solution strategy is novel.

3. **diff**: A novel application for incremental fuzzing after code changes in a test program.

For each application, we evaluate the following research question: “Does FuzzFactory help achieve domain-specific fuzzing goals, without modifying the underlying search algorithm?”

FuzzFactory is implemented as an extension to AFL, and inherits its mutation and search heuristics. For each application domain, we thus compare the results of domain-specific fuzzing with the baseline: conventional coverage-guided fuzzing using AFL. Naturally, the metrics on which we perform this comparison vary depending on the domain.

**Composition**  A key advantage of FuzzFactory is that it enables us to naturally compose multiple domain-specific fuzzing applications with no extra effort. In Section 4.4.4, we describe a composition of cmp and mem that smooths hard comparisons in order to exacerbate memory allocations. Remarkably, we find that such a composition can perform better than just the sum of its parts.

**Implementation** Traditionally, implementing each such domain would require non-trivial effort in modifying a fuzzing tool such as AFL to achieve a domain-specific objective. With FuzzFactory, implementing the mem, cmp, and diff domains required only 29, 355, and 146 lines of C++ code. These implementations basically consist of creating the LLVM passes that insert calls to the FuzzFactory API in order to create the domain-specific feedback maps for each problem.

**Experimental Evaluation** For our experiments, we use six benchmark programs from the Google fuzzing test suite [86]. This suite contains specific historical versions of programs that have been thoroughly fuzzed using the OSS-Fuzz infrastructure [85]. The six benchmarks we use include: (1) libpng-1.2.56, (2) libarchive-2017-01-04, (3) libjpeg-turbo-07-2017,
Figure 4.3: Maximum amount of dynamic memory allocated (in KB) due to inputs generated by baseline (afl) and domain-specific fuzzing application (mem). Higher is better.

(4) libxml2-v2.9.2, (5) vorbis-2017-12-11, and (6) boringssl-2016-02-12\(^1\) The benchmarks are written in C or C++. Benchmarks (1)–(4) were chosen because they are commonly used in the fuzzing literature [114, 115, 153, 54, 55, 158]. Benchmarks vorbis and boringssl were chosen because they expect markedly different input formats.

All experiments were run on Amazon AWS ‘c5.18xlarge’ instances. Each experiment was repeated 12 times to account for variability in the randomized algorithms. Unless otherwise stated, our fuzzing experiments used the initial seed inputs provided in the benchmark suite, limited input sizes to at most 10KB during fuzzing, and were run for 24 hours at a time.

4.4.1 **mem**: Exacerbating Memory Allocations

First, we describe **mem**, a application whose goal is to generate inputs that exacerbate memory allocations. There are several use cases for such a fuzzer: discovering the maximum amount of memory the program under test may dynamically allocate for a given size input, discovering inputs that could lead to bugs related to out-of-memory conditions, or generating a corpus of memory-stress tests for benchmarking purposes.

For this memory allocation domain, we have \(K = L, V = \mathbb{N}, A = \mathbb{N}, a_0 = 0, a \triangleright v = \max(a, v)\). That is, the keys are program locations, and the values are the positive integers, which are aggregated with max. We instrument the test program with calls to `dsf_increment` so that whenever it allocates new memory using `malloc` or `calloc` at program location \(k\), we increment the value of `dsf(k)` by the number of bytes allocated. At the end of test execution, the value of `dsf(k)` contains the total number of bytes allocated at program location \(k\) for all such locations \(k\).

\(^1\)For boringssl, we use the target `fuzz/server.cc`, which fuzzes the server side of the TLS handshake protocol, instead of the default `fuzz/privkey.cc`, which fuzzes the parsing of private key files.
Experimental evaluation Figure 4.3 shows the results of our experiments with this application on our benchmark programs. We evaluate the domain-specific fuzzing application (mem) as well as the baseline (afl) on the maximum amount of dynamic memory allocated by generated inputs after the 24-hour fuzzing runs. The plots show means and standard errors of this metric across 12 repetitions.

The benchmark libxml did not seem to perform any input-dependent dynamic memory allocations. On the benchmarks vorbis, libpng, libjpeg-turbo and boringssl, our domain-specific fuzzing application generated inputs that allocate $1.5 \times 120\times$ more memory. For libpng our application generated input PNG images whose metadata specified the maximum allowable image dimensions—as per the validation rules hard-coded in the test driver—of 2 million pixels. Even though such PNG files themselves were only about 1KB in size, their processing required over 24MB of dynamically allocated memory. In Section 4.4.4 we discuss a composite domain-specific fuzzing application that generates PNG images of dimensions smaller than one thousand pixels, but whose processing required over 2GB of dynamic memory allocation from libpng.

Note that the mem application was not effective on libarchive. This is the only benchmark in our suite where the initial seed input leads to an early exit due to a validation error. Further, libarchive contains many “hard” comparisons, like checksum checks. Thus, it is difficult for the fuzzer to get into code where potentially data-controlled memory allocations lie. We will see in Section 4.4.4 that adding feedback to get through these hard comparisons can help us find memory allocation bugs on this benchmark.
4.4.2 **cmp**: Smoothing Hard Comparisons

We next describe a novel solution to a well-known problem, that of hard comparisons. Recall the motivating example in Figure 4.1, which required generating inputs \(a\) and \(b\) that were equal to each other. For CGF, similar obstacles arise when encountering operations such as `strncmp`, `memcmp`, and `switch-case` statements. The problem of hard comparisons has been addressed by several researchers in the past [110, 172, 161, 117, 153, 184]. Common solutions to this problem include, but are not limited to: (1) starting with seed inputs that already satisfy most of the complex invariants, (2) mining magic constants—such as 0x0123—from the test program and then randomly inserting these values as part of the mutation process, (3) transforming the test program to “unroll” an \(n\)-byte comparison into a sequence of branches performing 1-byte comparisons, and (4) performing sophisticated static analysis, dynamic taint analysis, or symbolic execution to identify and overcome hard comparisons. Some solutions, such as statically mining magic constants or unrolling multi-byte comparisons, do not work with hard comparisons of variable-length arguments, e.g. `memcmp(a, b, n)`, where all operands are derived from the program input.

Using FuzzFactory, we build a solution that does not rely on the domain knowledge in seed inputs or on expensive symbolic analysis. Instead, we simply instrument all comparison operations in the program, treating locations of these comparisons as our dsf keys \((K = L)\), and keeping track of the number of bits in common between the two operands being compared as the value \((V = N)\). The feedback is aggregated using the max reduce operator, with \(a_0 = 0\) as usual. Therefore, a newly generated input will be saved as a waypoint if it maximizes the number of bits that match at any hard-comparison operation in the program under test.

At each comparison location that effectively performs an operation \(a == b\), we add a call to `dsf_set` with the value `bits_in_common(a, b)`. In addition to integer equality, we also instrument string comparisons and `switch-case` statements. The inserted code populates the DSF map entries corresponding to their program location with the maximum observed count of common bits between their operands.

**Experimental evaluation** Figure 4.4 contains the results of our experiments with this application on the benchmark programs. For this experiment alone, we do not use the initial seed inputs provided in the benchmark suite, but instead seed all fuzzers with an input containing a string of zeros. We do this so that we can study how hard comparisons can be overcome without relying on program-specific knowledge embedded in the seeds. This experiment also simulates a scenario where one wishes to fuzz a program that has an unknown input format, and therefore has no seed inputs available. We evaluate the domain-specific fuzzing application (**cmp-zero**) as well as the baseline (**afl-zero**) on the branch coverage (as computed by `gcov`) achieved by inputs after the 24 hour fuzzing runs. The suffixes `zero` indicate that these experiments did not use meaningful seed inputs. The plots show means and standard errors of branch coverage across 12 repetitions.

From the figure, we see that **cmp-zero** achieves higher code coverage than the baseline in four benchmarks: `vorbis`, `libarchive`, `libpng`, and `boringssl`. Manual investigation
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(a) Program with a diff: the * in Line 4 is modified to a −.

(b) Inputs and their execution paths through the program in Figure 4.5. \((x, y)\) designates an executed basic block transition between \(x\) and \(y\), and \(\downarrow\) the hitting of a diff. \((x, y)\) highlights the first time an input exercises \((x, y)\) after hitting the diff during execution.

Figure 4.5: Motivating post-diff basic block transitions as DSF for incremental fuzzing.

revealed that these programs expected their inputs to either contain magic values or to satisfy strict invariants that required hard comparisons. On vorbis, the cmp front-end achieved \(5 \times\) more code coverage. On libpng, the baseline (afl-zero) performed particularly poorly, since the PNG image format requires an 8-byte magic value at the beginning of every input file; the test program exits early if this magic value is not found. The cmp front-end effortlessly surpassed this hard comparison and was able to cover over \(100 \times\) more branches. On libxml and libjpeg-turbo, the cmp front-end does not appear to be useful. In these benchmarks, we did not find any input-dependent hard comparisons between operands larger than two bytes in size. Thus, the baseline approach was sufficient.

4.4.3 diff: Incremental Fuzzing

Fuzzing tools are run for many hours or days in order to find bugs in stable versions of complex software. However, if a developer makes a change to such software, there is no straightforward way for them to quickly fuzz test their changes. They could use the test corpus generated by the long-running fuzzing session on the previous version of the software as a regression test suite, but those inputs may not exercise code paths affected by the changes to the software. They could also start a new fuzzing session with the previously generated corpus of inputs as the initial seeds. However, they have no way to communicate to the fuzzing engine that it should focus on the code paths affected the changes to the software. Directed fuzzing tools such as AFLGo \cite{aflgo} address this application, but can require several hours of static analysis to pre-compute distances to target program locations\footnote{https://github.com/aflgo/aflgo/issues/21}.

To this end, we propose and implement a domain-specific fuzzing application for incremental fuzzing. The goal of this application is to guide fuzzing towards quickly discovering interesting code paths that visit the lines of code that have just been modified. We refer to
the set of modified lines of code as the diff. To measure the variety of paths executed by the inputs, we will focus on basic block transitions (BBTs) rather than basic blocks alone. This notion of basic block transition is identical to the notion used by AFL (ref. Chapter 2).

Consider the example program given in Figure 4.5a. This program performs a division at Line 7. In the original program, the divisor d was always a multiple of the input a, so the division at Line 7 was always safe. Unfortunately, the new change to the program, which switches $2 \times a$ to $2 - a$ in Line 4, makes a division by zero possible. Figure 4.5b shows some inputs and the execution paths they take through this program. The execution path is represented as the sequence of BBTs executed by the input. We use $\langle x, y \rangle$ to represent the transition from the basic block starting at line $x$ to the basic block starting at line $y$. We represent the execution of a diff-affected basic block with the symbol /bolt/.

Consider the three inputs in Figure 4.5b. Input $i_1$ ($a=3, b=4$) exercises the diff, but not the division at Line 7. Input $i_2$ ($a=4, b=4$) exercises the division at Line 7 but not the diff at Line 4. Notice that input $i_3$ ($a=4, b=3$) does not exercise new BBTs compared to inputs $i_1$ and $i_2$, so regular coverage-guided fuzzing would not save it. However, input $i_3$ is the first to exercise the true branch leading to Line 7 after having hit the diff. We call the BBTs executed after hitting the diff as post-diff BBTs; the newly exercised post-diff BBTs are highlighted in blue in Figure 4.5b. Since input $i_3$ covers a new post-diff BBT, it is interesting in an incremental fuzzing setting because it exercises a new code path affected by the change in the diff. In fact, it is only one mutation away from $a=2, b=3$, which would trigger a division by zero.

Our FuzzFactory application, diff, ensures that input such as $i_3$ are saved as waypoints. It does so by populating the DSF map with the number of times each BBT is executed after the diff code has been executed (i.e., it must keep track of the BBTs after the /bolt/). For example, for input $i_1$, the DSF map is $\{\langle 4, 6 \rangle \mapsto 1, \langle 6, 9 \rangle \mapsto 1\}$. For input $i_2$, the DSF map is $\{}$ because input $i_3$ does not hit the diff. Finally, for input $i_3$, the DSF map is $\{\langle 4, 6 \rangle \mapsto 1, \langle 6, 7 \rangle \mapsto 1\}$.

Since we keep track of basic block transitions rather than simply basic blocks, $K = \mathbb{L} \times \mathbb{L}$. To better approximate paths, the DSF map collects order-of-magnitude aggregation of BBT execution counts. Thus, $A = 2^5$, $a_0 = \emptyset$, and the reducer function is $a \triangleright v = a \cup \log_2(v)$. The instrumentation adopts AFL’s BBT tracking logic, described in Section 2.1.

To make sure that we only track post-diff BBTs, the instrumentation also defines a new global variable hits_diff in the test program. This variable is set to false at the test entry point. At each basic block, the instrumentation adds a check to see whether the basic block is within_diff—that is, the basic block was added or modified in the code change of interest—and sets hits_diff to true if that is the case. Then, the DSF for the BBT $\langle p, c \rangle$ is only incremented (with a call the function dsf_increment) if hits_diff is true, effectively counting only post-diff BBTs.

Experimental evaluation To simulate the incremental fuzzing environment on our benchmarks without cherry-picking diffs, we perform the following procedure. For each benchmark, we randomly choose the set of saved inputs from one of our 24-hour runs of AFL as the new starting set of test inputs, $S_0$. To find a relevant code change, we then advance the code
repository by one git commit until we find a diff that (1) affects code in the main test driver, and (2) is exercised by at least one input in $S_0$. We keep advancing through the commit history, and accumulate the diffs, until such a diff is found, or until the most recent commit.

To evaluate utility in a continuous integration environment, we run the tools for five minutes each. Since we are interested in evaluating the power of the tools to generate inputs with high code coverage downstream from the diff, we evaluate the coverage achieved by any input AFL generated that hit the diff in the five minute run.

Figure 4.6 contains the results of our 5-minute incremental fuzzing evaluation. The figure plots means and standard errors of the number of post-diff BBTs hit by all generated inputs, relative to the baseline afl. We plot the coverage achieved by our domain-specific fuzzing application, called diff, relative to afl. For libpng and libjpeg-turbo, the diffs yielded by our procedure were hit by all inputs in the starting corpus, and for vorbis, no inputs in the seed corpus initially hit the diff. This resulted in very large diffs. As expected for such large diffs, diff and afl were equally successful at finding a variety of post-diff behaviors on these benchmarks. For libarchive and boringssl, only a few inputs hit the initial diff, and the diff was not very large. These more closely mirrored the incremental changes motivated by our techniques. For these benchmarks, the FUZZFACTORY domain-specific fuzzing application diff achieves 2.5-3× more coverage downstream from the diff than afl.

### 4.4.4 Composing Multiple Domains

Due to the clean separation between domain-specific feedback maps and the underlying fuzzing algorithm, we can easily compose multiple domain-specific fuzzing applications in the same test program binary. Composing two domain-specific fuzzing applications requires no more than incorporating the instrumentation associated with each domain. In our implementation,
this is as simple as setting compile-time flags for each domain. Each domain’s associated instrumentation only updates its own DSF map. Similarly, our domain-specific fuzzing algorithm aggregates feedback from each registered domain independently (ref. Algorithm 4).

Figure 4.7 shows the results of our experiments with a composite application that smooths hard comparisons (ref. Section 4.4.2) and maximize dynamic memory allocations (ref. Section 4.4.1). The goal of this experiment is to maximize memory allocation in the test programs, while also smoothing hard comparisons which may be required to exercise hard-to-reach program branches. This experiment used the initial seed inputs that ship with the benchmark suite. We compare the composite domain (cmp-mem) with the baseline (afl) as well each independent application (cmp and mem). Note the difference in y-axis between the four benchmarks on the left-hand-side (maximum value listed is 15.3 MB) and right-hand-side (maximum value listed is 3.7 GB) of Figure 4.7.

In four benchmarks, the cmp-mem composition is able to generate inputs that allocate more memory those those generated by cmp or mem individually. That is, the composite application performs better than the sum of its parts. In particular, the combined cmp-mem application was able to generate inputs that allocate the maximum memory possible with libarchive and libpng—4GB and 2GB respectively.

For libarchive, this result is remarkable because the mem domain itself performed much worse than the afl baseline, due to the fact that the initial seed inputs were invalid (ref. Section 4.4.1). However, when combined with the application that smooths hard comparisons, we were able to quickly generate valid ZIP archives and eventually generated a ZIP bomb: a small input that when decompressed leads to excessive memory allocation. Similarly, in libpng, the cmp-mem application was able to generate a PNG bomb. Unlike the most
memory-allocating input discovered by \texttt{mem} alone, which was an image that declared very large geometric dimensions in its metadata (ref. Section \ref{sec:example-inputs}), the PNG bomb generated by \texttt{cmp-mem} relies on compressed data. This input demonstrates that simply capping an image’s geometric dimensions is not sufficient for limiting memory usage.

**Memory leak discovery** Our experiments with \texttt{cmp-mem} led to the discovery of a memory leak in \texttt{libarchive}. Since the benchmark suite used in our experiments contains old, historical versions of heavily fuzzed software, we expected to only find previously known bugs, if any. To our surprise, we not only found memory leaks in the January 2017 snapshot of \texttt{libarchive}, but also in the latest (March 2019) version of \texttt{libarchive}, using inputs generated while fuzzing the old version. The project developer fixed the bug after we reported it.

### 4.5 Discussion

\texttt{FuzzFactory} allows developers and researchers to control the process of fuzz testing by defining a strategy to selectively save intermediate inputs. However, it does not provide any explicit hooks into various other search heuristics used in the CGF algorithm, such as the mutation operators or seed selection strategies. In principle, it should be possible to port general-purpose heuristics such as those used in AFLFast \cite{aflfast} or FairFuzz \cite{fairfuzz} to work with any of the various domain-specific fuzzing applications described herein. The main contribution of this chapter is the separation of concerns between the fuzzing algorithm and the choice of feedback from the instrumented program under test.

In theory, a basic increase in code coverage can itself be considered a domain-specific feedback. That is, we could define a domain \(d\) where \(\text{is\_waypoint}(i, S, d)\) is satisfied when input \(i\) leads to the execution of code that is not covered by any input in \(S\). However, in Algorithm \ref{alg:waypoint} we always save an input if it increases code coverage, instead of modeling this criteria through yet another domain. In practice, we found that an increase in code coverage is useful for all domains, since it leads to discovering new program behavior. To put it another way, we always compose every custom domain with a default code coverage domain. \texttt{FuzzFactory} allows users to disable this default domain via an environment variable.

Since the completion of the experiments for the OOPSLA’19 paper on \texttt{FuzzFactory} \cite{fuzzfactory}, even more specialized fuzzers that fit our abstraction of waypoints have appeared: e.g. (1) Coppik et al. \cite{coppik} save inputs that read/write new values to input-dependent memory addresses, and (2) Nilizadeh et al. \cite{nilizadeh} discover side-channel vulnerabilities by saving inputs whose execution paths maximally differ from a reference path. The continued appearance of these domain-specific fuzzers strengthens the key result from both this chapter and the last. By adding feedback that expands the notion of “interesting input” in coverage-guided fuzzing, we can consistently find specialized bugs whose appearance is not captured by branch coverage alone.
Part II

Structured Mutations
Chapter 5

FairFuzz: Mutation Masking for Deeper Coverage

The last part presented two projects, PerfFuzz and FuzzFactory, which changed the feedback component of coverage-guided fuzzing in order to achieve diverse testing goals. However, both of those projects did not touch another important aspect of coverage-guided fuzzing: the mutations used to create inputs. This part—Chapters 5 and 6—explores the impact of mutations on the effectiveness of coverage-guided fuzzing in more detail.

As mentioned in the introduction, AFL and other coverage-guided fuzzing (CGF) algorithms create new inputs by performing byte-level mutations on existing, saved inputs. For programs expecting highly structured inputs—like a compiler or an XML linter—rather than binary file formats, this can result in many malformed inputs which are unable to explore the program very deeply. Overall, this limits the overall coverage achieved by CGF to the parsing or input validation stages of the program under test.

In Section 4.4.2 of Chapter 4 we saw the cmp approach to getting deeper program coverage. Effectively, this approach gave breadcrumbs to the fuzzer for making progress through so-called hard comparisons. These hard comparisons, sometimes called magic byte comparisons, are ones that rely on a subsequence or function of the input being exactly equal to a given value. Many works have tried to modify CGF to increase the probability of getting through these types of magic bytes comparisons [46, 161, 117, 54].

The cmp approach increases the probability of generating inputs which satisfy these conditions, and thus, increase the coverage of the program under test. However, it still relies on getting lucky with random mutations: the approach does not alter the mutation strategy, but simply saves inputs if, by luck, a mutant gets further through the comparison. This process could be much more effective by targeting the mutations in a manner that does not ruin the program exploration progress made by the parent input.

This chapter presents a lightweight technique, called FairFuzz, which helps increase the coverage of the program under test by targeting mutations in such a manner. This technique requires no extra instrumentation beyond regular CGF instrumentation, preserving CGF’s ease-of-use. While the focus of FairFuzz is on branch coverage, a similar concept could be
used to target other kinds of coverage and testing objectives, including the cmp feedback.

**FairFuzz** works in two main steps. First, it identifies the program branches that are rarely hit by previously generated inputs. We call such branches *rare branches*. These rare branches guard under-explored functionalities of the program. By generating more random inputs hitting these rare branches, **FairFuzz** greatly increases the coverage of the parts of the code guarded by them.

Second, **FairFuzz** uses a novel lightweight mutation technique to increase the probability of hitting these rare branches. The mutation strategy is based on the observation that certain parts of an input already hitting a rare branch are crucial to satisfy the conditions necessary to hit that branch. Therefore, to generate more inputs hitting the rare branch via mutation, the parts of the input that are crucial for hitting the branch should not be mutated. **FairFuzz** identifies these crucial parts of the input by performing a number of small mutation experiments. Later, in test input generation, it avoids mutating these crucial parts of the input. This mutation strategy is orthogonal to approaches that help CGF pass magic byte comparisons (like the cmp approach mentioned above), and can be combined with them to increase code coverage even further.

We begin with an overview of the **FairFuzz** algorithm, by studying a particular example on which its core innovation brings benefits.

### 5.1 Motivation

**FairFuzz** is built on top of American Fuzzy Lop (AFL) [185], a popular coverage-guided fuzz tester. As discussed in Chapter 2, AFL uses coverage feedback to guide its input generation, saving inputs which cover new edges in the control flow graph of the program under test.

While AFL’s search strategy is guided by coverage, AFL often fails to cover some important functionalities of the program under test. And, if a program region is not covered, there is no way AFL can find bugs or crashes in that region.

Consider the code fragment shown in Figure 5.1. It is adapted from the `parser.c` file used in `libxml2`’s `xmlint` utility. We ran AFL on this benchmark 20 times, each time for 24 hours. Only in one of these 24-hour runs did AFL produce an input passing Line 1. Even then, AFL failed to explore the contents of any of the if statements in Lines 6-30. As such, it failed to explore the large quantity of code after Line 31 (mostly omitted in Figure 5.1). Since this code is not even covered, then AFL simply cannot find any bugs in it.

The key reason AFL is unable to produce inputs covering any of this code—even after discovering an input containing `<!ATTLIST`—is that AFL mutates inputs paying no attention to which byte values are required to cover particular parts of the program. For example, after having produced the input `<!ATTLIST BD`, AFL will not prioritize mutation of the bytes after `<!ATTLIST`. Instead, it is as likely to produce the mutants `<!CATLIST BD`, `<!ATTLIST BD`, or `<!!ATTLIST BD` as it is to produce `<!ATTLIST ID`. However, to explore the code in Figure 5.1 once AFL discovers `<!ATTLIST BD`, it should not mutate the `<!ATTLIST` part of this input. To see why, suppose that the production of an input like `<!ATTLIST ID`—with the token
Figure 5.1: Code fragment based off the `libxml` file `parser.c` showing many nested if statements that must be satisfied to explore erroneous behavior.
Figure 5.2: Preventing AFL from mutating the `<!ATTLIST` part of this input increases the probability of generating `<!ATTLIST ID` by at least $6\times$.

“ID”—is required to pass the processing code omitted in Line 3 of Figure 5.1. Preventing the modification of `<!ATTLIST` increases AFL's probability of generating `<!ATTLIST ID` by at least $6\times$. Figure 5.2 illustrates how restricting mutations to only the last two characters of the input yields to a smaller space of mutants to explore, and thus, a higher probability of discovering an input that gets deeper into the program.

### 5.1.1 Overview of FAIRFUZZ

FAIRFUZZ is a two-pronged approach that addresses this concern and can be smoothly integrated into AFL or other coverage-guided fuzzers. It works as follows.

The first part of FAIRFUZZ is the identification of statements like the if statement in Line 1 of Figure 5.1 which potentially guard large unvisited regions of code. For this, we utilize the observation that such statements are usually hit by very few of AFL's generated inputs (i.e. they are rare), and can thus be easily identified by keeping the track of the number of inputs which hit each branch. Intuitively, the code guarded by a branch hit by few inputs is much less likely to have been thoroughly explored than the code guarded by a branch hit by a huge percentage of generated inputs.

Having identified these rare branches as targets, FAIRFUZZ modifies the input mutation strategy in order to keep the condition of the rare branch satisfied. Specifically, it uses a deterministic mutation phase to approximately determine the parts of the input that cannot be mutated in order to hit the rare branch. The subsequent mutation stages are not allowed to mutate these crucial parts of the input. This significantly increases the probability of generating new inputs that hit the rare branch, increasing the probability of exploring the code guarded by the branch, and thus, exploring the program under test more deeply. While FAIRFUZZ uses this mutation masking strategy to target rare branches, the mutation masking is general and can be applied to other testing targets.
Algorithm 5

The FairFuzz algorithm. Differences from regular coverage-guided fuzzing are highlighted in gray.

**Input:** an instrumented test program \( p \), a set of initial seed inputs \( S_0 \)

**Output:** a corpus of automatically generated inputs \( S \)

1: \( S \leftarrow S_0 \)
2: \( totalCoverage \leftarrow \text{INITCOVERAGE}(S_0) \)
3: repeat
4: for input in \( S \) do
5: with probability \( \text{FUZZPROB}(input) \) do
6: \( target \leftarrow \text{GETRARESTBRANCH}(input) \)
7: \( mask \leftarrow \text{COMPUTEMASK}(p, input, target) \)
8: for \( 1 \leq i \leq \text{NUMCHILDREN}(input, mask) \) do
9: \( input' \leftarrow \text{MUTATEWITHMASK}(input, mask) \)
10: \( coverage \leftarrow \text{EXECUTE}(p, input') \)
11: if \( coverage \not\subseteq totalCoverage \) then
12: \( S \leftarrow S \cup \{input'\} \)
13: \( totalCoverage \leftarrow totalCoverage \cup coverage \)
14: until given time budget expires
15: return \( S \)

5.2 The FairFuzz Algorithm

Algorithm 5 outlines the FairFuzz algorithm and how it differs from the coverage-guided fuzzing algorithm (Algorithm 1). The essential differences are that inputs are selected based on whether or not they hit a rare branch (Line 5), then a mutation mask is computed for the rarest branch hit by the selected input (Lines 6, 7), and the mutation mask is used to filter and bias mutations towards the target branch (Lines 8, 9). Notice that unlike the changes to the coverage-guided fuzzing algorithm studied in Part I, there is no change to the feedback used to judge interesting inputs (Lines 10, 13).

We begin with an abstract treatment of the mutation masking technique.

5.2.1 Mutation Masking

In this section we introduce the mutation mask for a given input, \( x \), and a given testing target, \( T \). We say \( \text{satisfies}(x, T) \) is true if input \( x \) satisfies \( T \).

**Definition 12.** A mutation is a tuple \((c, m)\), where \( m \) is the number of bytes impacted by the mutation and \( c \) is one of the following mutation categories:

\( O: \) overwrites \( m \) bytes starting at position \( k \) with some values,
I: inserts some sequence of $m$ bytes at position $k$,

D: deletes $m$ bytes starting at position $k$.

To fully specify mutations with $c \in \{O, I\}$, we must also specify the values to be inserted. Given an input $x$, a mutation $\mu = (c, m)$, and a position $0 \leq i < |x| - m$, let $\text{mutate}(x, \mu, i)$ denote the input produced by applying mutation $\mu$ on $x$ at position $i$.

Definition 13. The mutation mask for an input $x$ and a testing target $T$ is a function $\text{mask}_{x,T}: \mathbb{N} \rightarrow \mathcal{P}(\{O, I, D\})$ which takes a position $i$ in the input $x$ and returns a subset of $\{O, I, D\}$. We say that a mutation category $c \in \text{mask}_{x,T}(i)$ if satisfies($\text{mutate}(x, (c, 1), i), T$) is true. That is, if $c$ is in the set $\text{mask}_{x,T}(i)$, then after applying a mutation of category $c$ at position $i$ on $x$, the resulting input will satisfy the target $T$.

Intuitively, the mutation mask specifies whether the input produced from mutating $x$ at position $i$ will (likely) reach the testing target. With this mask, given a mutation $\mu = (c, m)$ at position $k$, we can compute

$$\text{okToMutate}(\text{mask}_{x,T}, \mu, k) = \bigwedge_{i=k}^{k+m-1} c \in \text{mask}_{x,T}(i).$$

We describe the algorithm to compute $\text{mask}_{x,T}(i)$ in Section 5.2.2.2

5.2.1.1 Biasing Mutation with the Mutation Mask

FAIRFUZZ uses $\text{okToMutate}(\text{mask}_{x,T}, \mu, k)$ to bias mutations towards the testing target.

As discussed in Section 2.1, there are two main stages in AFL’s mutation algorithm. Biasing mutations with the mask is done a somewhat differently in both of these stages.

First, in the deterministic mutation stages, any mutation $\mu$ which does not satisfy $\text{okToMutate}$ is simply skipped. That is, FAIRFUZZ simply does not apply that mutation to the parent input. For a given mutation type $\mu$ and position $i$, the mutant $x' = \text{mutate}(x, \mu, i)$ is generated only if $\text{okToMutate}(\text{mask}_{x,T}, \mu, i)$ is true. This has the effect of reducing the number of mutants created in the deterministic mutation stages, thereby reducing the number of children inputs created from the parent inputs (Line 8 of Algorithm 5).

Second, recall that in the havoc stage, mutants are created by choosing a random mutation and random position at which to apply it. FAIRFUZZ selects the random mutation $\mu = (c, m)$ as AFL does (Algorithm 2, Line 5). However, instead of selecting the position at random between 0 and $|\text{newinput}| - m - 1$ Algorithm 2, Line 6, FAIRFUZZ chooses the position randomly from the subset of ok-to-mutate positions. Precisely, it replaces that line with a call to $\text{randomOkToMutate}(\text{mask}_{x,T}, \mu)$, defined as:

$$\text{sampleUniform}(\{i \in [0, |x| - m - 1] : \text{okToMutate}(\text{mask}_{x,T}, \mu, i)\}).$$

If the set of ok-to-mutate positions is empty, FAIRFUZZ skips the mutation and chooses a new $\mu = (c, m)$ at the next iteration of the havoc mutation loop (Algorithm 2, Line 4).
5.2.2 Targeting Rare Branches

So far we have kept the testing target abstract. Now, we concretize it by elaborating the definition of rare branches and giving the concrete algorithm which FAIRFUZZ uses to compute the mutation mask for rare branches.

5.2.2.1 Selecting Inputs to Mutate

To bias input generation towards rare branches, FAIRFUZZ selects only inputs that hit rare branches for mutation. First, we formalize the concept of a rare branch.

Definition 14. We say that an input $x$ hits a branch $b$, denoted $\text{hits}(x, b)$, if the execution of the program on $x$ exercises the branch $b$ at least once.

The hit count of a branch is the number of produced inputs $i$ which have exercised the branch. More formally,

Definition 15. Let $\mathcal{I}$ be the set of all inputs produced by fuzzing so far. The hit count of branch $b$ is

$$\text{numHits}[b] = |\{ x \in \mathcal{I} : \text{hits}(x, b) \}|.$$

To establish $\text{numHits}$, FAIRFUZZ runs one round of the coverage-guided fuzzing loop on the seed input with no masking.

A natural idea is to designate the $n$ branches hit by the fewest inputs as rare, or the branches hit by less than $p$ percent of inputs to be rare. After some initial experiments, we rejected these methods as (a) they can fail to capture what it means to be rare (e.g. if $n = 5$ and the two rarest branches are hit by 20 and 15,000 inputs, both would be “rare”), and (b) these thresholds need to be modified for different benchmarks. Instead, we define a rare branch as one whose hit count is smaller than a dynamic rarity cutoff as follows. Let $\mathcal{B}$ be the set of all branches in the program.

Definition 16. Let $\mathcal{B}_v = \{ b \in \mathcal{B} : \text{numHits}[b] > 0 \}$. A rare branch is a branch $b$ such that

$$\text{numHits}[b] \leq \text{rarity\_cutoff}$$

where

$$\text{rarity\_cutoff} = 2^i \text{ such that } 2^{i-1} \leq \min_{b' \in \mathcal{B}_v} (\text{numHits}[b']) \leq 2^i.$$

For example, if the branch hit by the fewest inputs has been hit by 17 inputs, any branch hit by $\leq 2^5$ inputs is rare.

To determine whether an inputs hits a rare branch, FAIRFUZZ computes the rarest branch hit by the input:
Algorithm 6 Computing the mutation mask in FairFuzz.

1: procedure computeMask(p, input, branch)
2:   mask ← initWithEmptySet(|input|)
3:   for 0 ≤ i < |input| do
4:     inputO ← mutate(input, flipByte, i)
5:     if branch ∈ branchesHitBy(p, inputO) then
6:       mask[i] ← mask[i] ∪ {O}
7:     inputI ← mutate(input, addRandomByte, i)
8:     if branch ∈ branchesHitBy(p, inputI) then
9:       mask[i] ← mask[i] ∪ {I}
10:    inputD ← mutate(input, deleteByte, i)
11:    if branch ∈ branchesHitBy(p, inputD) then
12:       mask[i] ← mask[i] ∪ {D}
13: return mask

Definition 17. Let branches(x) = \{b ∈ B : hits(x, b)\}. Then the rarest branch hit by input x is the branch b* such that

\[ b^* = \arg\min_{b \in \text{branches}(x)} \text{numHits}[b]. \]

Then, FairFuzz selects only inputs whose rarest branch is a rare branch for mutation. That is, fuzzProb(x) in Line 5 of Algorithm 3 is 1 if the rarest branch b* hit by input x is rare (i.e. is ≤ rarity_cutoff), and 0 otherwise.

5.2.2.2 Computation of the Mutation Mask

Algorithm 6 outlines how FairFuzz computes mask_x,b for a given input x and rare branch b. This algorithm could be easily adapted to other testing targets by replacing hits(x^c, b) with satisfies(x^c, T). The algorithm works as follows.

For each position i in the x, FairFuzz produces the mutants x^O by flipping the byte at position i (Line 4 of Algorithm 6), x^I by adding a random byte at position i (Line 7), and x^D by deleting the byte at position i (Line 10). Then, for each x^c, FairFuzz determines whether hits(x^c, b) by running x^c through the program (captured in branchesHitBy on Lines 5, 8, 11). Finally, if x^c hits b, FairFuzz notes the position i as overwritable (O), insertable (I), or deletable (D), respectively (Lines 6, 9, 12). While the calculation is illustrated as separate from the deterministic mutation stages in Algorithm 3 the two are integrated in the implementation. Since the mask computation adds only two new deterministic mutation types to AFL (byte-flipping is a default mutation type), the computation adds negligible overhead to stock AFL.

Of course, this computation of O ∈ mask_x,b(i) and I ∈ mask_x,b(i) is approximate—FairFuzz doesn’t check whether every value overwritten or inserted results in b being hit.
Unfortunately, trying all possible values to insert or write is too expensive and produces too many redundant inputs. Empirically we find this approximation produces an effective mutation mask (see Section 5.3.3).

5.2.3 Trimming Inputs for Testing Targets

AFL’s efficiency depends on large part on its ability to quickly produce and modify inputs [189]. Thus, it is important to make sure the deterministic mutation stage—and in FAIRFUZZ, mutation mask computation—is efficient. Since the runtime of the computation is linear in the length of the selected input, FAIRFUZZ needs to keep the length of the inputs in the queue short. AFL has two techniques for keeping inputs short: (1) prioritizing short inputs when selecting inputs for mutation and (2) trimming (an efficient approximation of delta-debugging [191]) the parent input before mutating it. This trimming is omitted from Algorithms 4 and 5 for clarity. Trimming attempts to minimize the input to mutate with the constraint that the minimized input hits the same path (set of (branch ID, branch hits)) as the unminimized one. However, this constraint is not good enough for reducing the length of inputs when very long inputs are chosen. FAIRFUZZ may do this since it selects inputs based only on whether they hit a rare branch. We found that we can make inputs shorter in spite of this if we relax the trimming constraint. In particular, we relax the constraint to require that the minimized input hits only the target branch of the original input, instead of the same path as the original input. Similar relaxation could be done for other testing targets. We refer to FAIRFUZZ with this relaxed constraint as FAIRFUZZ with trimming.

5.3 Evaluation

FAIRFUZZ is implemented as an open source tool built on top of AFL. The implementation adds around 600 lines of C code to the file containing AFL’s core implementation.

We evaluated FAIRFUZZ on 9 different real-world benchmarks. We selected these from those favored for evaluation by the AFL creator (djpe from libjpeg-turbo-1.5.1, and readpng from libpng-1.6.29), those used in AFLFast’s evaluation (tcpdump -nr from tcpdump-4.9.0; and nm, objdump -d, readelf -a, and c++filt from GNU binutils-2.28) and a few benchmarks with more complex input grammars in which AFL has previously found vulnerabilities (mutool draw from mupdf-1.9, and xmllint from libxml2-2.94). Since some of these input formats had AFL dictionaries and some did not, we ran all the evaluation without dictionaries to level out the playing field. In each case we seeded the fuzzing run with the inputs in the corresponding AFL testcases directories (except c++filt, which was seeded with the input “_Z1fv\n”); for PNG we used only not_kitty.png.
5.3.1 Coverage Compared to Prior Techniques

In this section of evaluation we compare three popular versions of AFL against FairFuzz, all based off of AFL version 2.40b.

1. “AFL” is the vanilla AFL available from AFL’s website.

2. “FidgetyAFL” [188] is AFL run without deterministic mutations.

3. “AFLFast.new” [42] is AFLFast run without deterministic stage and with the cut-off-exponential exploration strategy.

We ran FairFuzz with input trimming for the testing target and omitting all deterministic stages except those necessary to compute the mutation mask.
We ran each technique for 24 hours (on a single core) on each benchmark. We repeated each 24 hour experiment 20 times for each benchmark. We ran our experiments for 24 hours as the fuzzing process does not have a defined end-time and this is a runtime used in prior work [16, 172, 161, 117]. We repeated our experiments 20 times because fuzz testing is an inherently non-deterministic process, and so is its performance.

All machines ran Ubuntu 16.04. We ran mutool, djpeg and readpng on a machine with four 2.27 GHz Intel(R) Xeon(R) E7- 4860 processors (40 cores) with 264GB of RAM; we ran c++filt on a machine with four 2.27 GHz Intel(R) Xeon(R) X7560 processors (32 cores) with 264GB of RAM; we ran objdump and nm on a machine with four 2.40GHz Intel(R) Xeon(R) E5-4640 processors (32 cores) and 264GB of RAM; and we ran readelf, xmllint, and tcpdump on two machines, each with a single 3.00 GHz AMD Ryzen 7 1700 processor and 16 GB of RAM. We ran instances of the same AFL technique in at the same time (1×20 runs for mutool, djpeg and readpng, 2×10 runs for c++filt, objdump, and nm, and 5×4 runs for readelf, c++filt, and tcpdump), and different techniques in sequence.

5.3.1.1 Overall Branch Coverage Achieved

We begin by analyzing coverage achieved by different techniques through time. The main metric we report is basic block transitions covered, which is close to the notion of branch coverage used in real-world software testing.

Figure 5.3 plots, for each benchmark and technique, the average number of branches covered over all 20 runs at each time point (dark central line) and 95% confidence intervals in branches covered at each time point (shaded region around line) over the 20 runs for each benchmark. For the confidence intervals we assume Student’s t distribution.

From Figure 5.3, we see that on all benchmarks except c++filt, FairFuzz achieves the upper bound in branch coverage, generally showing the most rapid increase in coverage at the beginning of execution.

Note that while FairFuzz keeps a sizeable lead on the xmllint benchmark (Figure 5.3), it does so with wide variability. Closer analysis reveals that one run of FairFuzz on xmllint was buggy, and no inputs were selected for mutation—this run covered no more than 6160 branches. However, FairFuzz had two runs on xmllint covering an exceptional 7969 and 10990 branches, respectively.

Figure 5.4 shows, at every hour, for how many benchmarks each technique has the lead in coverage. By lead we mean its average coverage is above the confidence intervals of the other techniques, and no other technique’s average lies within its confidence interval. We say two techniques are tied if one’s average lies within the confidence interval of the other. If techniques tie for the lead, the benchmark is counted for both techniques in Figure 5.4, which is why the number of benchmarks at each hour may add up to more than 9. This figure shows that FairFuzz quickly achieves a lead in coverage on nearly all benchmarks and is not surpassed in coverage by the other techniques in our time limits.
5.3.1.2 Detailed Analysis of Coverage Differences.

Figure 5.3 shows there are three benchmarks (c++filt, tcpdump, and xmllint) on which one technique achieves a statistically significant lead in AFL’s branch coverage after 24 hours (with AFLFast.new leading on c++filt and FairFuzz on the other two). A natural question is what these increases corresponded to at the source code level.

Since AFL saves all inputs that achieve new program coverage to disk, we can replicate what program coverage was achieved in each run by replaying these saved inputs through the programs under test. Since each benchmark was run 20 times, we take the union (over each technique) of saved inputs for all 20 runs. We ran the union of the inputs for each technique through their corresponding programs and then ran lcov on the results to reveal coverage differences. Using the union is a generous approach, revealing only which regions are uncoverable by the different techniques over all the 20 runs.

xmllint The bulk of the coverage gains on xmllint were in the main parser.c file. The key trend in increased coverage appears to be FAIRFUZZ’s increased ability to discover keywords.

For example, both AFL and FAIRFUZZ have higher source code coverage than FidgetyAFL and AFLFast.new as they discovered the patterns <!DOCTYPE and <!ATTLIST in at least one run. However, FAIRFUZZ also produced inputs satisfying all the other conditionals illustrated in Figure 5.1 which meant discovering all the keywords used in the comparisons. The produced inputs included:

```xml
<!DOCTYPE T@[ <!ATTLIST T NMTOKENS
<!DOCTYPE T[ <!ATTLIST D T ENTITY
<!DOCTYPE T T ID #REQUIRED@^P
```

We believe the mutation masking technique is directly responsible for the discovery of these. Consider the <!ATTLIST block covered by the inputs above, whose code is outlined in in Figure 5.1. While both AFL and FAIRFUZZ had a run discovering the sequence <!ATTLIST,
Table 5.1: Number of runs producing an input with the given sequence in 24 hours.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;!A</td>
<td>AFL</td>
</tr>
<tr>
<td></td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>FidgetyAFL</td>
</tr>
<tr>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>AFLFast.new</td>
</tr>
<tr>
<td></td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>FairFuzz</td>
</tr>
<tr>
<td></td>
<td>17</td>
</tr>
<tr>
<td>&lt;!AT</td>
<td>AFL</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FidgetyAFL</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>AFLFast.new</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>FairFuzz</td>
</tr>
<tr>
<td></td>
<td>11</td>
</tr>
</tbody>
</table>

of all the saved inputs for AFL in that run, only 0.4% of them (18) visited Line 2 of Figure 5.1, resulting in 18 hits of the line. In contrast, 12.3% (1169) of the saved inputs produced by FairFuzz in the run where it discovered <!ATTLIST visited Line 2 of Figure 5.1 resulting 2124 hits of the line. With two orders of magnitude more hits of this line, it is obvious that FairFuzz was better able to explore the code in Figure 5.1. The orders of magnitude difference is likely due to the mutation mask.

To confirm the effect, we also look at the number of runs which produced subsequences of <!ATTLIST. This is illustrated in Table 5.1. The decrease in the number of runs discovering <!AT from the number of runs discovering <!A in this table shows the mutation mask in action, with 11 of FairFuzz’ runs discovering <!AT, compared to 1, 2, and 3 for AFLFast.new, FidgetyAFL, and AFLFast.new, respectively.

Finally, as may be clear from the example inputs above, although FairFuzz discovered more keywords, the inputs it produced were not necessarily more well-formed. Nonetheless, these inputs allowed the FairFuzz to explore more of the program’s fault modes. This is reflected in the coverage of a large case statement differentiating 57 error messages in parser.c. Both FidgetyAFL and AFLFast.new cover only 22 of these cases, AFL covers 33, and FairFuzz covers 39.

tcpdump Like xmllint, tcpdump has extensive nested structure. Coverage for tcpdump differs a bit for all four techniques over a variety of different files, but the biggest gains for FairFuzz are in three files printing certain packet types (print-forces.c, print-llc.c, and print-snmp.c).

The coverage gains in these files suggest FairFuzz is better able to automatically detect sequences in the inputs necessary to increase program coverage. For example, unlike the other three techniques, FairFuzz was able to create files that have legal ForCES (RFC 5810) packet length. FairFuzz was also able to create IEEE 802.2 Logical Link Control (LLC) packets with the organizationally unique identifier (OUI) corresponding to RFC 2684, and subsequently explore the many subtypes of this OUI. Finally, in the Simple Network Management Protocol parser, FairFuzz was able to create inputs corresponding to Trap PDUs, as well as some inputs with a correct SNMPv3 user-based security message header.

We note these gains in coverage seem less impressive than those of FairFuzz on xmllint, even though the performance in Figure 5.3 looks similar. This appears to be because
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FairFuzz gets consistently higher coverage of tcpdump instead of covering parts of the program wholly uncoverable by the other techniques. We can see this by looking at the number of branches covered by at least one of the 20 runs (the union over the runs) and the number of branches covered at least once in all the 20 runs (the intersection over the runs). For tcpdump, FairFuzz has a consistent increase in the intersection of coverage (FairFuzz’s contains 11,293 branches compared to AFLFast.new’s 10,724), but a smaller gain in the union (FairFuzz’s is 16,129, while AFLFast.new’s is 15,929). On the other hand, the intersection of coverage for xmllint is virtually the same for all techniques except stock AFL (5,876 for FidgetyAFL, 5,778 for AFLFast.new and 5,884 for FairFuzz, maybe because of the buggy run mentioned in Section 5.3.1.1), but FairFuzz’s union of coverage (11,681) contains over 4,000 more branches than that of AFLFast.new (7,222).

**c++filt**  The differences in terms of source code coverage between techniques were much more minimal for c++filt than for tcpdump or xmllint. For example, FairFuzz covers 3 lines in cp-demangle.c that AFLFast.new does not, related to demangling binary components when the operator has a certain opcode. On the other hand, AFLFast.new covers a branch where xmalloc_failed(INT_MAX) is called when a length bound comparison fails, while FairFuzz fails to produce an input long enough to violate the length bound. FairFuzz also fails to cover a branch in cxxfilt.c taken when the length of input read into c++filt surpasses the length of the input buffer allocated to store it.

FairFuzz’s inability to produce very long inputs may be related to the second round of trimming FairFuzz does. Or, it could be because c++filt has highly recursive structure, so full branch coverage is not as good a exploration heuristic for this program. A testing target other than hitting rare branches may be better suited for programs like c++filt.

The pattern which emerges from this analysis is that FairFuzz is better able to automatically discover input constraints and keywords—special sequences, packet lengths, organization codes—and target exploration to inputs which satisfy these constraints than the other techniques. It is likely the targeting of rare branches shines the most in the tcpdump and xmllint benchmarks since these programs are structured with many nested constraints, which the other techniques are unable to properly explore over the time budget (and perhaps even longer) without extreme luck.

5.3.2 Crashing Compared to Prior Techniques

While FairFuzz’s goal is to target deeper program coverage by targeting rare branches, it is natural to examine whether this goal has an effect on finding bugs, or crashes, in the program under test. Crash finding is hard to evaluate in practice, due to the sparsity of natural bugs and the effort required to properly deduplicate crashes. Of the 9 benchmarks we tested on, crashes were only found on c++filt and readelf. We did not do in-depth deduplication of these crashes, instead comparing the techniques on time to first crash.
Figure 5.5: Time to find first crash for each run of the different techniques. Each point represents the time to first crash for a single run.

Figure 5.5 shows the time to find the first crash for each of the techniques on each of the 20 24-hour runs. FairFuzz seems to find crashes a bit earlier on readelf than the other techniques, but much later on the c++filt benchmark. This contrast also appears when looking at the percent of runs finding crashes for each benchmark. On readelf, both AFL and FidgetyAFL find crashes in 50% of runs while AFLFast.new and FairFuzz find crashes in 75% of runs. On c++filt, however, FidgetyAFL and AFLFast.new find crashes in 100% of the runs, AFL in 85% of them, and FairFuzz in only 25%.

Given that some of the lines missed by FairFuzz in c++filt were about buffer length (refer to the previous section), input length may have been factor in this performance discrepancy. Many of the crashing inputs found by AFLFast.new and FidgetyAFL were very long, more than 20KB, with one crashing input generated by AFLFast.new being 130KB long. Crashing inputs of this length were found in only one of the five FairFuzz runs which found crashes in c++filt. Thus, a key factor in FairFuzz’s poor performance on crash finding on this c++filt may be that the method does not encourage the creation of huge inputs. It is also possible that the structure of c++filt may be better suited to a path-based exploration strategy (like that of AFL/FidgetyAFL and AFLFast.new) than a branch-based one. For example, demangling function argument types is done in a loop, so FairFuzz is less likely to prioritize many new function arguments than path-based prioritization does. Overall, the results here are inconclusive: FairFuzz may improve crash exposure in some cases (readelf), but does not when the crashes are most easily exposed by large inputs.

5.3.3 Can Masking Effectively Target Branches?

The final point of FairFuzz’s evaluation is whether the mutation mask strategy effectively biases mutation towards the testing target. In FairFuzz, the target was hitting the same rare branch as the parent input. We conducted the following experiment on a subset of our benchmarks to evaluate the effect of the mask.

We added a shadow mode to FairFuzz. When running in shadow mode, every time an input is selected for mutation, FairFuzz first performs all mutations without the influence
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Table 5.2: Average % of mutated inputs hitting target branch for one queueing cycle.

<table>
<thead>
<tr>
<th></th>
<th>Det. mask</th>
<th>Det. plain</th>
<th>Hav. mask</th>
<th>Hav. plain</th>
</tr>
</thead>
<tbody>
<tr>
<td>xmllint</td>
<td>92.8%</td>
<td>46.5%</td>
<td>31.8%</td>
<td>6.6%</td>
</tr>
<tr>
<td>tcpdump</td>
<td>99.0%</td>
<td>74.0%</td>
<td>34.2%</td>
<td>9.3%</td>
</tr>
<tr>
<td>c++filt</td>
<td>97.6%</td>
<td>64.1%</td>
<td>41.4%</td>
<td>14.4%</td>
</tr>
<tr>
<td>readelf</td>
<td>99.7%</td>
<td>82.7%</td>
<td>57.7%</td>
<td>14.9%</td>
</tr>
<tr>
<td>readpng</td>
<td>99.1%</td>
<td>34.6%</td>
<td>24.3%</td>
<td>2.4%</td>
</tr>
<tr>
<td>objdump</td>
<td>99.2%</td>
<td>70.2%</td>
<td>42.4%</td>
<td>9.0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Det. mask</th>
<th>Det. plain</th>
<th>Hav. mask</th>
<th>Hav. plain</th>
</tr>
</thead>
<tbody>
<tr>
<td>xmllint</td>
<td>90.3%</td>
<td>22.9%</td>
<td>32.8%</td>
<td>2.9%</td>
</tr>
<tr>
<td>tcpdump</td>
<td>98.7%</td>
<td>72.8%</td>
<td>36.1%</td>
<td>9.0%</td>
</tr>
<tr>
<td>c++filt</td>
<td>96.6%</td>
<td>14.8%</td>
<td>34.4%</td>
<td>1.1%</td>
</tr>
<tr>
<td>readelf</td>
<td>99.7%</td>
<td>78.2%</td>
<td>55.5%</td>
<td>11.4%</td>
</tr>
<tr>
<td>readpng</td>
<td>97.8%</td>
<td>39.0%</td>
<td>24.0%</td>
<td>2.4%</td>
</tr>
<tr>
<td>objdump</td>
<td>99.2%</td>
<td>66.7%</td>
<td>46.2%</td>
<td>7.6%</td>
</tr>
</tbody>
</table>

of the mutation mask (the shadow run). Then, for the same input, FAIRFUZZ performs all mutations again, using the mutation mask filtering and bias.

This shadow run allows us to compute the difference between the percentage of generated inputs hitting the target with and without the mutation mask for each parent input. Since some target branches may be easier to hit than others, this gives us a better idea of how effective the masking technique is in general. In our experiments, we ran FAIRFUZZ with the shadow run on a subset of our benchmarks. For each benchmark we ran a cycle with target branch trimming and one without.

Table 5.2 presents the target branch hit percentages for the deterministic and havoc stages. These percentages are the averages—over all inputs selected for mutation in the first queueing cycle—of the percentage of children inputs hitting the target.

Overall, Table 5.2 shows that the mutation mask largely increases the percentage of mutated inputs hitting the target branch. The hit percentages for the deterministic stage are strikingly high. This is not unexpected because in the deterministic stage the mutation mask simply prevents mutations at locations likely to violate the target branch. Thus, the gain percentage of inputs hitting the target branch in the havoc stage is most impressive. In spite of the use of the mutation mask in the havoc stage being heuristic, we consistently see the use of the mutation mask causing a $3\times10\times$ increase in the percentage of inputs hitting the target branch. As for trimming, it appears that extra trimming reduces the number of inputs hitting the target branch when the mutation mask is disabled but has minimal effect when the mutation mask is enabled.

5.4 Discussion

While FAIRFUZZ was evaluated with a variety of input formats accomplishing different tasks, the results in terms of increased coverage may not generalize to other programs. Re-evaluations of FAIRFUZZ have found that it indeed achieves higher branch coverage on some benchmarks, but not universally across all benchmarks [55]. However, those same evaluations have found that FAIRFUZZ finds an increased number of bugs compared to baseline AFL.

The foremost limitation of using rare branches as a testing target in FAIRFUZZ is the fact
that branches that are never hit by any fuzzer-generated or seed input cannot be targeted by this method. So, it confers little benefits to discovering a single long magic number when progress towards matching the magic number does not result in new coverage. The FairFuzz mutation masking algorithm could be used in conjunction with methods targeting the magic number issue \cite{161, 117, 172} to build a more effective fuzzer.

Nonetheless, this chapter demonstrates how modifying the mutation strategy of a fuzzer is key to enabling deeper exploration of the program. The effect would likely be more powerful used in conjunction with a feedback strategy that gives intermediate rewards for some increased depth of exploration, like the cmp feedback module described in Chapter 4. However, as can be seen in the inputs examined in this chapter, FairFuzz is still limited in the space of inputs it can explore. It finds inputs getting through rare branches, but they may not be well-formed in the end. The next chapter looks at how bringing in a more structured input mutation strategy truly enables fuzzing to explore programs beyond the parser.
Chapter 6

Zest: Using Generators for Higher-Level Mutations

The last chapter showed evidence of how powerful mutations which preserve some input structure can be, especially with respect to increasing the overall coverage of the program under test. However, the technique presented in FairFuzz, though lightweight and flexible, still suffers from some of the drawbacks of classical coverage-guided fuzzing. The inputs it creates via byte-level mutations remain more well-suited to stress-testing the parsing or syntactic analysis stages of programs.

Programs under test which expect highly structured inputs often consist of both a syntactic analysis stage, which parses raw input, and a semantic analysis stage, which conducts checks on the parsed input and executes the core logic of the program. If the structural constraints which must be satisfied to pass the syntactic analysis stage are easily ruined by byte-level mutations—e.g., tags matching in an XML document—then classical coverage-guided fuzzing will struggle to explore the semantic analysis stage of the program under test.

Another popular form of fuzzing, generator-based fuzzing, can overcome this drawback. Generator-based fuzzing, discussed in the introduction, relies on a hand-written input generator, which can be called repeatedly in order to create inputs. If the domain of inputs returned by the generator closely matches the space of all semantically valid inputs to the program under test, then generator-based fuzzing is very effective at exploring the behavior of the program under test [181, 122]. The problem is that oftentimes, the domain of inputs returned by the generator is not so well-tuned to the program under test, and so, sampling inputs from the generator will not effectively explore the semantic analysis stage of the test program.

Part III explores how to overcome this drawback of generator-based fuzzing in more detail. This chapter focuses on a more targeted problem: whether input generators, and the structure they encode, can be used to perform higher-level mutations in coverage-guided fuzzing. Further, this chapter explores whether these higher-level mutations can then be used to better explore the semantic analysis stage of programs. The approach discussed in this chapter, Zest, shows the answer to both of these questions is the affirmative.
void testProgram(String xml) {
  Model model = readModel(xml);
  assume(model != null); // validity
  assert(runModel(model) == success);
}

private Model readModel(String input) {
  try {
    return ModelReader.readModel(input);
  } catch (XMLParseException e) {
    return null; // syntax error
  } catch (ModelException e) {
    return null; // semantic error
  }
}

Figure 6.1: A test driver exercising the runModel function.

6.1 Motivation

Suppose a developer of the Maven build system wants to fuzz test the core functionality that turns Maven build files into models, the runModel function. Figure 6.1 shows a test harness for this function, called in Line 4. The testProgram function accepts as input a string, which is parsed as a Maven document in the call to ModelReader.readModel in Line 8. ModelReader.readModel does the main work of turning the input string into a model, unless the input is syntactically invalid XML (Line 10) or a semantically invalid Maven file (Line 12). The assumption at Line 3 exits early, but without error, if the input was syntactically or semantically invalid and did not parse into a model. If the input passes the assumption, then the main runModel function is finally called parsed model (Line 4).

Now, the developer could simply use the testProgram as the program under test for a coverage-guided fuzzer. Unfortunately, most of the inputs generated by coverage-guided fuzzing will never get past the syntactic validity check in Line 10, resulting instead in inputs that look like: `<a b>ac&amp;#84;a>`. Thus, although testProgram is being invoked repeatedly by the fuzzer, few inputs will ever get to Line 4 and so, runModel will barely be covered. This does not help the developer who wants to test the inner workings of runModel.

Another option is for the developer to use generator-based fuzzing. Since a Maven document is a type of XML document, they could use the generator of XML documents in Figure 6.2 to generate inputs for testProgram.

At a high level, this generator works as follows. When generate() is called, the generator uses the Java standard library XML DOM API to generate a random XML document. It constructs the root element of the document by invoking genElement (Line 3). Then, genElement uses repeated calls to methods of random to generate the element’s tag name (Line 9), any embedded text (Lines 17 18 and in genString), and the number of children (Line 12); it recursively calls genElement to generate each child node. Finally, the XMLDocument object is converted to a string before generate() returns.
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```java
class XMLGenerator {
    public String generate(Random random) {
        XMLElement root = genElement(random, 1);
        XMLDocument doc = new XMLDocument(root);
        return doc.toString();
    }

    private XMLElement genElement(Random random, int depth) {
        // Generate element with random name
        String name = genString(random);
        XMLElement node = new XMLElement(name);
        if (depth < MAX_DEPTH) { // Ensures termination
            int n = random.nextInt(MAX_CHILDREN);
            for (int i = 0; i < n; i++) {
                node.appendChild(genElement(random, depth+1));
            }
        }
        if (random.nextBool()) { // Maybe insert text inside element
            node.addText(genString(random));
        }
        return node;
    }

    private String genString(Random random) {
        // Generate string of random length and characters
        int len = random.nextInt(1, MAX_STRLEN);
        String str = "";
        for (int i = 0; i < len; i++) {
            str += random.nextChar();
        }
        return str;
    }
}
```

Figure 6.2: A simplified XML document generator.

While such a generator is easy for the developer to write, it will, unfortunately, not help them in their quest to test the runModel function! In fact, when running generator-based fuzzing with the generator in Figure 6.2 and the test harness testProgram in Figure 6.1, only 0.09% of the generated inputs make it through to the assumption in Line 3, this time because most of the inputs are semantically invalid (i.e., get to Line 12).

To get better results, the developer could sit down and write a specialized generator for Maven documents, whose output is more likely to get through the assumption in Line 3. Unfortunately, the effort required to write such a specialized generator can be quite significant, and may discourage developers from using generator-based fuzzing. Luckily, the approach proposed in the chapter, Zest, is able to use even a basic generator, like that in Figure 6.1, to effectively generate inputs which are both syntactically and semantically valid, and thus, explore the behavior of the runModel function.
6.2 The Zest Technique

Zest has two key algorithmic components. First, Zest leverages input generators to conduct higher-level structural mutations on inputs by converting a random-input generator into an equivalent deterministic parametric generator. Second, Zest uses a validity-guided parameter search to guide the input search towards inputs that are not only syntactically, but also semantically, valid. At its core, this search augments the CGF algorithm by keeping track of the code coverage achieved by valid inputs.

6.2.1 Parametric Generators

Consider a particular execution of the generator in Figure 6.2, focusing on the calls to `nextInt`, `nextBool`, and `nextChar`. The following sequence of calls will be our running example:

<table>
<thead>
<tr>
<th>Call</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>random.nextInt(1, MAX_STRLEN) → 3</code></td>
<td>Root: name length (Line 24)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘f’</code></td>
<td>Root: name[0] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘o’</code></td>
<td>Root: name[1] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘o’</code></td>
<td>Root: name[2] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextInt(MAX_CHILDREN) → 2</code></td>
<td>Root: # children (Line 12)</td>
</tr>
<tr>
<td><code>random.nextInt(1, MAX_STRLEN) → 3</code></td>
<td>Child 1: name length (Line 24)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘b’</code></td>
<td>Child 1: name[0] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘a’</code></td>
<td>Child 1: name[1] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘r’</code></td>
<td>Child 1: name[2] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextInt(MAX_CHILDREN) → 0</code></td>
<td>Child 1: # children (Line 12)</td>
</tr>
<tr>
<td><code>random.nextBool() → True</code></td>
<td>Child 1: embed text? (Line 17)</td>
</tr>
<tr>
<td><code>random.nextInt(1, MAX_STRLEN) → 2</code></td>
<td>Child 1: text length (Line 24)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘H’</code></td>
<td>Child 1: text[0] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘i’</code></td>
<td>Child 1: text[1] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextInt(1, MAX_STRLEN) → 3</code></td>
<td>Child 2: name length (Line 24)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘b’</code></td>
<td>Child 2: name[0] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘a’</code></td>
<td>Child 2: name[1] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextChar() → ‘z’</code></td>
<td>Child 2: name[2] (Line 27)</td>
</tr>
<tr>
<td><code>random.nextInt(MAX_CHILDREN) → 0</code></td>
<td>Child 2: # children (Line 12)</td>
</tr>
<tr>
<td><code>random.nextBool() → False</code></td>
<td>Child 2: embed text? (Line 17)</td>
</tr>
<tr>
<td><code>random.nextBool() → False</code></td>
<td>Root: embed text? (Line 17)</td>
</tr>
</tbody>
</table>

The XML document produced when the generator makes this sequence of calls looks like:

\[ x_1 = \langle \text{foo} \rangle \langle \text{bar} \rangle \text{Hi} \langle /\text{bar} \rangle \langle \text{baz} / \rangle \langle /\text{foo} \rangle. \]

In order to produce random typed values, the implementations of `random.nextInt`, `random.nextChar`, and `random.nextBool` rely on a pseudo-random source of untyped bits.
We call these untyped bits parameters. The parameter sequence for the example above, annotated with the calls which consume the parameters, is:

\[
\sigma_1 = \begin{array}{c}
0000 0010 \\
0110 0110 \\
0000 0000
\end{array}
\]

\[\text{nextInt(1,...)} \rightarrow 3 \quad \text{nextChar()} \rightarrow 'f' \quad \text{nextBool()} \rightarrow \text{False}\]

For example, here the function \texttt{random.nextInt}(a,b) consumes eight bit parameters as a byte, \(n\), and returns \(n \% (b - a) + a\) as a typed integer. For simplicity of presentation, we show each \texttt{random.nextXYZ} function consuming the same number of parameters, but they can consume different numbers of parameters.

We can now define a parametric generator. A parametric generator is a function that takes a sequence of untyped parameters such as \(\sigma_1\)—the parameter sequence—and produces a structured input, such as the XML document \(x_1\). A parametric generator can be implemented by simply replacing the underlying implementation of \texttt{Random} to consult not a pseudo-random source of bits, but instead, a fixed sequence of bits provided as the parameters.

While this is a very simple change, making generators deterministic and explicitly dependent on a fixed parameter sequence enables us to make the following two key observations:

1. Every untyped parameter sequence corresponds to a syntactically valid input—assuming the generator only produces syntactically valid inputs.

2. Bit-level mutations on untyped parameter sequences correspond to high-level structural mutations in the space of syntactically valid inputs.

Observation (1) is true by construction. The \texttt{random.nextXYZ} functions are implemented to produce correctly-typed values no matter what bits the pseudo-random source—or in our case, the parameters—provide. Every sequence of untyped parameter bits correspond to some execution path through the generator, and therefore every parameter sequence maps to a syntactically valid input.

To illustrate observation (2), consider the following parameter sequence, \(\sigma_2\), produced by mutating just a few bits of \(\sigma_1\):

\[
\sigma_2 = \begin{array}{c}
0000 0010 \\
0110 0111 \\
0000 0000
\end{array}
\]

As indicated by the annotation, all this parameter-sequence mutation does is change the value returned by the second call to \texttt{random.nextChar()} in our running example from \('f'\) to \('W'\). So the generator produces the following test-input:

\[
x_2 = <\text{Woo}><\text{bar}>Hi</\text{bar}><\text{baz} /></Woo>.
\]

Notice that this generated input is still syntactically valid, with “Woo” appearing both in the start and end tag delimiters. This is because the XML generator uses an internal DOM tree representation that is only serialized after the entire tree is generated. We get
this syntactic-validity-preserving structural mutation for free, by construction, and without modifying the underlying generators.

Mutating the parameter sequence can also result in more drastic high-level mutations. Suppose that $\sigma_1$ is mutated to influence the first call to `random.nextInt(MAX_CHILDREN)` as follows:

$$
\sigma_3 = 0000 \ 0010 \ldots \underbrace{0000 \ 0011}_{\text{nextInt}(\text{MAX}_\text{CHILDREN}) \rightarrow 1} \ldots \underbrace{0000 \ 0000}_1.
$$

Then the root node in the generated input will have only one child:

$$
x_3 = <\text{foo}><\text{bar}>Hi</bar><\text{baz}></foo>
$$

(■ designates the absence of `<baz />`). Since the remaining values in the untyped parameter sequence are the same, the first child node in $x_3$—`<bar>Hi</bar>`—is identical to the one in $x_1$. The parametric generator thus enables a structured mutation in the DOM tree—here, deleting a sub-tree—by simply changing a few values in the parameter sequence. Note that this change results in fewer `random.nextXYZ` calls by the generator; the unused parameters in the tail of the parameter sequence will simply be ignored by the parametric generator.

As a final example, suppose $\sigma_1$ is mutated as follows:

$$
\sigma_4 = 0000 \ 0011 \ldots \underbrace{0000 \ 0011}_1 \ldots \underbrace{0000 \ 0000}_1.
$$

Notice that after this mutation, the last 8 parameters are consumed by `nextInt` instead of by `nextBool` (ref. $\sigma_1$). But, note that `nextInt` still returns a valid typed value even though the parameters were originally consumed by `nextBool`.

At the input level, this modifies the call sequence so that the decision to embed text in the second child of the document becomes True. Then, the last parameters are used by `nextInt` to choose an embedded text length of 1 character. However, to generate the content of the embedded text, the generator needs more parameter values than $\sigma_4$ contains. Zest deals with this by appending pseudo-random values to the end of the parameter sequence on demand. It uses a fixed random seed to maintain determinism. For example, suppose the sequence is extended as:

$$
\sigma'_4 = 0000 \ldots \underbrace{0011}_1 \underbrace{0000 \ 0000}_1 \underbrace{0100 \ 1100}_1 \underbrace{0000}_1.
$$

Then the parametric generator would produce the test-input:

$$
x_4 = <\text{foo}><\text{bar}>Hi</bar><\text{baz}>H</baz></foo>.</text>

6.2.2 Feedback-Directed Parameter Search

Algorithm 7 shows the Zest algorithm, which guides parametric generators to produce inputs that get deeper into the semantic analysis stage of programs using validity-guided parameter
Algorithm 7 The Zest algorithm, pairing parametric generators with validity-guided parameter search. Additions to Algorithm 1 highlighted in grey.

**Input:** program p, generator q

**Output:** a corpus of automatically generated test inputs

1: \( S \leftarrow \{\text{RANDOM} \} \)

2: \( g \leftarrow \text{MAKEPARAMETRIC}(q) \)

3: \( \text{totalCoverage} \leftarrow \text{INITCOVERAGE}(g(S)) \)

4: \( \text{validCoverage} \leftarrow \text{INITCOVERAGE}(\{g(s) | s \in S \land p(g(s)).result = \text{Valid}\}) \)

5: repeat

6: for param in S do

7: \( \) with probability \( \text{FUZZPROB}(\text{param}) \) do

8: for \( 1 \leq i \leq \text{NUMCHILDREN}(\text{param}) \) do

9: \( \) candidate \( \leftarrow \text{MUTATE}(\text{param}, S) \)

10: \( \) input \( \leftarrow g(\text{candidate}) \)

11: \( \) coverage, result \( \leftarrow \text{EXECUTE}(p, \text{input}) \)

12: if \( \text{coverage} \not\subseteq \text{totalCoverage} \) then

13: \( S \leftarrow S \cup \{\text{candidate}\} \)

14: \( \) totalCoverage \( \leftarrow \text{totalCoverage} \cup \text{coverage} \)

15: if \( \text{result} = \text{Valid} \) and \( \text{coverage} \not\subseteq \text{validCoverage} \) then

16: \( S \leftarrow S \cup \{\text{candidate}\} \)

17: \( \) validCoverage \( \leftarrow \text{validCoverage} \cup \text{coverage} \)

18: until given time budget expires

19: return \( g(S) \)

search. Zest builds on Algorithm 1 but acts on parameter sequences rather than the raw inputs to the program and keeps track of the coverage achieved by semantically valid inputs. Again, the differences between Algorithms 7 and 1 are highlighted in grey.

Like Algorithm 1, Zest is provided a program under test p. Unlike Algorithm 1 which assumes seed inputs, the set of parameter sequences is initialized with a random sequence (Line 1). Additionally, Zest is provided a generator q, which it automatically converts to a parametric generator \( g \) (Line 2). In an abuse of notation, we use \( g(S) \) to designate the set of inputs generated by running \( g \) over the parameter sequences in \( S \), i.e. \( g(S) = \{g(s) : s \in S\} \).

Along with \( \text{totalCoverage} \), which maintains the set of coverage points in \( p \) covered by all inputs in \( g(S) \), Zest also maintains \( \text{validCoverage} \), the set of coverage points covered by the (semantically) valid inputs in \( g(S) \). This is initialized at Line 4.

New parameter sequences are generated using standard CGF mutations at Line 9; see Section 6.3 for details. New inputs are generated by running the sequences through the parametric generator (Line 10). The program \( p \) is then executed on each input. During the execution, in addition to code-coverage and failure feedback, the algorithm records in the
variable result whether the input is valid or not. An input is considered invalid if it leads to a violation of any assumption in the test harness (e.g. Line 3 in Figure 6.1), which is how we capture application-specific semantic validity. More generally, the exit code of the program under test can be used to determine validity.

As in Algorithm 1, a newly generated parameter sequence is added to the set $S$ at Lines 12–14 of Algorithm 7 if the corresponding input produces new code coverage. Further, if the corresponding input is valid and covers a coverage point that has not been exercised by any previous valid input, then Zest adds the parameter sequence to $S$ and updates the cumulative valid coverage variable validCoverage at Lines 15–17. Adding these new-coverage valid parameter sequences to $S$ ensures Zest keeps mutating valid inputs that exercise core program functionality. This should bias the search towards generating even more valid inputs, and in turn, increase code coverage in the semantic analysis stage.

6.3 Implementation

Zest is implemented on top of the open-source JQF platform [148], which provides a framework for specifying algorithms for feedback-directed fuzz testing of Java programs. JQF dynamically instruments Java classes in the program under test using the ASM bytecode-manipulation framework [146] via a javaagent. The instrumentation allows JQF to observe code coverage events, e.g. the execution of program branches and invocation of virtual method calls.

Fuzzing “guidances” can plug into JQF to provide inputs and register callbacks for listening to code coverage events. JQF includes the guidances AFLGuidance and NoGuidance, which we use in our evaluation in Section 6.4. AFLGuidance uses a proxy program to exchange program inputs and coverage feedback with the external AFL tool; the overhead of this inter-process communication is a negligible fraction of the test execution time. NoGuidance randomly samples inputs from junit-quickcheck [98] generators without using coverage feedback. We implement ZestGuidance in JQF, which biases these generators using Algorithm 7.

junit-quickcheck provides a high-level API for making random choices in the generators, such as generating random integers or selecting random items from a collection. All these methods indirectly rely on the underlying JDK method java.util.Random.next(int bits), which returns bits from a pseudo-random stream. Zest replaces this pseudo-random stream with a stored parameter sequence, which it extends on-demand.

Since java.util.Random polls byte-sized chunks from its underlying stream of pseudo-random bits, Zest performs mutations on the parameter sequences (Algorithm 7 Line 9) at the byte-level. The basic mutation procedure is as follows: (1) choose a random number $m$ of mutations to perform sequentially on the original sequence, (2) for each mutation, choose a random length $\ell$ of bytes to mutate and an offset $k$ at which to perform the mutation, and (3) replace the bytes from positions $[k, k + \ell)$ with $\ell$ randomly chosen bytes. The random numbers $m$ and $\ell$ are chosen from a geometric distribution, which mostly provides small values without imposing an upper bound. We set the mean of this distribution to 4, since 4-byte ints are the most commonly requested random value.
6.4 Evaluation

We evaluate Zest by measuring its effectiveness in testing the semantic analysis stages of five benchmark programs. We compare Zest with two baseline techniques: AFL and junit-quickcheck, referred to as simply QuickCheck. AFL is known to excel in exercising the syntax analysis stage via coverage-guided fuzzing of raw input strings. We use version 2.52b, skipping the deterministic mutation stages. QuickCheck uses the same generators as Zest but only performs random sampling, without any feedback from the programs under test. Specifically, we evaluate the three techniques on two fronts: (1) the amount of code coverage achieved in the semantic analysis stage after a fixed amount of time, and (2) their effectiveness in triggering bugs in the semantic analysis stage.

Benchmarks

The evaluation uses following Java benchmarks as test program:

1. Apache Maven [9] (99k LoC): The test reads a pom.xml file and converts it into an internal Model structure. An input is valid if it is a valid XML document conforming to the POM schema.

2. Apache Ant [7] (223k LoC): Similar to Maven, this test reads a build.xml file and populates a Project object. An input is considered valid if it is a valid XML document and if it conforms to the schema expected by Ant.

3. Google Closure [10] (247k LoC) statically optimizes JavaScript code. The test driver invokes the Compiler.compile() on the input with the SIMPLE_OPTIMIZATIONS flag, which enables constant folding, function inlining, dead-code removal, etc.. An input is valid if Closure returns without error.


5. Apache’s Bytecode Engineering Library (BCEL) [8] (61k LoC) provides an API to parse, verify and manipulate Java bytecode. Our test driver takes as input a .class file and uses the Verifier API to perform 3-pass verification of the class file according to the Java 8 specification [121]. An input is valid if BCEL finds no errors up to Pass 3A verification.

Experimental Setup

We make the following design decisions in our experiments.

Duration: We run each test-generation experiment for 3 hours. Researchers have used various timeouts to evaluate random test generation tools, from 2 minutes [147, 75] to 24 hours [16, 106]. We chose 3 hours as a middle ground. Our experiments justify this choice, as we found that semantic coverage plateaued after 2 hours in almost all experiments. Specifically, the number of semantic branches covered by Zest increased by less than 1% in the last hour of the runs.
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Table 6.1: Description of benchmarks with prefixes of class/package names corresponding to syntactic and semantic analyses.

<table>
<thead>
<tr>
<th>Name</th>
<th>Version</th>
<th>Syntax Analysis Classes</th>
<th>Semantic Analysis Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maven</td>
<td>3.5.2</td>
<td>org/codehaus/plexus/util/xml</td>
<td>org/apache/maven/model</td>
</tr>
<tr>
<td>Ant</td>
<td>1.10.2</td>
<td>com/sun/org/apache/xerces</td>
<td>org/apache/tools/ant</td>
</tr>
<tr>
<td>Closure</td>
<td>v20180204</td>
<td>com/google/javascript/jscomp/parsing</td>
<td>com/google/javascript/jscomp/[A-Z]</td>
</tr>
<tr>
<td>Rhino</td>
<td>1.7.8</td>
<td>org/mozilla/javascript/Parser</td>
<td>org/mozilla/javascript/(optimizer</td>
</tr>
<tr>
<td>BCEL</td>
<td>6.2</td>
<td>org/apache/bcel/classfile</td>
<td>org/apache/bcel/verifier</td>
</tr>
</tbody>
</table>

Repetitions: Due to the non-deterministic nature of random testing, the results may vary across multiple repetitions of each experiment. We therefore run each experiment 20 times and report statistics across the 20 repetitions.

Seeds and Dictionaries: To bootstrap AFL, we need to provide some initial seed inputs. There is no single best strategy for selecting initial seeds [162]. Researchers have found success using varying strategies ranging from large seed corpora to single empty files [106]. In our evaluation, we provide AFL one valid seed input per benchmark that covers various domain-specific semantic features. For example, in the Closure and Rhino benchmarks, we use the entire React.JS library [12] as a seed.

We also provide AFL with dictionaries of benchmark-specific strings (e.g. keywords, tag names) to inject into inputs during mutation. The generator-based tools Zest and QuickCheck do not rely on meaningful seeds.

Generators: Zest and QuickCheck use hand-written input generators. For Maven and Ant, we use an XML document generator similar to Figure 6.2 of around 150 lines of Java code. It generates strings for tags and attributes by randomly choosing strings from a list of string literals scraped from class files in Maven and Ant. For Closure and Rhino, we use a generator for a subset of JavaScript that contains about 300 lines of Java code. The generator produces strings that are syntactically valid JavaScript programs. Finally, the BCEL generator (~500 LoC) uses the BCEL API to generate JavaClass objects with randomly generated fields, attributes and methods with randomly generated bytecode instructions. All generators were written by Rohan Padhye in less than two hours each. Although these generators produce syntactically valid inputs, no effort was made to produce semantically valid inputs; doing so can be a complex and tedious task [181].

All experiments are conducted on a machine with Intel(R) Core(TM) i7-5930K 3.50GHz CPU and 16GB of RAM running Ubuntu 18.04.

Syntax and Semantic Analysis Stages in Benchmarks Zest is specifically designed to exercise the semantic analysis stages of programs. To evaluate Zest’s effectiveness in this regard, we manually identify the components of our benchmark programs which correspond to syntax and semantic analysis stages. Table 6.1 lists prefix patterns that we match on the fully-qualified names of classes in our benchmarks to classify them in either stage. Section 6.4.1
evaluates the code coverage achieved within the classes identified as belonging to the semantic analysis stage. Section 6.4.2 evaluates the bug-finding capabilities of each technique for bugs that arise in the semantic analysis classes. Section 6.5 discusses some findings in the syntax analysis classes, whose testing is outside the scope of Zest.

### 6.4.1 Coverage of Semantic Analysis Classes

Instead of relying on our own instrumentation, we use a third party tool, the widely used EclEmma-JaCoCo [96] library, for measuring code coverage in our Java benchmarks. Specifically, we measure branch coverage within the semantic analysis classes from Table 6.1. We refer to these branches as semantic branches for short.

To approximate the coverage of the semantic branches covered via the selected test drivers, we report the percentage of total semantic branches covered. Note, however, that this is a conservative, i.e. low, estimate. This is because the total number of semantic branches includes some branches not reachable from the test driver. We make this approximation as it is not feasible to statically determine the number of branches reachable from a given entry point, especially in the presence of virtual method dispatch. We expect the percent of semantic branches reachable from our test drivers to be much lower than 100%; therefore,
the relative differences between coverage are more important than the absolute percentages.

Figure 6.3 plots the semantic branch coverage achieved by each of Zest, AFL, and QuickCheck on the five benchmark programs across the 3-hour-long runs. In the plots, solid lines designate means and shaded areas designate 95% confidence intervals across the 20 repetitions. Interestingly, the variance in coverage is quite low for all techniques except QuickCheck. Since AFL is initialized with valid seed inputs, its initial coverage is non-zero; nonetheless, it is quickly overtaken by Zest, usually within the first 5 minutes.

Zest significantly outperforms baseline techniques in exercising branches within the semantic analysis stage, achieving statistically significant increases for all benchmarks. Zest covers as much as $2.81 \times$ as many semantic branches covered by the best baseline technique for Maven (Figure 6.3a). When looking at our JavaScript benchmarks, we see that Zest’s advantage over QuickCheck is more slight in Rhino (Figure 6.3b) than in Closure (Figure 6.3c). This may be because Closure, which performs a variety of static code optimizations on JavaScript programs, has many input-dependent paths. Rhino, on the other hand, directly compiles valid JavaScript to JVM bytecode, and thus has fewer input-dependent paths for Zest to discover through feedback-driven parameter search.

Note that in some benchmarks AFL has an edge in coverage over QuickCheck (Figure 6.3a, 6.3b, 6.3e), and vice-versa (Figure 6.3c, 6.3d). For BCEL, this may be because the input format is a compact syntax, on which AFL excels. The difference between the XML and JavaScript benchmarks may be related to the ability of randomly-sampled inputs from the generator to achieve broad coverage. It is much more likely for a random syntactically valid JavaScript program to be semantically valid than a random syntactically valid XML document to be a valid POM file, for example. The fact that Zest dominates the baselines in all these cases suggests that it is more robust to generator quality than QuickCheck.

6.4.2 Bugs in the Semantic Analysis Classes

Each of Zest, AFL, and QuickCheck keep track of generated inputs which cause test failures. Ideally, for any given input, the test program should either process it successfully or reject the input as invalid using a documented mechanism, such as throwing a checked `ParseException` on syntax errors. Test failures correspond either to assertion violations or to undocumented run-time exceptions being thrown during test execution, such as a `NullPointerException`. Test failures can occur during the processing of either valid or invalid inputs; the latter can lead to failures within the syntax or semantic analysis stages themselves.

Across all our experiments, the various fuzzing techniques generated over 95,000 failing inputs that correspond to over 3,000 unique stack traces. We manually triaged these failures by filtering them based on exception type, message text, and source location, resulting in a corpus of what we believe are 20 unique bugs. Further, we classify each bug as syntactic or semantic, depending on whether the corresponding exception was raised within the syntactic or semantic analysis classes, respectively (ref. Table 6.1). Of the 20 unique bugs we found, 10 were syntactic and 10 were semantic.
Table 6.2: The 10 new bugs found in the semantic analysis stages of benchmark programs. Zest, AFL, and QuickCheck (QC) are evaluated on the mean time to find (MTF) each bug across the 20 3-hour experiments as well as their reliability, which is the percentage of the 20 experiments in which the bug was triggered at least once. For each bug, the circled tool is statistically significantly more effective at finding the bug than uncircled tools.

<table>
<thead>
<tr>
<th>Bug ID</th>
<th>Exception</th>
<th>Tool</th>
<th>Mean Time to Find (shorter is better)</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant B</td>
<td>IllegalStateException</td>
<td>Zest</td>
<td>(99.45 sec) (6369.5 sec)</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>(1208.0 sec)</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>closure C</td>
<td>NullPointerException</td>
<td>Zest</td>
<td>(8.8 sec)</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>(5496.25 sec)</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td>(8.8 sec)</td>
<td>100%</td>
</tr>
<tr>
<td>closure D</td>
<td>RuntimeException</td>
<td>Zest</td>
<td>(460.42 sec)</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td>closure U</td>
<td>IllegalStateException</td>
<td>Zest</td>
<td>(534.0 sec)</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td>rhino G</td>
<td>IllegalStateException</td>
<td>Zest</td>
<td>(8.25 sec) (5343.0 sec)</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>(9.65 sec)</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td></td>
<td>100%</td>
</tr>
<tr>
<td>rhino F</td>
<td>NullPointerException</td>
<td>Zest</td>
<td>(18.6 sec)</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td></td>
<td>100%</td>
</tr>
<tr>
<td>rhino H</td>
<td>ClassCastException</td>
<td>Zest</td>
<td>(245.18 sec)</td>
<td>85%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td>(362.43 sec)</td>
<td>35%</td>
</tr>
<tr>
<td>rhino J</td>
<td>VerifyError</td>
<td>Zest</td>
<td>(94.75 sec)</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td>(229.5 sec)</td>
<td>80%</td>
</tr>
<tr>
<td>bcel O</td>
<td>ClassCastException</td>
<td>Zest</td>
<td>(19.5 sec)</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>(5.85 sec)</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td>(142.1 sec)</td>
<td>100%</td>
</tr>
<tr>
<td>bcel N</td>
<td>AssertionViolatedException</td>
<td>Zest</td>
<td>(19.32 sec) (1082.22 sec)</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>(15.0 sec)</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QC</td>
<td></td>
<td>5%</td>
</tr>
</tbody>
</table>

We evaluate Zest on semantic bug discovery. Table 6.2 enumerates the 10 semantic bugs found across our benchmark programs. Each bug has a unique ID—represented as a circled letter—for ease of discussion. The table also lists the type of exception thrown for each bug. To evaluate the effectiveness of each of the three techniques in discovering these bugs, we use two metrics. First, we are interested in knowing whether a given technique reliably finds the bug across repeated experiments. We define reliability as the percentage of the 20 runs
(of 3-hours each) in which a given technique finds a particular bug at least once. Second, we measure the mean time to find (MTF) the first input that triggers the given bug, across the repetitions in which it was found. Naturally, a shorter MTF is desirable. For each bug, we circle the name of the technique that is the most effective in finding that bug: has the highest reliability, or if there is a tie in reliability, then the shortest MTF.

The table indicates that Zest is the most effective technique in finding 8 of the 10 bugs; in the remaining two cases (F and O), Zest still finds the bugs with 100% reliability and in less than 20 seconds on average. In fact, Zest finds all the 10 semantic bugs in at most 10 minutes on average; 7 are found within the first 2 minutes on average. In contrast, AFL requires more than one hour to find 3 of the bugs (B, G, H), and does not find the other 5 within the 3-hour time limit. This is likely because AFL’s mutation strategy results in much fewer inputs that reach the semantic analysis stage. QuickCheck discovers 8 of the 10 semantic bugs, but since it relies on random sampling alone, its reliability is often low. For example, QuickCheck discovers B only 10% of the time, and N only 5% of the time; Zest discovers them 100% and 95% of the time, respectively. Overall, Zest is clearly the most effective technique in discovering bugs in the semantic analysis classes of our benchmarks.

Case studies  In Ant, B is triggered when the input build.xml document contains both an <augment> element and a <target> element inside the root <project> element, but when the <augment> element is missing an id attribute. This incomplete semantic check leads to an IllegalStateException for a component down the pipeline which tries to configure an Ant task. Following our bug report, this issue has been fixed starting Ant version 1.10.6.

In Rhino, J is triggered by a semantically valid input. Rhino successfully validates the input JavaScript program and then compiles it to Java bytecode. However, the compiled bytecode is corrupted, which results in a VerifyError being generated by the JVM. AFL does not find this bug at all. The Rhino developers confirmed the bug.

In Closure, C is an NPE that is triggered in its dead-code elimination pass when handling arrow functions that reference undeclared variables, such as "x => y". The generator-based techniques always find this bug and within just 8.8 seconds on average, while AFL requires more than 90 minutes and only finds it in 20% of the runs. The Closure developers fixed this issue after our report.

D is a bug in Closure’s semantic analysis of variable declarations. The bug is triggered when a new variable is declared after a break statement. Although everything right after a break statement is unreachable code, variable declarations in JavaScript are hoisted and thus cannot be removed. Zest is the only technique that finds this bug, with inputs like:

```java
while ((l_0)) {
    while ((l_0)) {
        if ((l_0)) { break; var l_0; continue }
        { break; var l_0 }
    }
}
```
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U was the most elusive bug that we encountered. Zest is the only technique that finds it and it does so in only one of the 20 runs. An exception is triggered by the following input:

```javascript
((o_0) => (((o_0) *= (o_0))< ((i_1) &= ((o_0)((((undefined)[(((i_1, o_0, a_2) => {
    if ((i_1)) { throw ((false).o_0) }
}}((y_3)))((new (null)((true)))))))))))
```

The issue is perhaps rooted in Closure’s attempt to evaluate `undefined[undefined](...)` at compile time. The developers acknowledged the bug. These complex examples demonstrate both the power of Zest’s generators, which reduce the search space to syntactically valid inputs, as well as the effectiveness of its validity-guided parameter search.

6.5 Discussion

Zest and plain generator-based fuzzing tools such as QuickCheck make use of generators in order to synthesize inputs that are syntactically valid by construction. By design, these tools do not exercise code paths corresponding to parse errors in the syntax analysis stage. In contrast, AFL performs mutations directly on raw input strings. Byte-level mutations on raw inputs usually lead to inputs that do not parse. Consequently, AFL spends most of its time testing error paths within the syntax analysis stages.

In our experiments, AFL achieved the highest coverage within the syntax analysis classes of our benchmarks, $1.1 \times -1.6 \times$ higher than Zest’s syntax analysis coverage. Further, AFL discovered 10 syntactic bugs in addition to the bugs enumerated in Table 6.1: 3 in Maven, 6 in BCEL, and 1 in Rhino. These bugs were triggered by syntactically invalid inputs, which Zest and QuickCheck do not produce.

This is a notable contrast between Zest and FairFuzz, the latter of which still generates syntactically invalid inputs, as discussed in Chapter 5. One approach to taking the best of both worlds would be to mainly conduct Zest’s mutation strategy, but occasionally perform the byte-level mutation strategy in order to explore the syntactic analysis stages of programs.

Overall, this result, paired with the results from Chapter 5 further highlights the key observation of Part II: more structured input mutations are required to explore the so-called “deeper” stages of programs, which often contain the core logic of the program under test. This chapter also introduced the notion guided generator-based fuzzing: Zest is effectively generator-based fuzzing guided by coverage and validity. The next and final part of this dissertation dives deeper into the power of guided generator-based fuzzing, and its applicability to search problems beyond testing.
Part III

Distribution Tuning of Generators
Chapter 7

RLCheck: Valid Inputs via Reinforcement Learning

Chapter 6 illustrated how integrating generator-based and coverage-guided fuzzing enabled better coverage of program under test’s core logic. From the lens of coverage-guided fuzzing, bringing in the input generator enabled higher-level mutations, and thus, broader exploration.

However, there is another lens from which to view Zest: that of guided generator-based fuzzing. Generator-based fuzzing, also called property-based testing, is a popular approach to validate the core logic of the program. Unlike generic coverage-guided fuzzing, which is typically used to validate that a program does not violate universal program correctness oracles (e.g., no array-out-of-bounds reads), generator-based fuzzing is typically used to validate a particular logical property of the program under test, i.e. that $\forall x \in \mathcal{X} : P(x) \Rightarrow Q(x)$.

Recall from the introduction that using a generator-based fuzzer requires two main steps. First, the user needs to write a parameterized test driver, i.e., the programmatic representation of $P(x) \Rightarrow Q(x)$. Second, the user needs to specify the generator for $x \in \mathcal{X}$. A generator for $\mathcal{X}$ is a non-deterministic program returning inputs $x \in \mathcal{X}$.

For this testing to be effective, the generator must produce a diverse set of inputs $x \in \mathcal{X}$ satisfying the validity constraint $P(x)$. This gives rise to a central conflict in generator-based fuzzing [111]. On the one hand, a simple generator is easier for the user to write, but not necessarily effective. On the other hand, a generator that produces diverse valid inputs is good for testing, but very tedious to write. Further, generators specialized to a particular validity function $P(x)$ cannot be reused to test other properties on $\mathcal{X}$ with different validity constraints, say $P'(x)$. We thus want to solve the following problem: given a generator $G$ of inputs $x \in \mathcal{X}$ and a validity function $P(x)$, automatically guide the generator to produce a variety of inputs $x$ satisfying $P(x)$.

In the previous chapter, we saw an approach that utilized coverage-guided fuzzing with additional semantic validity feedback to create more inputs $x$ satisfying $P(x)$. In this chapter, we look at the problem with a more fine-grained approach. First, we formalize the problem of guiding the random choices made by a generator for effective testing as the diversifying guidance problem. Second, we notice that the diversifying guidance problem
is similar to problems solved by reinforcement learning: given a sequence of prior choices (state), what is the next choice (action) that the generator should make, in order to maximize the probability of generating a new $x$ satisfying $P(x)$ (get high reward)? We thus explore whether reinforcement learning can solve the diversifying guidance problem. We present an on-policy table-based approach, \textit{RLCheck} \cite{163}, which adapts its choices on-the-fly during testing time to quickly produce a diversity of inputs $x$ satisfying $P(x)$.

### 7.1 Motivation

Let us first consider a concrete example that illustrates the problem solved by \textit{RLCheck}.

The test driver in Figure 7.1 \texttt{test_insert} (Line 13), takes a binary tree \texttt{tree} and an integer \texttt{to_add} as input. If \texttt{tree} is a binary search tree (Line 14), the driver inserts \texttt{to_add} into \texttt{tree} (Line 15) and asserts that \texttt{tree} is still a binary search tree after the insert (Line 16). The \texttt{assume} at Line 14 terminates the test silently if \texttt{tree} is not a binary search tree. The \texttt{assert} at Line 16 is violated if \texttt{tree} is not a binary search tree after the insertion. Thus, the test driver implements $P(x) \Rightarrow Q(x)$ for the validity constraint $P(x) = "x$ is a binary search tree" and the post-condition $Q(x) = "after inserting to_add, x is a binary search tree"$—by raising an assertion failure when $P(x) \Rightarrow Q(x)$ is falsified.

The user must now specify how to generate random inputs for this driver. To do this, they must write or select a \textit{generator}, a non-deterministic function that returns a random input of a given type each time it is executed. Generator-based fuzzing frameworks typically provide generators for basic types such as primitive types and predefined containers of primitives (e.g. \texttt{generate_int} in Figure 7.1). If the test function takes a user-defined data structure, such as the \texttt{tree} in Figure 7.1 Line 13, the user writes their own generator. For many types, writing a basic generator is fairly straightforward. In Figure 7.1 \texttt{generate_tree} generates a random binary tree by (1) choosing a value for the root node (Line 4), (2) choosing whether or not to add a left child (Line 6) and recursively calling \texttt{generate_tree} (Line 7), and (3) choosing whether or not to add a right child (Line 8) and recursively calling \texttt{generate_tree} (Line 9).

We have deliberately kept this generator simple in order to have a small motivating example. The user can now run \texttt{test_insert} on many different trees to try and validate $P(x) \Rightarrow Q(x)$. The \texttt{assume} in Line 14 effectively filters out invalid (non-BST) inputs. Unfortunately, this rejection sampling is not an effective strategy if $P(x)$ is too strict. If the generator has no knowledge of $P(x)$, it will, first of all, very rarely generate valid inputs. So, in a fixed time budget, very few valid inputs will be generated. The second issue is that the generator may not generate very diverse valid inputs. That is, the only valid inputs the generator has a non-negligible probability of generating may be \textit{very small} valid inputs; these will not exercise a variety of behaviors in the code under test. For example, out of 1000 generated binary trees, the generator in Figure 7.1 only generates 20 binary search trees of size $\geq 3$, and only one binary search tree of size 4 and 5, respectively. Overall, the generator has very low probability of generating complex valid inputs, which greatly decreases the efficacy of the generator-based fuzzing.
from generators import generate_int

def generate_tree(depth=0):
    value = random.Select([0, 1, ..., 10])
    tree = BinaryTree(value)
    if depth < MAX_DEPTH and random.Select([True, False]):
        tree.left = generate_tree(depth+1)
    if depth < MAX_DEPTH and random.Select([True, False]):
        tree.right = generate_tree(depth+1)
    return tree

@given(tree = generate_tree, to_add = generate_int)
def test_insert(tree, to_add):
    assume(is_BST(tree))
    BST_insert(tree, to_add)
    assert(is_BST(tree))

Figure 7.1: Test driver and generator for generator-based fuzzing. generate_tree generates a random binary tree, and test_insert tests whether inserting a given integer into a given tree preserves the binary search tree property. random.Select(D) returns a random value from D.

Fundamentally, the input generated by a generator is governed by the choices taken at various choice points. For example, in Figure 7.1 at Line 4, the generator makes a choice of which integer value to put in the current node, and it chooses to make a left or right child at Lines 6 and 8, respectively. Depending on the prior sequence of choices taken by the generator, only a subset of the possible choices at a particular choice point may result in a valid input. For example, if $P(x)$ is the binary search tree invariant, when generating the right child of a node with value $n$, the only values for the child node that can result in a valid BST are those greater than $n$. While narrowing the choice space in this manner is straightforward for BSTs, manually encoding these restrictions is tedious and error-prone for complex real-world validity functions.

Overall, we see that the problem of guiding $G$ to produce many valid inputs boils down to the problem of narrowing the choice space at each choice point in the generator. We call this the diversifying guidance problem. We formalize this problem in Section 7.2 and propose a reinforcement-learning-based solution in Section 7.3.
7.2 Problem Definition

In generator-based fuzzing, a generator $G$ is a non-deterministic program returning elements of a given space $X$. For example, in Figure 7.1, $X$ is the set of binary trees of depth up to $\text{MAX\_DEPTH}$ with nodes having integer values between $0–10$, inclusive.

In particular, a generator $G$’s non-determinism is entirely controlled by the values at returned at different choice points in the generator. A choice point $p$ is a tuple $(\ell,C)$ where $\ell \in L$ is a program location and $C \subseteq C$ is a finite domain of choices. For example, there are three choice points in the generator in Figure 7.1:

- (Line 4 $[\emptyset, 1, \ldots, 10]$): the choice of node value;
- (Line 6 $[\text{True, False}]$): whether to generate a left child; and
- (Line 8 $[\text{True, False}]$): whether to generate a right child.

During execution, each time the generator reaches a choice point $(\ell,C)$, it makes a choice $c \in C$. Every execution of the generator, and thus, every value produced by the generator, corresponds to a sequence of choices made at these choice points, say $c_1, c_2, \ldots, c_n$.

For example, the execution through $\text{generate\_tree}$ in Figure 7.1 which produces the tree

```
  2
 / \  \
1   3
```

corresponds to the following sequence of choices $c_1, c_2, \ldots c_9$:

<table>
<thead>
<tr>
<th>Choice Index</th>
<th>Choice Taken</th>
<th>Choice Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>2</td>
<td>(Line 4 $[\emptyset, 1, \ldots, 10]$)</td>
</tr>
<tr>
<td>$c_2$</td>
<td>True</td>
<td>(Line 6 $[\text{True, False}]$)</td>
</tr>
<tr>
<td>$c_3$</td>
<td>1</td>
<td>(Line 4 $[\emptyset, 1, \ldots, 10]$)</td>
</tr>
<tr>
<td>$c_4$</td>
<td>False</td>
<td>(Line 6 $[\text{True, False}]$)</td>
</tr>
<tr>
<td>$c_5$</td>
<td>False</td>
<td>(Line 8 $[\text{True, False}]$)</td>
</tr>
<tr>
<td>$c_6$</td>
<td>True</td>
<td>(Line 8 $[\text{True, False}]$)</td>
</tr>
<tr>
<td>$c_7$</td>
<td>3</td>
<td>(Line 4 $[\emptyset, 1, \ldots, 10]$)</td>
</tr>
<tr>
<td>$c_8$</td>
<td>False</td>
<td>(Line 6 $[\text{True, False}]$)</td>
</tr>
<tr>
<td>$c_9$</td>
<td>False</td>
<td>(Line 8 $[\text{True, False}]$)</td>
</tr>
</tbody>
</table>

As the generator executes, each time it reaches a choice point $p = (\ell,C)$, it will have already made some choices $c_1, c_2, \ldots c_k$. Traditional random generators, like the one in Figure 7.1, will simply choose a random $c \in C$ at choice point $p$ regardless of the prefix of choices $c_1, c_2, \ldots c_k$.

Going back to our running example, suppose the generator has reached the choice point choosing the value of the left child of 2, i.e. choosing what to put in the $?$ in this tree:
That is, the generator has made the choices $c_1 = 2, c_2 = \text{true}$, and must now choose a value from 0 to 10 at the choice point in Line 4. The generator is equally likely to pick any number from 0 to 10, so it has an 18% chance of producing a valid BST.

To increase the probability of generating valid inputs, the choice at this point should be made not randomly, but according to a guide. In particular, according to a guide which restricts the choice space to only those choices which can result in a valid BST.

Definition 18 (Following a Guide). We say that a generator $G$ follows a guide $\gamma$: $C^* \times P \times N \to C$ if: during its $t$th execution, given a sequence of past choices $\sigma = c_1, c_2, \ldots, c_k$, and the current choice point $p = (\ell, C)$, the generator $G$ makes the choice $\gamma(\sigma, p, t)$.

Suppose we have a validity function $\nu: X \to \{\text{true}, \text{false}\}$ which maps elements output by the generator to their validity. For example, $\text{is_BST}$ is a validity function for the generator in Figure 7.1. The validity guidance problem is the problem of finding a guide that leads the generator to produce valid elements $x \in X$:

Definition 19 (Validity Guidance Problem). Let $G$ be a generator producing elements in space $X$. Let $\nu: X \to \{\text{true}, \text{false}\}$ be a validity function. The validity guidance problem is the problem of finding a guide $\gamma$ such that:

If $G$ follows $\gamma$ and $X_T \subseteq X$ is the set of inputs generated by $G$ after $T$ executions, then $\{\nu(x) : x \in X_T \land \nu(x) = \text{true}\}$ is maximized.

If $\nu$ is the identity function, then a solution to the validity guidance problem is a guide which maximizes the number of unique valid inputs generated.

The diversifying guidance problem is the problem of creating a guide $\gamma$ such that:

Definition 20 (Diversifying Guidance Problem). Let $G$ be a generator producing elements in space $X$. Let $\nu: X \to \{\text{true}, \text{false}\}$ be a validity function and $\xi$ be a characteristic function. The diversifying guidance problem is the problem of finding a guide $\gamma$ such that:

If $G$ follows $\gamma$ and $X_T \subseteq X$ is the set of inputs generated by $G$ after $T$ executions, then $|\{\xi(x) : x \in X_T \land \nu(x) = \text{true}\}|$ is maximized.

If $\xi$ is the identity function, then a solution to the diversifying guidance problem is a guide which maximizes the number of unique valid inputs generated.
7.3 The RLCheck Algorithm

In this section we describe RLCheck, which solves the diversifying guidance problem by using reinforcement learning to guide the choices. We begin with background on Monte Carlo Control \cite{173}, and then describe how Monte Carlo Control can be used to solve the diversifying guidance problem.

7.3.1 Reinforcement Learning

We first define a version of the problem solved by reinforcement learning which is relevant to our task at hand. We use a slightly nontraditional notation for consistency with the previous and next sections. What we call choices are typically called actions, and what we call a learner is typically called an agent.

We assume an learner in some environment. The learner can perceive the state $s$ of the environment, where $s$ is in some set of states $S$. At the first point in time, the learner is at an initial state $s_0 \in S$. At each point in time, the learner can make a choice $c \in C$ which will bring it to some new state $s' \in S$. Eventually, the agent gets into some terminal state $s_{\text{term}} \in S$, indicating the end of an episode. An episode is the sequence of \textit{(state, choice)} pairs made from the beginning of time up to the terminal state, i.e.:

$$e = (s_0, c_0), (s_1, c_1), \ldots (s_T, c_T),$$

where the choice $c_T$ in state $s_T$ brings the learner to the terminal state $s_{\text{term}}$. Finally, we assume we are given a reward $r$ for a given episode $e$. A larger reward is better.

The problem to solve is the following. Given a state space $S$, choices $C$, and reward $r$, find a policy $\pi$ which maximizes the expected reward to the learner. That is, find a $\pi$ such that if the learner, at each state $s \in S$, makes the choice $c = \pi(s)$, then the expected reward $\mathbb{E}_{\pi,e}[r]$ from the resulting episode $e$ is maximized.

7.3.1.1 Monte Carlo Control

One approach to solving the policy-learning problem above is by on-policy Monte Carlo Control \cite{173}. The technique is \textit{on-policy} because the policy the learner is optimizing is the same one it is using to control its actions. Thus, a Monte Carlo Control learner $L$ defines both a policy $\pi$, where $\pi(s)$ outputs a choice $c$ for the given state $s$, as well as an update procedure that improves $\pi$ after each episode.

Algorithm 8 shows pseudocode for a Monte Carlo Control (MCC) learner $L$. In the algorithm, we subscript the choice space, state space, and $Q$ and counts with $L$ to emphasize these are independent for each MCC learner. We will drop the subscript $L$ when talking about a single learner. The basic idea is as follows.

We are trying to learn a policy $\pi$ for state space $S$ and choices $C$. The policy is $\varepsilon$-greedy: with probability $\varepsilon$ it makes random choices (Line 7), otherwise it makes the choices that will maximize the value function, $Q$ (Line 9).
Algorithm 8 A Monte Carlo Control learner $L$. Implements a policy $\pi_L$ and an update function $\text{update}_L$, which updates $\pi_L$ towards the optimal policy after each episode.

**Input:** choice space $\mathcal{C}_L$, state space $\mathcal{S}_L$, and $\varepsilon_L$

1: $e_L \leftarrow []$  
   $\triangleright$ initialize episode
2: for $(s, c) \in \mathcal{S}_L \times \mathcal{C}_L$ do
3:   $\text{counts}_L[s, c] \leftarrow 0$
4:   $Q_L[s, c] \leftarrow 0$
5: procedure $\pi(\text{state } s)$
6:   if $\text{UNIFORMRANDOM()} < \varepsilon$ then
7:     $c \leftarrow \text{RANDOM}(\mathcal{C})$
8:   else
9:     $c \leftarrow \text{arg max}_{c \in \mathcal{C}_L} Q_L[s, c]$  
      $\triangleright$ break ties arbitrarily
10: $e_L \leftarrow \text{APPEND}(e_L, (s, c))$
11: return choice
12: procedure $\text{update}(\text{reward } r)$
13: $T \leftarrow \text{LEN}(e_L)$
14: for $0 \leq t < T$ do
15:   $s, c \leftarrow e_L[t]$
16:   $Q_L[s, c] \leftarrow \frac{r + Q_L[s, c] \cdot (\text{counts}_L[s, c])}{\text{counts}_L[s, c] + 1}$  
      $\triangleright$ update avg. reward
17: $\text{counts}_L[s, c] \leftarrow \text{counts}_L[s, c] + 1$
18: $e_L \leftarrow []$

The value function $Q[s, c]$ models the expected reward at the end of the episode from the choice $c$ in state $s$. It is initialized to 0 for each $(s, c)$ pair (Line 4), so the first episode follows a totally random policy. $Q[s, c]$ is exactly the average rewards seen for each episode $e$ containing $(s, c)$. Thus, at the end of each episode $e$, for each $(s, c) \in e$ (Line 15), the running average for the rewards observed with $(s, c)$ is updated to include the new reward $r$ (Line 16).

If the reward function producing $r$ is stationary (i.e., fixed), this update procedure always improves the policy. That is, if $\pi$ is the original policy, and $\pi'$ is the policy after the update, the expected reward from a learner following $\pi'$ is greater than or equal to the expected reward from a learner following $\pi$. Sutton and Barto [173] provide a proof.

**Algorithmic changes** We make a few algorithmic changes on top of regular MCC. First, we update an episode with a single reward $r$ which is distributed to all state action pairs. This is because, as will be seen in later sections, we only observe rewards at the end of an episode i.e there are no intermediate rewards provided in our method. Second, we do not use a discount factor on the reward $r$. This is because the sequence of choices in an input generation, do not lend themselves to a natural absolute ordering. We cannot assume later decisions are more important than earlier ones, which the discount factor implicitly does.
7.3.2 **RLCheck**: MCC with Diversity Reward

We now return to our problem space of generating inputs with a generator $G$. Notice that the *guides* we defined in Definition [18] have a similar function to the learners in Section [7.3.1]: given some state $(\sigma,p,t)$, make a choice $c$.

This leads to the natural idea of implementing a guide as an MCC learner, rewarding the learner with some $r(x)$ after the generator produces input $x$. However, note that for the guide, at each choice point $p = (\ell,C)$, only a subset of choices $C \subseteq C$ can be taken. Further, each choice point has a unique task: for example, choosing whether to generate a left child (Figure 7.3, Line 8) or a right child (Figure 7.3, Line 11). Thus, it is natural to define a separate learner $L_p$ for each choice point $p$, and call $UPDATE_{L_p}$ once for each learner after every execution of the generator.

Note that Section [7.2] defined a guide as making choices based on a sequence $\sigma \in \mathcal{C}^*$, while Section [7.3.1] assumed a finite set of states $\mathcal{S}$. Thus, we need a state abstraction function:

**Definition 21** (State Abstraction Function). A state abstraction function $A : \mathcal{C}^* \rightarrow \mathcal{S}$ for a generator $G$ is a deterministic function mapping an arbitrary-length choice sequence $\sigma$ to a finite state space $\mathcal{S}$. $A$ can rely on $G$ to retrieve, for any $c_i \in \sigma$, the choice point $p$ at which $c_i$ was made.

With this, we can define a Monte Carlo Control Guide:

**Definition 22** (Monte Carlo Control Guide). Assume a generator $G$ producing inputs in $\mathcal{X}$, a state abstraction function $A$, and a reward function $r : \mathcal{X} \rightarrow \mathbb{R}$. A Monte Carlo Control Guide $\gamma$ consists of a set of Monte Carlo control learners, $\{L_p\}$. Each learner $L_p$ is associated with a choice point $p = (\ell,C)$ in $G$.

Let $\pi_L^{(t)}$ be $L_p$’s policy after $t-1$ calls to $UPDATE_{L_p}$ (ref. Algorithm [8]). Then $\gamma$ is:

$$\gamma(\sigma,p,t) = \pi_L^{(t)}(A(\sigma)).$$

Finally, after $G$ produces an input $x$, the guide $\gamma$ calls $UPDATE_{L_p}(r(x))$ for each learner $L_p$.

Now, to use a Monte Carlo Control guide (MCC guide) to solve the diversifying guidance problem, only (1) the state abstraction function $A$ (ref. Section [7.3.3]) and (2) the reward function $r$ need to be specified. We construct a reward function as follows.

Let $\nu$ be the validity function and $\xi$ the characteristic function of interest. If $X$ be the set of inputs previously generated by $G$, then let $\Xi = \{\xi(x') : x' \in X\}$ be the set of characteristics of all the previously generated inputs. Then the reward function $r$ is:

$$r(x) = \begin{cases} 
R_{\text{unique}} & \text{if } \nu(x) \land \xi(x) \notin \Xi \\
R_{\text{valid}} & \text{if } \nu(x) \land \xi(x) \in \Xi \\
R_{\text{invalid}} & \text{if } \neg \nu(x)
\end{cases}$$

(7.1)

Our technique, **RLCheck**, is thus: make a generator $G$ follow an MCC Guide with the reward function $r$ above.
Note that this reward function is non-stationary, that is, it is not fixed across time. If $X = \emptyset$, then generating any $x \in X$ such that $\nu(x)$ holds will result in the reward $R_{\text{unique}}$; re-generating the same $x$ in the next step will only result in the reward $R_{\text{valid}}$. This means the assumptions underlying the classic proof of policy improvement do not hold \[173\]. Thus, \textsc{RLCheck}'s guide is not guaranteed to improve to an optimal policy. Instead, it practices a form of online learning, adjusting its policy over time.

### 7.3.3 State Abstraction

A key element in enabling \textsc{MCC} to solve the diversifying guidance problem is the state abstraction function (Definition 21), which determines the current state given a sequence of past choices. The choice of $A$ impacts the ability of the \textsc{MCC} guide to learn an effective policy. On one extreme, if $A$ collapses all sequences into the same abstract state (e.g., $A(\sigma) = 0$), then a learner $L_p$ essentially attempts to find a single best choice $c \in C_{l_p}$ for choice point $p$, regardless of state. On the other extreme, if $A$ is the identity function (i.e., $A(\sigma) = \sigma$), then the state space is infinite; so for every previously unseen sequence of choices $\sigma$, the learner’s policy is random.

The ideal $A$ is the abstraction function that maximizes expected reward. However, computing such an $A$ is not tractable, since it requires inverting an arbitrary validity function $\nu(x)$. Instead, we apply the following heuristic: in many input generators, a good representation for the state $S_n$ after making the $n^{th}$ choice $c_n$ is some function of a past subsequence of choices that influence the choice $c_n$. The meaning of influence depends on the type of input being generated and the nature of the validity function.

For example, on the left of Figure 7.2 is a partially generated binary tree. On the right are the choices made in the binary-tree generator (ref. Fig. 7.1) leading to this partial tree ($c_1 = 2$, $c_2 = \text{True}$, $c_3 = 1$, $c_4 = \text{False}$, $c_5 = \text{False}$, $c_6 = \text{True}$), arranged by influence. A choice in the construction of a child node is influenced by choices constructing its parent.

With this influence heuristic, the best value for the next choice $c_7$, which determines the value assigned to the right child, should depend on the choice $c_1$ (which decided that the root node had value 2) and the choice $c_6$ (which made the decision to insert a right child). The best value for this choice $c_7$ does not necessarily depend on choices $c_2$–$c_5$, which were involved in the creation of the left sub-tree. Therefore, the state $S_6$, in which the choice $c_7$ is to be made, can be represented as a sequence $[f_v(c_1), f_r(c_6)]$. Here, $f_v$ is a function associated $c_1$’s choice point (the node-value choice point at Line 4 of Fig. 7.1) and $f_r$ is a function associated with $c_6$’s choice point (the right-child choice point at Line 8 of Fig. 7.1). In Figure 7.2, the state $S_6$ after applying these functions is $[2, \text{R}]$; we will define the functions $f_v$ and $f_r$ for this figure later in this section.

An additional consideration when representing state as a sequence derived from past choices is that such sequences can become very long. We need to make sure the state space is finite. Again, a reasonable heuristic is to use a trimmed representation of the sequence, which incorporates information from up to the last $w$ choices that influence the current choice. $w$ is a fixed integer that determines the size of a sliding window.
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We can build a state abstraction function that follows these considerations in the following manner. First, build a choice abstraction function $f_p$ for each choice point $p$, which maps each $c$ to an abstract choice. Then, for $\sigma = c_1, c_2, \ldots, c_n$, build $S_n = A(\sigma)$ so that:

$$S_n = \begin{cases} \emptyset & \text{if } \sigma = \emptyset \\ \text{tail}_w(S_k :: f_p(c_n)) & \text{for some } k < n \text{ otherwise}, \end{cases}$$

where :: is the concatenation operator and $\text{tail}_w(s)$ takes the last $w$ elements of $s$. Assume $c_n$ was taken at choice point $p$.

We can build both very basic and very complex state abstractions in this manner. For example, we can get $A(\sigma) = c_{n-w+1}, \ldots, c_{n-1}, c_n$ by taking $f_p = \text{id}$ for all and choosing $k = n-1$ always. This would be a simple sliding window of the last $w$ choices.

The states $S_1$-$S_6$ that annotate the edges in Figure 7.2 are derived using the choice point abstraction functions $f_v(c) = c$ for the value choice point, $f_r(c) = R$ for the right child choice point, and $f_l(x) = L$ for the left child choice point. The $k$ is chosen as $k =$“largest $k < n$ which is a choice from the parent node”. While programatically deriving this $k$ from a choice sequence $\sigma$ is tedious, it is quite easy to do inline in the generator. The generator Figure 7.3 shows a modified version of the generator from Figure 7.1 which updates an explicit state value at each to compute exactly this state abstraction function (Lines 6, 8, 11); it also uses guides to select arbitrary values (Lines 5, 8, 11).

### 7.3.3.1 Case study

We evaluate the effect the state abstraction function has on the ability of RLCcheck to produce unique valid inputs for the BST example. We evaluate three state abstraction functions:

- **Sequence**, the sliding window abstraction which retains choices from the sibling nodes, i.e. $A(\sigma) = c_{n-w+1}, \ldots, c_{n-1}, c_n$.
- **Tree L/R**, the abstraction function illustrated in Figure 7.2 and implemented in Figure 7.3.

Figure 7.2: A partially-generated binary tree (left) and its corresponding choice sequence arranged by influence (right).
def concat_tail(state, value):
    return (state + [value])[-WINDOW_SIZE:]

def gen_tree(state, depth=0):
    value = guide.Select([0, ..., 10], state, id=1)
    state = concat_tail(state, value)
    tree = BinaryTree(value)
    if depth < MAX_DEPTH and guide.Select([True, False], state, id=2):
        left_state = concat_tail(state, "L")
        tree.left = gen_tree(left_state, depth+1)
    if depth < MAX_DEPTH and guide.Select([True, False], state, id=3):
        right_state = concat_tail(state, "R")
        tree.right = gen_tree(right_state, depth+1)
    return tree

Figure 7.3: Pseudo-code for a binary tree generator which follows guide and builds a tree-based state abstraction.

- Tree, which chooses $k$ like Tree L/R but has $f_p = id$ for all choice points, and thus produces the same state for the left and right subtree of a node.

For example, taking $w = 4$ and the choices to be abstracted $c_1, \ldots, c_6$ from Figure 7.2, Sequence will give $[1, \text{False}, \text{False}, \text{True}]$, Tree state will give $[2, \text{True}]$, and Tree L/R will give $[2, "R"]$.

We evaluate each of these abstraction techniques for generating BSTs with maximum depth 4 (i.e., 4 links), with $\varepsilon = 0.25$ and rewards (Eq. 7.1) $R_{\text{invalid}} = -1, R_{\text{valid}} = 0$, and $R_{\text{unique}} = 20$. We set $w = 4$ for the abstraction function: since there are at least two elements in the state for each parent node, this means the learners cannot simply memorize the decisions for the full depth of the tree.

Results  Figures 7.4 and 7.5 show the results for our experiments. In each experiment we let each technique generate 100,000 trees. The results show the averages and standard errors over 10 trials. We compare to a baseline, Random, which just runs the generator from Figure 7.1. Figure 7.4 illustrates that no matter the state abstraction function chosen, RLCheck generates many more valid and unique valid inputs than the random baseline; Tree L/R generates $10 \times$ more unique valid inputs than random. Within the abstraction techniques, Tree generates the fewest unique valid inputs. Sequence appears to be better able to distinguish whether it is generating a left or right child than Tree, probably because the Tree state is identical for the left and right child choice points.

Tree L/R generates the fewest valid inputs, but the most unique valid inputs, 36% more than Sequence. These unique valid inputs are also more complex those generated with other
state abstractions. Figure 7.5 shows, for each technique, the average number of unique valid trees generated of each size. Note the log scale. The tree size is the number of nodes in the tree. We see that Tree L/R is consistently able to generate orders of magnitude more trees of sizes > 5 than the other techniques. Since we reward uniqueness, the RLCheck is encouraged to generate larger trees as it exhausts the space of smaller trees. These results suggest that Tree L/R has enough information to generate valid trees, and then combine these successes into more unique valid trees.

Overall, we see that even with a naïve state abstraction function, RLCheck generates nearly an order of magnitude more unique valid inputs than the random baseline. However, a well-constructed influence-style state abstraction yields more diverse valid inputs.

7.4 Evaluation

In this section we evaluate how RLCheck, our MCC-based solution to the diversifying guidance problem, performs. In particular, we focus on the following research questions:

RQ1 Does RLCheck quickly find many diverse valid inputs for real-world benchmarks compared to state-of-the-art?

RQ2 Does RLCheck find valid inputs covering many different behaviors for real-world benchmarks?

RQ3 Does RLCheck have better bug-finding capabilities than the baselines?

RQ4 Does adding coverage feedback improve the ability of RLCheck to generate diverse valid inputs for real-world benchmarks?
Implementation To answer these research questions, we implemented Algorithm 8 in Java, and RLCheck on top of the open-source JQF [148] platform. JQF, highlighted in last chapter’s implementation section, provides a mechanism for customizing input generation for QuickCheck-style property tests.

Baselines We compare RLCheck to two different methods: (1) junit-quickcheck [98], or simply QuickCheck, the baseline generator-based testing technique which calls the generator with a randomized guide; and (2) Zest discussed in Chapter 6. Unlike RLCheck and QuickCheck, Zest is a greybox technique: it relies on program instrumentation to get code coverage from each test execution.

Benchmarks We compare the techniques on four Java benchmarks described in the prior chapter: Apache Ant, Apache Maven, Google Closure Compiler, and Mozilla Rhino. These benchmarks rely on two generators: Ant and Maven use an XML generator, whereas Closure and Rhino use a generator for JavaScript ASTs. The validity functions for each of these four benchmarks is distinct: Ant expects a valid build.xml configuration, Maven expects a valid pom.xml configuration, the Closure expects an ES6-compliant JavaScript program that can be optimized, and Rhino expects a JavaScript program that can be statically translated to Java bytecode. Overall, Ant has the strictest validity function and Rhino has the least strict validity function.

Design Choices In our main evaluation, we simply use identity as the characteristic function \( \xi \). Thus, RLCheck simply tries to maximize the number of unique valid inputs. This allows us to run RLCheck at full speed without instrumentation, and generate more inputs in a fixed time budget. In Section 7.4.4 we compare this choice to a greybox version of RLCheck, where \( \xi(x) \) takes into account the branch coverage achieved by input \( x \).

We instantiate our reward function (Eq. 7.1) with \( R_{unique} = 20 \), \( R_{valid} = 0 \) and \( R_{invalid} = -1 \). This incentivizes RLCheck to prioritize exploration of new unique valid inputs, while penalizing strategies that lead to producing invalid inputs. Additionally, we set \( \epsilon = 0.25 \) in Algorithm 8, which allows RLCheck to explore at random with reasonably high probability.

We first modified the base generators provided by JQF for XML and JavaScript to transform choice points with infinite domains to finite domains. These are the generators we use for evaluation of Zest and QuickCheck. We then built guide-based generators with the same choice points as these base generators. For the guide-based generators, we built the state abstraction inline, like it is built in Figure 7.3. For each benchmark, the state abstraction function is similar to that in Figure 7.3 as it maintains abstractions of the parent choices. We set \( w = 5 \) for the state window size.

Experiments We sought to answer our research questions in a property-based testing context, where we expect to be able to run the test generator for a short amount of time. Thus, we chose 5 minutes as a timeout. To account for variability in the results, we ran
10 trials for each technique. The experiments in Section 7.4.1 and 7.4.2 were run on GCP Compute Engine using a single VM instance with 8vCPUs and 30 GB RAM. The experiments in Section 7.4.4 were run on a machine with 16GB RAM and an AMD Ryzen 7 1700 CPU.

7.4.1 Generating Diverse Valid Inputs

To answer [RQ1] we need to measure whether \textit{RLCheck} generates a higher number of unique, valid inputs compared to our baselines. On these large-scale benchmarks, where the test driver does non-trivial work, simple uniqueness, at the byte or string level, is not the most relevant measure of input diversity.

What we are interested in is inputs with diverse coverage. So, we measure inputs with different \textit{traces}, a commonly-used metric for input coverage diversity in fuzzing literature [189] (as discussed in Section 2.1, these traces are sometimes called “paths”, but this is a misnomer). The trace of an input \(x\) is a set of pairs \((b, c)\) where \(b\) is a branch and \(c\) is the number of times that branches is executed by \(x\), bucketed to base-2 orders of magnitude. Let \(\xi(x)\) give the trace of of \(x\). If \(x_1\) takes the path \(A, B, A\), then \(\xi(x_1) = \{(A, 2), (B, 1)\}\). If \(x_2\) takes the path

Figure 7.6: Percent of total generated inputs which are diverse valids (i.e. have different traces). Higher is better.
A, A, A, B, then A is hit the same base-2 order-of-magnitude times, so \( \xi(x_2) = \{(A, 2), (B, 1)\} \). We call valid inputs with different traces diverse valid inputs.

Figures 7.6 and 7.7 show the results. Figure 7.6 shows, at each time, the percentage of all generated inputs that are diverse valid inputs. For techniques that are only able to generate a fixed number of diverse valid inputs, this percentage would steadily decrease over time. In Figures 7.6c and 7.6d, we see an abrupt decrease at the beginning of fuzzing for Zest and QuickCheck, and for Closure we see a continuing decrease in the percentage over time for these techniques. In Figures 7.6b, 7.6c, and 7.6d, we see that RLCheck quickly converges to a high percentage of diverse valid inputs being generated, and maintains this until timeout.

RLCheck also generates a large quantity of diverse valid inputs. Figure 7.7 shows the total number of diverse valid inputs generated by each technique: we see that RLCheck generates multiple order of magnitude more diverse valid inputs compared to our baselines. The exception is on Rhino (Figure 7.7), RLCheck only has a 1.4× increase over QuickCheck. Rhino’s validity function is relatively easy to satisfy: most JavaScript ASTs are considered valid inputs for translation; therefore, speed is the main factor in generating valid inputs for this benchmark. Consequently, the blackbox techniques RLCheck and QuickCheck outperform...
the instrumentation-based Zest technique on the Rhino benchmark.

On both metrics, the increase in Ant is less pronounced, and very variable. The variation in percentage for Ant is quite wide because it is hard to get a first valid input for RLCheck (and QuickCheck), and in some cases RLCheck did not get this within the five-minute time budget. For an understanding of the effect on the results, RLCheck* shows the results for only those runs that find at least one valid input. The mean value for RLCheck* is much higher, but the high standard errors remain because these runs find the first valid input being at different times. For such extremely strict validity functions, RLCheck has difficulty finding a first valid input compared to coverage-guided techniques. This is a limitation of RLCheck: a good policy can only be found after some valid inputs have been discovered.

For completeness, we also ran longer experiments of 1 hour, to see if Zest or QuickCheck would catch up to RLCheck. In 1 hour, RLCheck generates between 5-15× more diverse valid inputs than Zest on all benchmarks and outperforms QuickCheck on all benchmarks. Furthermore, RLCheck continues to generate a higher percentage of generated diverse valid inputs after one hour. In particular, the large improvements that are seen in Figures 7.6 are all maintained at roughly the same rate except for Rhino. In the case of Rhino, Zest improves its percentage of diverse valid inputs from 40% to 67% after one hour, while RLCheck continues to generate 78% diverse valid inputs throughout.

RQ1: RLCheck quickly converges to generating a high percentage of diverse valid inputs, and on most benchmarks generates orders of magnitude more diverse valid inputs than our baselines.

7.4.2 Covering Different Valid Behaviors

Section 7.4.1 shows that RLCheck generates many more diverse valid inputs than the baselines, i.e. solves the diversifying guidance problem more effectively. A natural question is whether the valid inputs generated by each method cover the same set of input behaviors [RQ2]. For this, we can compare the cumulative branch coverage achieved by the valid inputs generated by each technique.

Figure 7.8 shows the coverage achieved by all valid inputs for each benchmark over time. The results are much more mixed than those in Section 7.4.1. On the Closure benchmark (Fig. 7.8d), QuickCheck and RLCheck achieve the same amount of branch coverage by valid inputs. On Rhino (Fig. 7.8c) QuickCheck dominates slightly. On Maven (Fig. 7.8b), RLCheck takes an early lead in coverage but Zest’s coverage-guided algorithm surpasses it at timeout.

On Ant (Figure 7.8a), RLCheck appears to perform poorly, but this is mostly an artifact of RLCheck’s bad luck in finding a first valid input. Again, for comparison’s sake, RLCheck* shows the results for only those runs that generate valid inputs: we see that RLCheck’s branch coverage is slightly above Zest’s on these runs.

The overall clearest trend from Figure 7.8 is that RLCheck’s branch coverage seems to quickly peak and then flatten compared to the other techniques. This suggests that our MCC-based algorithm, while it is exploring diverse valid inputs, may still be tuned too much
Figure 7.8: Number of branches covered by valid inputs. Higher is better.

towards exploiting the knowledge from the first set of valid inputs it generates. We discuss in Section 7.5 some possible avenues to explore in terms of the RL algorithm.

RQ2: No method achieves the highest branch coverage on all benchmarks. 
RLCheck’s plateauing branch coverage suggests that it may be learning to generate diverse inputs with similar features rather than discovering new behavior.

7.4.3 Bug-Finding Ability

In answering RQ1, we established that RLCheck was able to generate orders-of-magnitude more diverse valid inputs. A natural question is whether RLCheck also has an increased ability to find bugs.

During our evaluation runs, the techniques found a subset of the bugs described in the previous chapter. Table 7.1 lists, for each bug that was discovered during our evaluation runs, the mean time to find (MTF) and reliability (percent of runs on which the bug was found) for each method. Bugs are deduplicated, as in Chapter 6, by exception type.

We see that on the Ant, where RLCheck found 1000× more diverse valid inputs than QuickCheck, it found bug (≠1) 4× faster and 5× more often than QuickCheck. It was also
Table 7.1: Mean time to find (MTF) and Reliability (Rel.)—the percentage of runs on which the bug was found—for bugs found by each technique during our experiments. Bugs are deduplicated by benchmark and exception type. Dash “-” indicates bug was not found.

<table>
<thead>
<tr>
<th>Bug ID</th>
<th>RLC</th>
<th>QuickCheck</th>
<th>Zest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MTF</td>
<td>Rel.</td>
<td>MTF</td>
</tr>
<tr>
<td>Ant, (#1)</td>
<td>41s</td>
<td>50%</td>
<td>178s</td>
</tr>
<tr>
<td>Closure, (#2)</td>
<td>1s</td>
<td>100%</td>
<td>1.2s</td>
</tr>
<tr>
<td>Rhino, (#3)</td>
<td>95s</td>
<td>90%</td>
<td>62s</td>
</tr>
<tr>
<td>Rhino, (#4)</td>
<td>11s</td>
<td>100%</td>
<td>1s</td>
</tr>
<tr>
<td>Rhino, (#5)</td>
<td>-</td>
<td>-</td>
<td>3s</td>
</tr>
<tr>
<td>Rhino, (#6)</td>
<td>-</td>
<td>-</td>
<td>96s</td>
</tr>
</tbody>
</table>

faster than Zest. On Closure, where RLC could attain 60× more diverse valid inputs than Zest, it was also 20× faster at finding fault (#2). In contrast, on Rhino, RLC only found 1.4× more unique valid inputs than QuickCheck. In fact, as shown in Figure 7.6c, over 30% of generator-generated inputs already satisfied the validity function. Thus, on this benchmark, the plain generator-based approach (QuickCheck) had the best fault discovery of the three methods. This benchmark is representative of situations where the generator is already fairly well-tuned for the validity function of the program under test. While the results are too sparse to be conclusive, we can make the following observation:

**RQ3**: Order-of-magnitude increases in input diversity seem to relate to better bug discovery; on the benchmark where RLC did not reach orders-of-magnitude increases, its ability to discover bugs was worse than the baseline.

### 7.4.4 Greybox Information

Given that RLC is able to attain its objective as defined by the diversifying guidance problem (Section 7.4.1)—generating large numbers of unique valid inputs—, but does not achieve the highest branch coverage over all benchmarks (Section 7.4.2), a natural question is to ask whether choosing a different $\xi$, one that is coverage-aware, could help increase the diversity of behaviors discovered. This is what we seek to answer in RQ4.

For this experiment, we re-ran RLC both blackbox, i.e. with $\xi_{bb} = id$, and with greybox information, using $\xi_{gb}(x) =$ “the set of all branches covered by the input $x$”. Thus, Greybox RLC is rewarded when it discovers a valid input that covers a distinct set of branches compared to all generated inputs. Note that this does not reward the guide more for generating an input which covers a wholly-uncovered branch, compared to an input that covers a new combination of already-seen branches. Again, we ran each method for 10 trials, timing out at 5 minutes.
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Figure 7.9: Number of diverse valid inputs generated by each technique. Higher is better.

Figures 7.9 shows the number of diverse valid inputs generated the the blackbox and greybox versions of RLChek, and Figure 7.10 shows the branch coverage by valid inputs for these two versions. We see universally across all benchmarks and both metrics that Blackbox RLChek outperforms Greybox RLChek. This suggests that the slowdown incurred by instrumentation is not worth the increased information RLChek gets in the greybox setting. The difference is less striking for branch coverage than number of diverse valid inputs generated, because fewer inputs are required to get the same cumulative branch coverage.

We see much lower variation in Ant in this experiment because on all 10 runs, Blackbox RLChek was able to generate at least one valid input for Ant. We chose random seeds at random in both experiments, so this is simply a quirk of experimentation.

RQ4: Adding greybox feedback to the characteristic function $\xi$ causes a large slowdown, but no huge gains in number of valid inputs or coverage achieved. Overall, RLChek performs best as a black-box technique.
Figure 7.10: Number of branches covered by valid inputs generated by each technique. Higher is better.

7.5 Discussion

Tabular methods such as ours do not scale well for large choice or state spaces. If \( S \) and \( C \) denote state and choice space sizes, the Monte Carlo control algorithm requires \( O(SC) \) space and \( O(C) \) time to evaluate the policy function \( \pi \). This is because all the algorithmic decision-making is backed by a large \( Q \)-table with \( S \times C \) entries. Because of these constraints we had to restrict our state and choice spaces. For example, in our JavaScript generator, when selecting integer values, we restricted our choice space to be in range from 0 to 10 rather than a larger range like between 0 and 100. Function approximation methods, such as replacing the \( Q \)-table with a neural network, may be necessary for dealing with larger, more complex, state and choice spaces.

In Section 7.4.1 we saw that \textit{RLCheck} had difficulty generating a first valid input for very strict validity functions (Ant). This limitation could be overcome by allowing \textit{RLCheck} to be bootstrapped, i.e. given a sequence of choices that produces a valid input at the beginning of testing. This choice sequence could be user-provided, as long as there exists a relatively short sequence of choices resulting in a valid input.
In Section 7.4.2 we observed that the branch coverage achieved by RLChek-generated valid inputs tends to quickly plateau, even for benchmarks where the other methods could achieve higher branch coverage (Figs 7.8b, 7.8c). This suggests that even with a high $\varepsilon$, Monte Carlo Control may still be too exploitative for the diversifying guidance problem. One approach to increase exploration would be to allow the learners to “forget” old episodes so choices made early in the testing session that are not necessary to input validity do not persist throughout the session. Curiosity-based approaches, which strongly encourage exploration and avoid revisiting states [152], may also be applicable.

Overall, what we saw from this chapter is the great potential of general guided generator-based fuzzing. In particular, the casting of the problem as the diversifying guidance problem—rather than simply viewing guided generator-based fuzzing at the byte-parameter level—opens the door to more complex distribution-tuning approaches. The next chapter introduces a very different distribution-tuning approach, which brings generator-based search to the program synthesis domain.
Chapter 8

AutoPandas: Generator-Based Program Synthesis

All the previous chapters of this dissertation have focused on solving the same fundamental search problem: how to find, in a large search space of inputs, interesting inputs to a program under test. The previous chapter tackled the problem of generating more valid inputs by cleanly separating the generator, which encodes domain knowledge about the search space, from the guide, which controls the sampling from the generator.

This abstraction brings about the question: are there other search problems that could be solved with a smartly guided generator-based search? One particular search problem emerges as well-suited to this framework: that of synthesizing programs in a complex, real-world API.

Developers nowadays have to contend with a growing number of APIs. Many of these APIs are very useful to developers, increasing the ease of code re-use. API functions provide implementations of functionalities that are often more efficient, more correct, or produce better-looking results than what the developer can implement.

Unfortunately, it can be difficult to learn how to use an API. Many new APIs are wide, with hundreds of functions, some of which have overlapping semantics. Further, each function can have tens of arguments governing its behavior. For example, some Python APIs such as NumPy [94] use the flexible type system to define almost entirely different behavior for functions based on the type or arguments. The documentation of all of these factors is of varying quality. Further, modern APIs are frequently updated, so tutorials, blog posts, and other external resources on the API can quickly fall out of date. All these factors increase the difficulty of API use.

Oftentimes, however, when trying to use an APIs to conduct data transformation, novice developers know which transformation they want to perform. The popularity of online help forums such as StackOverflow has normalized the practice of creating an input-output (I/O) example that clearly illustrates the transformation. By I/O examples of a transformation, we mean examples where the input is the data before the transformation (e.g. the string “Garbledy Goop”), and the output is the desired transformed data (e.g. “Goop, G.”).

With an I/O example, observe that the problem of synthesizing a program in the desired
API \([70, 69, 68]\) becomes very similar to the testing search problem explored in the prior chapters of this dissertation. Instead of generating inputs to the program under test until a generated input crashes the program, the search problem is to generate programs and run them on the user-provided input until the output of a generated program matches the user-provided output.

This chapter explores the efficacy of a generator-based program synthesis technique for the Python pandas API. The program candidate generator encodes expert domain knowledge about the API to—as much as possible—synthesize programs in the API which are valid. For example, when producing arguments to a function, the generator should almost never produce argument combinations which cause the function to immediately error out. Given knowledge of the API, writing such a candidate program generator is a straightforward—although perhaps tedious—effort. This means such a generator can be written by any developer who knows the API, regardless of their familiarity with program synthesis techniques.

However, if the generator takes a long time to generate a \(p\) such that \(p(\text{input}) = \text{output}\), this simple generator-based search—which just calls the generator until it yields such a \(p\)—becomes impractical. Unlike the testing scenario, where the search process can be run for hours, in order for a program synthesis tool to be practical, the search process can be run for minutes at most. So, instead of taking choices in the generator totally randomly, the choices in the generator will, much like in the previous chapter, be taken with respect to a smart guide. Ideally, this guide ensures that a generated program which matches the input-output example appears not too late in the search process.

Before describing the details of this guide, and the process of generator-based program synthesis, we will introduce a small example that motivates its necessity.

### 8.1 Motivation

Suppose a developer or data scientist, new to the Python library pandas, needs to use pandas in order to pre-process data for a statistical or ML pipeline. For example, suppose they need to transform an expense table, given in Figure 8.1a, into the dataframe in Figure 8.1b.

Suppose first that while the novice does not know pandas, they know some other data transformation tools. In particular, the novice knows that in Microsoft Excel, they can...
    while True:
        cur_kwargs = generate_pivot_args(input_df, output_df)
        cur_out = pandas.DataFrame.pivot(input_df, **cur_kwargs)
        if cur_out == output_df:
            return cur_kwargs

Figure 8.2: A procedure to find the arguments to the pandas function pivot that turn input_df into output_df.

perform the transformation in Figure 8.1 using the “pivot table” functionality. The novice also notices that pandas has a pivot function for dataframes, and thinks they can use it. But, for complex APIs like pandas, there are many arguments for each function, requiring substantial effort to master even one function. Resources explaining all the complexity of the API can overwhelm a novice.

Hence, novices often resort to asking experts for help on which arguments to use. Unfortunately, this is not a perfect solution. First, if no expert is around to answer the question, a novice can get stuck on the problem for a long time. Also, the expert finds themselves constantly answering a very similar question—what pivot arguments should be used to get output from input? Answering this question over and over again is not scalable. So nowadays, if a basic pivot or merge question is asked on pandas StackOverflow, it is not answered, and simply marked as a duplicate of a master answer diving into the details of these functions. As of May 2021, these master answers had 927 and 708 duplicates, respectively.¹

Instead of simply redirecting novices to documentation, the API expert can write a generator that outputs valid argument combinations for pivot on the dataframe df, say generate_pivot_args(df) (Figure 8.3). The novice can then use generate_pivot_args(df) to enumerate the argument combinations, and save the one that works for their input-output example. Figure 8.2 shows pseudo-code to find the correct arguments for pivot, given the generator generate_pivot_args(df). The code simply calls generate_pivot_args(df) (Line 4) until it returns an argument combination kwargs which satisfies the I/O example, i.e., such that pivot(input_df, **kwargs) == output_df (Line 6). This is essentially generator-based fuzzing, but instead of finding inputs that cause the program under test to crash, the search is finding argument combinations that satisfy the input-output example.

To make sure that all the argument combinations returned by generate_pivot_args(df) are valid, the expert has encoded in the generator basic constraints on the pivot arguments:

1. arg_col should be selected from the list of column names of df, df.columns.

¹The current number can be determined with the query at https://data.stackexchange.com/stackoverflow/query/edit/1024223
@generator
def generate_pivot_args(input_df: DataFrame, output_df: DataFrame):
    context = (input_df, output_df)
    arg_col = Select(df.columns, context, id=1)
    arg_idx = Select({None} | df.columns - {arg_col}, context, id=2)
    if isinstance(df.index, pandas.MultiIndex) and arg_idx is None:
        arg_val = None
    else:
        arg_val = Select(df.columns - {arg_col, arg_idx}, context, id=3)
    return {'columns': arg_col, 'index': arg_idx, 'values': arg_val}

Figure 8.3: A generator of all valid arguments to the pivot function from the pandas API. Select(D,c,i) returns a single element from their domains D. Assume first that Select(D,c,i) is the naïve choice operator, which returns a random element from D. Section 8.2 formalizes the smartly guided Select and explains the arguments c and i.

Unfortunately, if there are many argument combinations, the basic search in Figure 8.2 may take some time to terminate. The problem gets worse if the exact function to use is not known. If the novice does not know whether to use pivot, pivot_table, unstack, etc., they would have to go through the argument combinations for each of these functions. If generate_pivot_args returns arguments in a totally random order, the correct argument combination is unlikely to show up early enough to ensure a practical synthesis time. The problem is exacerbated if sequences of multiple functions are required to perform the transformation, as the total number of possible argument combinations grows exponentially. To make generate_pivot_args output the correct argument combination more quickly, the API expert could replace the calls to Select(D,c,i) with a particular enumeration order through codeD. The enumeration order would be based on some additional heuristics, e.g.:

1. The values in the column from input_df that is used as arg_col end up being column names in the output_df. Therefore, the generator should look at the output’s column
names, and first try to use as `arg_col` any column from the input that shares values with the output’s column names.

2. The values in the column from `input_df` that is used as the `arg_val` argument end up in the main data of the table. Hence, the generator should look at the output’s data, and first try to use as `arg_val` any column whose values are the same as output’s data cells. However the values argument also accepts `None` as a valid argument, in which case all the remaining column values are used as the main data of the output. Therefore the generator should take this into account as well.

3. ... (more heuristics omitted)

Designing such heuristics is error-prone. They are not guaranteed to be effective, especially if the I/O example provided by the user cannot actually be solved with a single call to `pivot`. Further, it is much more tedious for the expert to write a generator that uses these heuristics than it is to write a generator that encodes the basic validity constraints, like that in Figure 8.3. This is even harder than the problem described in Section 7.1 of Chapter 7: instead of writing heuristics to generate valid inputs, these heuristics must quickly generate a program satisfying the input-output example. It is almost as if the developer of a generator for testing needs to write the heuristics which will quickly result in a bug-finding input.

Instead of requiring a human to write these heuristics, we propose to have the generator follow a smart guide. For each `Select` statement, the guide first derives from the context c a probability distribution $p$ over $D$. Then, it returns elements $d \in D$ in descending order of their probability $p(d)$. The distribution model is represented by a neural network, learned from a training set of inputs, programs, and their outputs. Over a validation set of ($input_df$, $output_df$) pairs where $output_df = pivot(input_df, **kwargs)$ for some `kwargs`, our smart backend has 99% top-1 accuracy in retrieving the correct `kwargs`.

In order to synthesize full `pandas` programs which satisfy an ($input_df$, $output_df$) example, we take a similar approach. We implement a `program candidate` generator which outputs straight-line `pandas` programs that run without error on $input_df$. This generator follows a similar smart guide as described above. This generator-based synthesis engine, AutoPandas, supports 119 `pandas` functions and can form programs with multiple function calls. Given the I/O example in Figure 8.1, AutoPandas finds the correct program:

```python
output_df = input_df.pivot(index='Date', columns='Category', values='Expense')
```

after checking only one program candidate.

In the next section, we formalize this generator-based program synthesis technique, as well as the smart guides which yield these results.

### 8.2 The AutoPandas Technique

Figure 8.4 shows the core AutoPandas technique of generator-based synthesis. The engine consists of two components — (1) a program candidate generator and (2) a checker that checks
def synthesize(input, output, max_len):
    while (True):
        candidate = generate_pandas_program(input, output, max_len)
        if candidate(input) == output:
            return candidate

Figure 8.4: Generator-Based Enumerative Synthesis Engine.

if the candidate program produces the correct output. The checker is rather straightforward
to implement: we simply execute the program and test the exact match of its output to the
target output. The bulk of the work is done by the program candidate generator.

A program candidate generator is a generator that, given an input-output example,
generates program candidates. Figure 8.5 shows an excerpt of our program candidate
generator for pandas programs. This generator produces straight-line programs, each of
which is a sequence of up to max_len pandas function calls. The program at the end of
Section 8.1 is one such candidate, consisting of a sequence of length 1.

The generator in Figure 8.5 generates candidate programs as follows. First, it picks a
sequence of functions from a list of supported functions (Lines 3-4). Then, for each function
in the sequence, the generator selects the arguments (Lines 10-32), and computes the result
by running the function with the arguments and stores it as an intermediate (e.g. Line 33).
Intermediates are the outputs produced by previous functions in the sequence. These are
essential to allow the generator to generate meaningful multi-function programs, where a
function can operate on the output of a previously applied function. Argument generation is
done on a case-by-case basis depending on the given function. For example, for the function
pivot (Lines 10-21), the generator follows the argument generation logic of Figure 8.3, applies
the function with the selected arguments to a selected input or intermediate df, and stores the
output as an intermediate. The program candidate generator can handle pandas functions
that operate on multiple dataframes, e.g. merge on Lines 23-29, by selecting each dataframe
from the set of input and intermediates (Lines 24-25).

Unlike the generators shown in the previous chapter, the generator in Figure 8.5 has
choice point operators other than Select, which simply outputs a choice from its domain D. The three additional operators we support are: (1) Subset, (2) OrderedSubset and (3)
Sequence. An informal description of their behavior is provided in Table 8.1. They can be
understood as essentially syntactic sugar around Select, e.g. Subset(D,c,i) is simply a
Select over the possible subsets of D.

More concretely, each operator Op is of the form Op(D, C, id) where D is the domain
passed to the operator; C is the context passed to the operator to control its behavior; and
id is the unique static ID of the operator. The static ID of Op simply identifies each call
to an operator uniquely based on its static program location. It is provided explicitly in
Figure 8.3 for clarity but may be inserted automatically via a static instrumentation pass of
```python
@generator
def generate_pandas_program(input, output, max_len):
    functions = [pivot, drop, merge, ...]
    function_sequence = Sequence(max_len)(functions,
                                      context=[input, output], id=1)

    intermediates = []
    for function in function_sequence:
        c = [input, *intermediates, output]
        if function == pivot:
            df = Select(input + intermediates, context=c, id=2)
            arg_col = Select(df.columns, context=[df, output], id=3)
            arg_idx = Select(df.columns - {arg_col}, context=[df, output],
                             id=4)

            if isinstance(df.index, pandas.MultiIndex) and arg_idx is None:
                arg_val = None
            else:
                arg_val = Select(df.columns - {arg_col, arg_idx},
                                context=[df, output], id=5)
            args = (df, arg_col, arg_idx, arg_val)

        elif function == merge:
            df1 = Select(input + intermediates, context=c, id=6)
            df2 = Select(input + intermediates, context=c, id=7)
            common_cols = set(df1.columns) & set(df2.columns)
            arg_on = OrderedSubset(common_cols, context=[df1, df2, output],
                                    id=8)
            args = (df1, df2, arg_on)

            # Omitted code: case for each function

        intermediates.append(function.run(*args))

    return function_sequence
```

Figure 8.5: A Simplified Program Candidate Generator for pandas Programs.
Table 8.1: List of Available Choice Operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Select(domain)</td>
<td>Returns a single item from domain</td>
</tr>
<tr>
<td>Subset(domain)</td>
<td>Returns an unordered subset, without replacement, of the items in domain</td>
</tr>
<tr>
<td>OrderedSubset(domain)</td>
<td>Returns an ordered subset, without replacement, of the items in domain</td>
</tr>
<tr>
<td>Sequence(len)(domain)</td>
<td>Returns an ordered sequence, with replacement, of the items in domain with a maximum length of len</td>
</tr>
</tbody>
</table>

the generator code. The actual choice domain of the operator, \(W(Op, \mathcal{D})\), depends on the operator, but is consistent with the description in Table 8.1.

\[
W(Op, \mathcal{D}) = \begin{cases} 
\mathcal{D} & \text{if } Op = \text{Select} \\
\text{PowerSet}(\mathcal{D}) & \text{if } Op = \text{Subset} \\
\bigcup \{\text{Perms}(x) \mid x \in \text{PowerSet}(\mathcal{D})\} & \text{if } Op = \text{OrderedSubset} \\
\{(a_1, \ldots, a_k) \mid k \leq l, a_i \in \mathcal{D}\} & \text{if } Op = \text{Sequence}(l)
\end{cases}
\]

With these concepts in mind, we can again define the notion of a generator following a guide. This time, let a choice point \(p = (Op, \mathcal{D}, \mathcal{C}, id)\) encode all the information about an operator call, and let \(P_G\) be the set of choice points for a generator \(G\), and \(C\) the set of all possible choices.

**Definition 23 (Following a Guide).** We say that a generator \(G\) follows a guide \(\gamma : P_G \rightarrow C^* \times \mathbb{N} \rightarrow C\) if: during its \(t\)th execution, given a sequence of past choices \(\sigma = c_1, c_2, \ldots, c_k\), and the current choice point \(p = (Op, \mathcal{D}, \mathcal{C}, id)\), the generator \(G\) makes the choice \(\gamma(p)(\sigma, t) \in W(Op, \mathcal{D})\).

The parameter \(\sigma\) is necessary to separate different calls to the same operator in one generator invocation, and the parameter \(t\) distinguishes different invocations of the generator. We consider three different guides in this chapter:

- **Randomized.** The simplest case is for the generator to follow a randomized guide, resulting in the production of random programs. This can be achieved by simply having the choice operators return a random element from their domains. Essentially, for the choice point \(p = (Op, \mathcal{D}, \mathcal{C}, id)\), \(\gamma(p)(\sigma, t)\) simply returns a random element of \(W(Op, \mathcal{D})\).

- **Exhaustive (Depth-First).** Another option is to have the generator follow an exhaustive guide, which systematically explores all possible combinations of choices. In this case, the guide uses the \((\sigma, t)\) arguments to \(\gamma(p)(\sigma, t)\) to ensure that the value chosen from \(W(Op, \mathcal{D})\) results in a depth-first exploration of the space of all possible programs. For example, it will force the generator in Figure 8.3 to first explore all
possible values of the Select call at Line 9 before moving on to the next possible value for the Select call at Line 5.

- **Smart.** Note that neither the randomized nor exhaustive guides utilize the context \( C \) in making choices. The significance of this is the behavior of each choice operator is independent of the \((\text{input\_df}, \text{output\_df})\) passed to the generator. This is not suitable for tasks such as the one presented in Section 8.1 where the goal is to quickly find an argument combination to the pivot function such that when it is called on \text{input\_df}, it produces the target output \text{output\_df}. In this case, we want a smart guide which biases the generator choices towards the values that have a higher probability of creating a program satisfying \((\text{input\_df}, \text{output\_df})\).

A smart guide is essentially an exhaustive depth first generator. But, it forces a smart order of enumeration dependent on the context. For each operator \( Op(D, C, id) \), it calls a function \( \text{Rank}_{(Op, id)}(D, C) \) which returns the values \( W(Op, D) \) in an optimal exploration order given the context \( C \). Note that the Rank function is sub-scripted by \((Op, id)\), implying that every operator call can have a separate ranking function.

In the generator in Figure 8.3, the context passed at every operator call is the input and output dataframe. Therefore given suitable ranking functions \( \text{Rank}_{(Select, 1)} \), \( \text{Rank}_{(Select, 2)} \) and \( \text{Rank}_{(Select, 3)} \), the generator can be biased toward producing an argument combination that, when passed to the pivot function along with the input dataframe \text{input\_df}, is likely to result in \text{output\_df}.

The full AUTO\textsc{PANDAS} technique thus consists of the enumerate-and-check loop from Figure 8.4 with the generator \text{generate\_pandas\_program} following a smart, neural-backed guide. The OOPSLA’19 paper on AUTO\textsc{PANDAS} gives an alternate formalization of these guides, and their formal semantics [38].

### 8.3 Implementation

In AUTO\textsc{PANDAS}, we use neural networks to define the Rank functions used by the smart guide to control the choices in our program candidate generator. We design a neural network model for each kind of operator (see Table 8.1). The first time an operator \( Op \) is called with a particular domain \( D \) and context \( C \), a query is constructed using \( D \) and \( C \). This query is passed to the neural network model, which returns a probability distribution over \( W(Op, D) \), the domain of choices for the operator. The Rank function then uses this distribution to reorder the elements in \( W(Op, D) \) in the decreasing order of probabilities. The smart guide uses this ranking to force the operator to return values in an order conditioned on the context. We now concretely define the query, its encoding, and the neural network architectures for each operator.
8.3.1 Query Encoding

The query $Q$ to each neural network model, regardless of the operator, is of the form $Q = (D, C)$ where $D$ and $C$ are the domain and context passed to the operator.

Encoding this query into a neural-network suitable format poses several challenges. Recall that the context and the domain passed to operators in the pandas program candidate generator (Figure 8.5) contain complex structures such as dataframes. Dataframes are 2-D structures which can contain arbitrary Python objects as primitive elements. Even just considering strings or numbers, the set of possible primitive elements is infinite. This renders all common value-to-value map-based encoding techniques popular in machine learning, such as one-hot encoding, inapplicable. At the same time, the encoding needs to retain enough information about the context to generalize to unseen queries which may occur when the synthesis engine is deployed in practice. Therefore, simply abstracting away the exact values is not viable. In summary, a suitable encoding needs to (1) abstract away only irrelevant information and (2) be suitably structured for neural processing. To this end, we designed a graph-based encoding that possesses all these desirable properties.

Graph-Based Encoding. We encode the domain $D$ and the context $C$ as a graph, consisting of nodes, edges between pairs of nodes, and labels on nodes and edges. The overall rationale is that it is not the concrete values, but rather the relationships amongst values, that really encode the transformation at hand. That is, relationship edges should be sufficient for a neural network to learn from. For example, the essence of transformation represented by Figure 8.1 is that the values of the column ‘Category’ now become the columns of the pivoted dataframe, with the ‘Date’ column as an index, and the ‘Expense’ as values. The concrete names are immaterial.

Recall that the domain and context are essentially collections of elements. Therefore, we first describe how to encode each such element $e$ individually as a graph $G_e$. Later we describe the procedure to combine these graphs into a single graph $G_Q$ representing the graph-encoding of the full query $Q$. Figure 8.6 shows the graph-encoding of the query generated as a result of the Select call at Line 4 in Figure 8.3 and will be used as a running example.

Encoding Primitives. If the element $e$ is a primitive value (strings, integers, float, lambda, NaN etc.), its graph encoding $G_e$ contains a single node representing $e$. This node is assigned a label based on the data-type of the element as well as the source of the element. The source of an element indicates whether it is part of the domain, or of one of the input-outputs in the I/O example, or of one of the intermediates, or none of these.

Encoding DataFrames. If the element $e$ is a dataframe, each cell element in the dataframe is encoded as a node in the graph $G_e$. The label of the node includes the type of the element (string, number, float, lambda, NaN, etc.). The label also includes the source of the dataframe, i.e. whether the dataframe is part of the domain, input, output, intermediate, or none of these.
these. We also add nodes to $G_e$ that represent the schema of the dataframe, by creating a node for each row index and column name of the dataframe. Finally, we add a *representor* node to $G_e$ that represents the whole of the dataframe. The label of this node contains the type “dataframe” as well as the source of the parent dataframe. Note that this additional representor node is not created when encoding primitive elements. The node representing the primitive element itself acts as its representor node.

The graph encoding of a dataframe also contains three kinds of edges to retain the structure of the dataframe. The first kind is adjacency edges. These are added between each pair of cell nodes, column name nodes or row index nodes that are adjacent to each other in the dataframe. We only add adjacency edges in the four cardinal directions. The second kind is indexing edges, which are added between each column name node (respectively, row index node) and all the cell nodes that belong to that column (respectively, row). Finally, the third kind of edge is a representation edge, between the representor node to all the other nodes corresponding to the contents of the dataframe.

**Encoding the Query $Q$.** Finally, to encode $Q = (\mathcal{D}, \mathcal{C})$, we construct $G_e$ for each element in $\mathcal{D}$ and $\mathcal{C}$ as described above, and create a graph $G$ containing these $G_e$s as sub-graphs. Additionally, to capture relationships amongst these elements, we add a fourth kind of edge—*equality* edges between nodes originating in different $G_e$s such that the elements they represent are equal. Formally, we add an equality edge between nodes $n_1$ and $n_2$ if $n_1 \in G_{e_i} \land n_2 \in G_{e_j} \land i \neq j \land V(n_1) = V(n_2)$ where $V$ is a function that given $n$, retrieves the value encoded as $n$. For representor nodes, $V$ returns the whole element it represents. For example, for a dataframe, $V$ would return the dataframe itself for the representor node.

Equality edges are key to capturing relationships between the inputs and the output in the I/O example, as well as the domain $\mathcal{D}$ and the I/O example. The neural network then learns to extract these relationships and uses them to infer the required *Rank* probability distribution over $W(Op, \mathcal{D})$.

### 8.3.2 Operator-Specific Graph Neural Network Models

Given the graph-based encoding $G_Q$ of a query $Q$, we feed it to a graph neural network model. Each operator has a different model. These models are based on the gated graph neural network, introduced by Li et al.\[118\]. We base our model on the implementation by Microsoft\[132, 27\]. We first describe the common component of all the neural network models. Then, we provide an individual description for the neural network model corresponding to each operator listed in Table 8.1.

The input to all our network models is a undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{X})$. $\mathcal{V}$ and $\mathcal{X}$ characterize the nodes, where $\mathcal{V}$ is the set of nodes and $\mathcal{X}$ is the embedding $\mathcal{X} : \mathcal{V} \rightarrow \mathbb{R}^D$. Effectively, $\mathcal{X}$ maps each node to a one-hot encoding of its label of size $D$, where $D$ is a hyper-parameter. $\mathcal{E}$ contains the edges, where each edge $e \in \mathcal{E}$ is a 3-tuple $(v_s, v_t, t_e)$. 


The source and target nodes are $v_s$ and $v_t$, respectively. The type $t_e$ of the edge is one of $\Gamma_e \equiv \{\text{adjacency, indexing, representor, equality}\}$ and is also one-hot encoded.

Each node $v$ is assigned a state vector $h_v \in \mathbb{R}^D$. We initialize the vector to the node embedding $h_v^{(0)} = \mathcal{X}(v)$. The network then propagates information via $r$ rounds of message passing. During round $k$ ($0 \leq k < r$), messages are sent across edges. In particular, for each edge $(v_s, v_t, t_e)$, $v_s$ sends the message $m_{v_s \rightarrow v_t} = f_k(h_v^{(k)}, t_e)$ to $v_t$. Our $f_k : \mathbb{R}^D + |\Gamma_e| \rightarrow \mathbb{R}^D$ is a single linear layer. These are parameterized by a weight matrix and a bias vector, which are learnable parameters. Each node $v$ aggregates its incoming messages into $m_v = g(\{m_{v_s \rightarrow v} \mid (v_s, v, t_e) \in \mathcal{E}\})$ using the aggregator $g$. In our case, we take $g$ to be the element-wise mean of the incoming messages. The new node state vector $h_v^{(k+1)}$ for the next round is then computed as $h_v^{(k+1)} = \text{GRU}(m_v, h_v^{(k)})$ where GRU is the gated recurrent unit [57] with start state as $h_v^{(k)}$ and input $m_v$. We use $r = 3$ rounds of message passing, as we noticed experimentally that further increasing the number of message passing rounds did not increase validation accuracy.

After message passing is completed, we are left with updated state vectors $h_v^{(r)}$ for each node $v$. Now depending on the operator, these node vectors are further processed in different
ways as described below to obtain the corresponding probability distributions over space of values defined by the operator \( W(Op, D) \). A graphical visualization is provided in Figure 8.7.

**Select**: We perform element-wise sum-pooling of the node state vectors \( h^{(r)}_v \) into a graph state vector \( h_G \). We now concatenate \( h_G \) with the node state vectors \( h^{(r)}_{d_i} \) of the representor nodes \( d_i \) for each element in the domain \( D \) in the query \( Q \), to obtain vectors \( h_i = h_G \circ h^{(r)}_{d_i} \). We pass the \( h_i \)'s through a multi-layer perceptron with one hidden layer and a one-dimensional output layer, and apply softmax over the output values for all the elements to produce a probability distribution.
distribution over the domain elements \((p_1, \cdots, p_n)\). For inference, this distribution is returned as the result, while during training we compute cross-entropy loss w.r.t this distribution and the correct distribution where \(p_i = 1\) for the correct choice \(i\) and \(\forall j \neq i, p_j = 0\). Figure 8.7a shows an illustration of the model.

**Subset**: As in **Select**, we perform element-wise sum-pooling of the node state vectors and concatenate it with the state vectors of representor nodes to obtain the vectors \(h_i = h_G \circ h^{(r)}_d\) for each element in the domain. However, we now pass the \(h_i\)'s though a multi-layer perceptron with one hidden layer and apply softmax activation on the output layer to obtain a distribution \((p_{ik}, p_{ek})\) over two label classes “include” and “exclude” for each of the domain element \(d_k\) individually. Recall that the space of possible outputs for the **Subset** operator is the power-set of the domain \(D\). The probability of these labels corresponds to the probability with which an element is included and excluded from the output set respectively. To compute the probability distribution, the probability of each possible output set is computed as simply the product of the “include” probabilities for the elements included in the set and the “exclude” probabilities for the elements excluded from the set. Again, this distribution is returned as the result during inference, while during training, loss is computed w.r.t this distribution and the correct individual distribution of the elements where \(p_{ik} = 1 \land p_{ek} = 0\) if element \(d_k\) is present in the correct output, else \(p_{ik} = 0 \land p_{ek} = 1\). Figure 8.7b illustrates the model.

**OrderedSubset and Sequence**: We perform element-wise sum-pooling of the node state vectors \(h^{(r)}_v\) into a graph state vector \(h_G\). We then pass \(h_G\) to an LSTM that is unrolled for \(T + 1\) time-steps, where \(T = |D|\) for **OrderedSubset** and \(T = l\) for **Sequence** where \(l\) the max-length parameter passed to **Sequence**. The extra time-step is to accommodate a terminal token which we describe later. For each time-step \(t\), the output \(o_t\) is concatenated with the node state vectors \(h^{(r)}_{d_i}\) of the representor nodes \(d_i\)s for each element in the domain passed to the operator to obtain vectors \(h_i^t = o_t \circ h^{(r)}_{d_i}\). At time-step \(t\), in a similar fashion as **Select**, a probability distribution is then computed over the domain elements plus an arbitrary terminal token **term**. The terminal token is used to indicate the end of a sequence/set. Now, to compute the probability distribution, the probability of each set or sequence \((a_0, \cdots, a_k)\) where \((k \leq T)\) is simply the product of probabilities of \(a_i\) at time-step \(i\) and the probability of the terminal token **term** at time-step \(k + 1\). As before, this distribution is directly returned during inference, while during training, loss is aggregated over individual time-steps; the loss for a time-step is computed as described in **Select**. Figure 8.7c illustrates the model.

All the network models are trained with the ADAM optimizer [105] using cross-entropy loss.

### 8.3.3 Training Neural-Backed Generators for Pandas

A Neural-Backed Generator consists of operators backed by **Rank** functions that are used by the smart guide to direct the order of exploration. We implement these **Rank** functions...
using neural networks, as described in Section 8.3.2. Training each of these networks for each call to an operator with static ID \(id\) requires training data consisting of tuples of the form \(T_{id} = (C, D, c)\) where \(c\) is the correct choice to be made by the operator call with static ID \(id\). Put another way, the neural network behind the operator call at location \(id\) is trained to predict the choice \(c\) with the highest probability given the context \(C\) and domain \(D\).

Unfortunately, such training data is not available externally as it is highly specific to our generators. Accordingly, we synthesize our training data automatically, i.e., synthesize a random tuple containing a context \(C\), domain \(D\), and the target choice \(c\). This is a highly non-trivial problem, as there are two strong constraints that need to be imposed on \(C\), \(D\), and \(c\) for this tuple to be a useful training data-point. First, the random context, domain, and choice should be valid. That is, there should exist an execution of the generator for some input such that the operator call in question receives the random context and domain as arguments, and makes the same choice. Second, this tuple of context, domain, and choice should be meaningful, i.e., the choice should lead to progress on the task contained in the context. In our synthesis setting, this translates to the property that the generator makes a step towards producing a program that actually produces the output from the input as passed in the context. We rely on two key insights to solve these problems for our pandas program candidate generator.

Suppose we have tuples of the form \((I, O, P, K)\) where \(P\) is a pandas program such that \(P(I) = O\) i.e. it produces \(O\) when executed on inputs \(I\). Also, \(K\) is the sequence of choices made by the operators in the generator such that the generator produces the program \(P\) when it is fed \(I\) and \(O\) as inputs. Then, it is straightforward to extract training data tuples \((C, D, c)\) for each operator call by simply running the generator on \(I\) and \(O\) and recording the concrete context \(C\) and domain \(D\) passed to the operator, and forcing the operator to make the choice \(c\). These tuples are meaningful by construction, as the operators make choices that lead to the generation of the program \(P\) which turns \(I\) into \(O\).

The second insight is that we can obtain these \((I, O, P, K)\) tuples by using the generator itself. We generate random inputs \(I\) (DataFrames), and then run the generator on \(I\) using the randomized guide while recording the choices made as \(K\). The program \(P\) returned by the generator is then run on \(I\) to yield \(O\).

The sheer size of APIs such as pandas presents another problem in this data generation process. The large number of functions yields a huge number of possible sequences of these functions (Lines 3-4 in Figure 8.5). Even when considering sequences of length \(\leq 3\), the total number of sequences possible from the 119 pandas functions we support is around 500,000. Generating enough examples for all function sequences to cover a satisfactory portion of all the possible argument combinations is prohibitively expensive and would result in a dataset of enormous size that cannot be processed and learned from in reasonable time.

However, not all sequences actually occur in practice. Users of the API come up with sequences that are useful in solving real-world examples. So, we mine GitHub and StackOverflow to collect the function sequences used in the real-world. We were able to extract around 4,300 sequences from both these sources. Then, while generating the tuples \((I, O, P, K)\) using randomized semantics, we tweak the semantics of the call to **Sequence** at Line 4 in
Figure 8.5 to randomly return sequences from only this mined set of sequences.

We implement this overall technique in a tool called AutoPandas. AutoPandas consists of 25k lines of Python code, and uses TensorFlow [25] to implement the neural network models. The code is available at https://github.com/rbavishi/autopandas.

8.4 Evaluation

We first evaluate the feasibility and effectiveness of our technique by evaluating the end-to-end ability of AutoPandas to synthesize solutions for real-world benchmarks. We then provide deeper insights into the performance of our neural network models and compare it with two baselines to demonstrate the usefulness of the models.

8.4.1 Training and Setup

We generated 6 million (input, output, program, generator choices) training tuples (as described in Section 8.3.3) containing 2 million tuples each for programs consisting of one, two, and three function calls. Similarly, we generate 300K validation tuples with 100K tuples each for the three function sequence lengths. From these tuples we extract training and validation data for the 320 operator calls in our program candidate generator for pandas, and train their respective models for 10 epochs on four NVIDIA Titan V GPUs. We finished training all the models in 48 hours. All our synthesis experiments are run on a single 8-core machine containing Intel i7-7700K 4.20GHz CPUs running Ubuntu 16.04.

8.4.2 Performance on Real-World Benchmarks

We evaluated AutoPandas on 26 benchmarks taken from StackOverflow questions containing the dataframe tag. We ran AutoPandas with a time-out of 20 minutes. For comparison, we also implement a baseline version of AutoPandas called Baseline that follows the exhaustive depth-first guide for all operator calls except the sequence invocation. The rationale is that given the size of the search space, it is more meaningful to compare the performance of the models backing the exploration of function arguments given the same function sequences.

Table 8.2 shows the results. The column Depth contains the length of the function sequence used in the official solution for the benchmark. Cand. Explored denotes the number of candidates both approaches had to check for correctness before arriving at one which produces the target output. Seq. Explored contains the number of function sequences explored (by the Sequence call at Line 4 in Figure 8.5), while the Time column contains the time taken (in seconds) to produce a solution if any.

AutoPandas can solve 17 out of the 26 benchmarks. The Baseline approach solves only 14. Both approaches tend to miss the 20 minute mark more often on benchmarks with higher depths, which is expected as the space of possible programs grows exponentially with
Table 8.2: Performance on Real-World Benchmarks between AutoPandas (AP) and our baseline (BL). Dashes (-) indicate timeouts by the technique.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Depth</th>
<th>Candidates Explored</th>
<th>Sequences Explored</th>
<th>Solved</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO_11881165</td>
<td>1</td>
<td>15</td>
<td>64</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_11941492</td>
<td>1</td>
<td>783</td>
<td>441</td>
<td>8</td>
<td>Y</td>
</tr>
<tr>
<td>SO_13647222</td>
<td>1</td>
<td>5</td>
<td>15,696</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_18172851</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_49583055</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_49592930</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_49572546</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_13261175</td>
<td>1</td>
<td>39,537</td>
<td>-</td>
<td>18</td>
<td>Y</td>
</tr>
<tr>
<td>SO_13793321</td>
<td>1</td>
<td>92</td>
<td>1456</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_14085517</td>
<td>1</td>
<td>10</td>
<td>208</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_11418192</td>
<td>2</td>
<td>158</td>
<td>80</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_49567723</td>
<td>2</td>
<td>1,684,022</td>
<td>-</td>
<td>2</td>
<td>Y</td>
</tr>
<tr>
<td>SO_13261691</td>
<td>2</td>
<td>65</td>
<td>612</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_13659881</td>
<td>2</td>
<td>2</td>
<td>15</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_13807758</td>
<td>2</td>
<td>711</td>
<td>263</td>
<td>2</td>
<td>Y</td>
</tr>
<tr>
<td>SO_34365578</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_10982266</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_11811392</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_49581206</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_12065885</td>
<td>3</td>
<td>924</td>
<td>2072</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_13576164</td>
<td>3</td>
<td>22,966</td>
<td>-</td>
<td>5</td>
<td>Y</td>
</tr>
<tr>
<td>SO_14023037</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_53762029</td>
<td>3</td>
<td>27</td>
<td>115</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>SO_21982987</td>
<td>3</td>
<td>8385</td>
<td>8278</td>
<td>10</td>
<td>Y</td>
</tr>
<tr>
<td>SO_39656670</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>SO_23321300</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the length of the function sequence being explored. The guided execution of the program candidate generator enabled by neural networks allows AUTOPANDAS to search this enormous space in reasonable time.

Even on the benchmarks that are solved by both approaches, the lower numbers in the Candidates Explored column indicate that our neural-backed program candidate generator indeed learns to adapt to the synthesis task at hand, generating the solution faster than the baseline. Finally the number of sequences explored in both approaches is always at most 10, and often 1, suggesting that the sequence prediction component is quite effective.

The difference in time between the two approaches is relatively smaller than in candidate numbers, because AUTOPANDAS includes the time taken to query the neural network models and interpret its results. However we believe this is fundamentally an engineering issue. Performance could easily be improved by batching queries, parallelizing exploration and speculative execution of the generator while waiting for results from the models.

Most of the benchmarks on which AUTOPANDAS fails to find a solution involve arithmetic functions. AUTOPANDAS’s encoding does not capture arithmetic relationships readily, so its function sequence prediction is not as accurate for these sequences.

8.4.3 Analysis of Neural Network Models

Now we analyze whether the Rank function underlying the smart guides actually ranks choices in a useful order for synthesis.

8.4.3.1 Function Sequence Prediction Performance

We single out the call to Sequence in our program candidate generator (Line 4 of Figure 8.5) as it is the component most critical to the performance of the generator, and dissect the performance of the neural network model backing it; on our synthetic validation dataset in Figure 8.8. In particular, we measure top-1 to top-10 accuracies on a per-sequence basis. Recall that these are the sequences mined from GitHub and StackOverflow. Figures 8.8a-8.8c show the performance of the model when predicting sequences of lengths 1, 2 and 3 respectively. As expected, the performance for shorter sequences is better as the logical distance between the input and output is lower, and therefore the encoding can capture sufficient information. Another reason for poorer accuracies at higher lengths is the fact that for large APIs like pandas functions often have overlapping semantics. Therefore multiple sequences may produce viable solutions for a given output example. This is reinforced by the results on real-world benchmarks in Table 8.2. In particular, the numbers in the “Sequences Explored” column for AUTOPANDAS suggest that the model indeed predicts useful sequences, even if they don’t match the ground-truth sequence.

Figures 8.8d-8.8f present the expected accuracies of a purely random model on the same dataset. As expected, the accuracies are almost zero (there is a slight gradient in Figure 8.8d). The sheer number of possible sequences makes it improbable for a random model to succeed on this task; even our baseline benefited from the neural model’s predictions.
on top-1 accuracy of the smart model. Operator IDs are sorted based on top-1 accuracy for operator with ID \( y \). Operator IDs are sorted based on top-1 accuracy for sequence with ID \( y \). Sequence IDs are sorted based on top-1 accuracy of the smart model.

Figure 8.9: Per-operator Top-k accuracies. Color gives accuracy; darker is better. The color point \((x, y)\) gives the top-x accuracy for operator with ID \( y \). Operator IDs are sorted based on top-1 accuracy for operator with ID \( y \). Operator IDs are sorted based on top-1 accuracy for sequence with ID \( y \). Sequence IDs are sorted based on top-1 accuracy of the smart model.

Figure 8.8: Per-sequence Top-k accuracies provided. Color gives accuracy; darker is better. The color point \((x, y)\) gives the top-x accuracy for sequence with ID \( y \). Sequence IDs are sorted based on top-1 accuracy of the smart model.
8.4.3.2 Comparison with Deterministic and Randomized Semantics

We demonstrate the efficacy of the smart guide by comparing the neural network models with deterministic and randomized baselines. In the deterministic baseline, the guide forces a certain fixed order of argument exploration (i.e. the exhaustive depth-first guide discussed in Section 8.2). In the randomized baseline, the guide returns values in a random order. We expect the smart neural-network-based guide to perform better than both these baselines as it is utilizing the context to influence its choices. Figure 8.9 shows the results.

We see that while a randomized approach smoothens results compared to the deterministic approach (ref. Figure 8.9c vs. Figure 8.9b), both still have significant difficulty on certain operator calls (top-left corners of all graphs). The neural network model performs quite well in comparison. There are operator calls where all the three approaches perform poorly or all perform well. The former can be attributed to insufficient information in the context. For example, if a pandas function supports two modes of operation which can both lead to a solution, the model may be penalized in terms of argument prediction accuracy, but may not affect its performance in the actual task. The latter case, where all approaches perform well, can be mostly attributed to small domains. For example, many pandas functions take an axis argument that can only take the value 0 or 1, which can be modeled as $\text{Select}([0,1])$ in the generator. Hence the top-2 accuracy of all the approaches will be 100%.

Overall, we see that the neural-backed operators arrive at the correct choice much more quickly than their randomized or deterministic counter-parts, helping the generator as a whole to arrive at the solution more efficiently. In fact, the accuracies in Figure 8.9 are quite high for the neural-backed operators overall. We think this is a very encouraging result, as the networks are able to learn useful operator-level heuristics from the graph encodings of domain and context.

The contrast between the overall high accuracies in Figure 8.9 and the accuracies in Figure 8.8 suggests that the biggest bottleneck is predicting the correct function sequence. This and the previous observation are reinforced by the columns containing the number of candidates and function sequences explored in Table 8.2.

8.5 Discussion

Although the results suggest that the AUTO-PANDAS system as described works fairly well, the neural-backed program candidate generator we use is only one of the many possible generators in a large design space. At a high-level, our generator works by first predicting an entire sequence of functions, and then exploring the resulting space of argument combinations. However, predicting entire sequences is prone to error, especially at higher lengths, since the logical distance between the input and the target output may not allow our graph-based encoding to capture complete information about the transformation. Another possible approach is to predict only one function (along with its arguments) at a time, and make the next decision based on the output of running this function.
One of the key elements which allows neural-network backed execution of generators is our graph-based encoding of the domain and context, where relationships between elements are captured using edges. These edges can be thought of as dependency relationships. When considering dataframes as in our case, these edges (especially equality edges) capture the elements of the output that are dependent on certain elements of the input. This presents an opportunity for additional user interaction—the user, along with the input-output example, can provide additional help by pointing out the relationships between the cells of the input and output dataframe, which can be directly captured as edges in our encoding. This may give better results in cases where equality edges alone cannot distinguish the operation being performed (e.g., in distinguishing between arithmetic operations).

Overall, in this chapter, we saw that the notion of guided generator-based search has applications beyond fuzz testing. Much as in the prior chapter, the core of the AutoPandas technique is to cleanly separate the specification of the search space (the program candidate generator) from the technique used to sample inputs (the smart, neural network backed guide). As was shown in Section 8.4.3, the smart guide is very effective at pruning the space of programs for synthesis. But the results on real-world examples demonstrate there is room for growth. The key takeaway from Part III is that by separating the generator from its distribution, we can more efficiently solve search problems like blackbox validity fuzzing and program synthesis. Chapter 7 and this one open doors to further innovation in the efficient, automatic, distribution tuning of generators in order to tackle currently difficult search problems.
Chapter 9

Conclusion

This dissertation presented several fuzz testing methodologies, each of which had a particular goal in the scope of improvements to test-input generation and software quality more broadly.

In Part I we saw first how a modification of the coverage-guided fuzzing algorithm—the multi-objective maximization search algorithm performed by PerfFuzz—enabled the creation of performance regression test suites, and the discovery of algorithmic complexity bugs. We saw an increased ability to discover known worst-case inputs compared to prior work, a fuzzing algorithm which used single-objective feedback and tried to bias mutations towards increasing the objective. But while Chapter 3 presented the PerfFuzz algorithm in reasonable generality, it only evaluated the algorithm for one performance objective: maximizing control-flow-graph-edge hit counts.

In Chapter 4, we introduced a reframing of this multi-objective maximization algorithm, pointing out the key notion of waypoint inputs to guide the fuzzer. This allowed us to generalize beyond the PerfFuzz algorithm for performance fuzzing to a general algorithm for feedback-directed—rather than simply coverage-guided—fuzzing. This chapter gave a better taste of the potential of feedback-directed fuzzing. First, with another performance fuzzing goal: showing how it could be used to find inputs that use unreasonable amounts of memory. Second, we saw how it could be used to target fuzzing to particular program components, e.g. hard comparisons in the code. Third, we saw the algorithm could also be used to target inputs towards newly-modified code. The FuzzFactory framework also neatly enabled us to combine these multiple objectives, in order to create truly generalized feedback-directed fuzzers.

In Part II we shifted away from the feedback component of coverage-guided fuzzing to examine the impact of mutations on the performance of fuzz testing. In Chapter 5 we presented a method to automatically identify branches guarding potentially under-explored regions of code, and target mutations towards these branches. FairFuzz’s mutation targeting methodology—the mutation mask and its computation—could in fact be used to target objectives other than hitting a particular branch. We saw that this method was effective in increasing the coverage achieved by fuzz testing, especially on programs with highly nested structure. This highlighted the importance of structure-aware mutations in enabling
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deeper program exploration, but did not completely solve the problem of how to derive structure-aware mutations.

In Chapter 6, we explored the full potential of structure-aware mutations. Instead of simply filtering out mutations at the byte-level, as in FAIRFuzz, we leveraged user knowledge in the form of random-input generators to obtain structure-aware mutations. These random-input generators can be viewed as a mapping from an infinite sequence of bytes—created by a pseudo-random source—to a structured input. This view enables us to use byte-level mutations on the infinite byte sequence in order to obtain mutations that only step through the space of well-structured inputs. This, along with additional feedback on semantic validity, enabled the discovery of bugs deep in the semantic processing stages of programs.

In Part III, we took a deeper look at the potential behind random-input generators. Chapter 7 focused on a very similar problem to that addressed in Chapter 6: the increased generation of valid inputs from an over-approximate generator. However, Chapter 7 looked at controlling the behavior of the generator at a different level: instead of modifying an uninterpretable byte-level parameter sequence, RLCheck sought to create a guide which tuned the distribution of choices in the generator. We found that an adaptive guide backed by a reinforcement learning approach (Monte Carlo Control) could effectively narrow the generation of inputs to the space of valid inputs.

Finally, in Chapter 8, we saw an application domain of these search algorithms beyond automated test-input generation. Again, we leveraged the framework introduced in Chapter 7: guiding a generator at the level of “random” choices. We noticed that we could conduct program synthesis—find programs satisfying a user-provided input-output example—via essentially generator-based fuzzing, with a modified bug oracle. Instead of the generator generating program inputs, it generates programs which can be run on the user-provided input. Instead of tuning the distribution of the generator to a space of valid inputs, we used graph neural networks to bias it to producing programs satisfying the user specification early in the generation process.

The key achievement of this dissertation is revealed when taking a step back and looking at these works as a whole:

Three key components of modern fuzzing algorithms must be extended in order to use these algorithms to broadly improve software quality. A generalized notion of feedback enables coverage-guided fuzzers to find new types of bugs; well-structured mutations enable mutational fuzzers to explore deeper program states; and distribution learning methods enable the use of generator-based search for validity fuzzing and program synthesis.

This insight enables us to more rapidly adapt fuzzers and fuzz-testing-like search algorithms to different software quality problems. One direction going forward is to continue looking for software quality issues that could be solved with these strong search problems. However, there also remains much work to do around even well-known fuzzing algorithms.
While these fuzzing algorithms are very effective at finding bugs in programs on which they can be run, they cannot currently be run on all programs. Typically they assume the program under test is either a command-line tool taking in a file as input, or require a specialized side-effect-free test driver to be written. Writing these test drivers is not an easy task, and may discourage developers from using fuzz testing. Automating the creation of such drivers is key to bringing fuzz testing into the everyday developer’s toolbox, and preliminary work shows great potential for impact in this direction [33, 102].

Further, as we saw in Chapters 6 and 7, when input structure information can be obtained, the efficiency of the fuzzer in exploring program states beyond the parser increases greatly. However, writing down these specifications of input structure can be another barrier to the usage of these more effective fuzz testers. Pairing fuzz testing with input structure inference—and developing input structure inference techniques that scale to real-world scenarios—may be the next great innovation in fuzz testing.

Finally, this dissertation did not explore what exactly developers should do with all the bugs with which they are presented. It is possible that some of the bugs fuzz testers find automatically do not fit the user’s threshold of importance. Exploring of specifications of bug relevance that can be both understood by human developers and can effectively restrict the fuzz tester’s search would help us reduce these false positives.

Solving all of these problems is highly non-trivial. However, first steps in these directions have shown that good solutions to these problems can have even broader impacts on the amelioration of software quality than the improvement of fuzz testing algorithms alone.
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