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Abstract

Gemmini is an open-source generator for systolic-
array architectures, allowing for systematic explo-
rations of the accelerator design space. However,
the lack of existing software support for Gemmini in
machine-learning frameworks (e.g. PyTorch or Ten-
sorflow) poses a significant bottleneck to neural net-
work model evaluation and serving.

To address these limitations we present the de-
sign and implementation of a Gemmini backend for
Microsoft’s ONNX Runtime engine. By extending
ONNX Runtime’s support for heterogeneous archi-
tectures and model graph transformations, the Gem-
mini backend accelerates the primary computational
kernels – matrix multiplications, convolutions, and
pooling – while ensuring interoperability between the
channel-layouts expected by Gemmini and the rest of
ONNX Runtime. We then proceed to benchmark our
implementation on a broad-set of networks including
ResNet, BERT, and Mask-RCNN – our results show
that the Gemmini backend is a performant drop-in re-
placement for accelerating real-world workloads.

1. Introduction

The surging interest in deep neural networks over
the past decade has accordingly led to increased re-
search [25, 43] in the space of hardware accelera-
tors designed to address the computation-heavy work-
loads that densely connected layers and convolutions
pose. Differing use-cases and design constraints –
such as training on servers or performing inference at
the edge – further increase the diversity of this hard-
ware ecosystem.

Gemmini [15] is an open-source hardware genera-
tor explicitly designed with parameterization in mind,

to allow for the construction of families of accelera-
tors which can target different workloads but nonethe-
less share the same instruction set. Coupled with the
rest of the Rocket-chip generator ecosystem [2], this
allows for rapid exploration of the accelerator design
space when trading off power consumption, efficiency,
and precision.

However, the benefits of such flexibility in hard-
ware exploration are limited without a means to read-
ily evaluate the performance of the desired workloads
(deep neural networks in the most common case).
While there exist a variety of training (e.g. PyTorch,
Caffe2, TensorFlow) and inference (e.g. TFLite,
TVM, Glow) [42, 51, 33] frameworks, the majority
support only CPUs and GPUs as first-class citizens
– often making use of optimized libraries such as
cuDNN or MKL-DNN that corresponding hardware
vendors have released. Support for custom, third-party
accelerators is less standardized, and can result in var-
ious impedance mismatches (in operator granularity)
or idiosyncrasies (differing memory layouts) that must
be worked around [34].

Thus, one of the significant bottlenecks when work-
ing with accelerators without widespread framework
support is the need to manually “lower” networks from
their graph representation down to the underlying ker-
nels executable by the accelerator – a process that
can involve rewriting code, manually performing op-
timizations, or marshalling data into the correct for-
mat. This tedious process not only limits the speed
with which hardware designs can be iterated on, but
can also hinder the process of hardware-software co-
design [29].

In order to embrace the flexibility in hardware di-
versity made possible by parameterization, it is thus
important that there exist a means of easily schedul-
ing such workloads onto the underlying accelerator. In



this paper, we present a Gemmini backend for ONNX
Runtime [35] designed to seamlessly allow Gemmini-
accelerated inference of any off-the-shelf ONNX net-
work. We evaluate its performance on a wide variety
of architectures – such as image recognition, image
segmentation, and language models – and demonstrate
that its performance is comparable to that of networks
implemented by hand. Finally, we show how this work
can be extended to allow accelerating neural network
training.

2. Background

In this section we first enumerate the features of
Gemmini relevant when building out a software stack
for inference and training. We then provide some
background on the ONNX model format and its sur-
rounding ecosystem – including the ONNX Runtime
library on which this project builds.

2.1. Gemmini

Gemmini [15] is a parameterizable generator for
hardware accelerators based on a systolic-array archi-
tecture. By virtue of its parameterizability, Gemmini
supports a diverse set of data types and bit widths – in-
cluding but not limited to int8, int32, float32, and
bfloat16; it is accordingly a design goal that the soft-
ware stack be flexible enough to support all of these as
well. While the accelerator can be programmed at a
low-level by directly issuing instructions according to
Gemmini’s ISA, Gemmini also generates a header file
that provides implementations of DNN-related kernels
tuned for a given hardware instance. This header ef-
fectively exposes a C API that abstracts away the pa-
rameters and configuration of a generated instance, al-
lowing programs to transparently execute on different
instances by simply re-linking against the Gemmini-
generated library.

In addition to the core primitives of matrix-matrix
multiplication and convolution enabled by the spa-
tial array, Gemmini can also support a set of periph-
eral “compute blocks” to better handle common DNN
workloads. These include activation functions such as
ReLU, pooling operations such as MaxPool or Aver-
agePool, and transpositions. These peripheral com-
pute units operate on either the input or outputs of
the core matrix operations; for instance, a common se-
quence found in convolution neural networks is “Conv

- Pool - Relu” which Gemmini can handle directly on
the accelerator without need to shuffle memory be-
tween the host CPU and the accelerator’s local scratch-
pad. This ability to handle fused sets of operation
on the accelerator boosts performance while reduc-
ing power consumption, and is thus crucial to support
when designing an inference backend that makes full-
use of Gemmini.

2.2. ONNX

ONNX [3] is an open model-interchange format
that has gained widespread adoption in the machine
learning community as a means of alleviating the in-
teroperability issues that can arise from the multitude
of frameworks [42]. The ONNX specification is com-
posed of two parts: a file format encoding the graph
of the computation dataflow and an associated set of
standardized operators.

The ONNX model format encodes a network in
terms of its representation as a directed acyclic graph
of operations on tensors – with each high-level opera-
tion such as “convolution” or “gemm” conventionally
corresponding to a layer in the network. Each opera-
tor is recorded as a “node” that includes the operator
type, the set of input and output edges, and any addi-
tional “attributes” that may be needed to fully specify
the behavior of the operator. For instance, a convo-
lution operator might include attributes specifying the
stride lengths on each of the image dimensions. While
most node inputs can be computed only at run-time
– often depending on the output of a previous node
which is ultimately derived from user input – others
such as the weights of a convolution are fixed during
training and must be included in the graph encoding.
Such node inputs with fixed tensor values can be speci-
fied as “initializers” of the graph, whose values will be
directly encoded into the final model file. This infor-
mation (along with optional metadata such as human-
readable documentation strings or type/shape informa-
tion for non-terminal nodes) is serialized as a protocol
buffer (protobuf) [16], with schema provided by the
corresponding [13] proto definition files. The resulting
.onnx file can be imported into nearly all of the previ-
ously mentioned inference engines [12, 11] and such
files can be natively exported by training frameworks
such as PyTorch [40].

Operator types are represented as strings and hence
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unconstrained by the protobuf schema; however,
to provide a degree of standardization, the ONNX
specification additionally consists of a standardized
set of operators [14] that are expected to be well-
supported by inference engines consuming ONNX
models. “Custom” operators not part of this set may
be used at the risk of losing interoperability – for
instance, ONNX Runtime defines and implements a
number of experimental operators such as Gelu. (As
models containing this operator are not generated or
recognized by other tools in the ONNX ecosystem,
ONNX Runtime thus also provides a set of scripts to
rewrite “standard” ONNX networks into ones contain-
ing Gelu nodes.)

ONNX groups operators into versioned operator
sets (opsets) distinguished by domains that correspond
to different vendors; standardized operators fall under
the ai.onnx domain, and Microsoft’s custom exten-
sions fall under the com.microsoft domain.

2.3. ONNX Runtime

ONNX Runtime is an inference engine developed
by Microsoft with support for ONNX models as a first-
class citizen. Namely, its internal graph representation
matches the ONNX graph model closely, allowing for
serialization of a post-transformation graph back into
an ONNX model. Moreover, with an explicit goal of
supporting inference on heterogeneous architectures,
its codebase is divided into loosely coupled “provider-
dependent” and “provider-independent” modules to
provide flexibility and extensibility.

ONNX Runtime uses the notion of an execution
provider to abstract the notion of the hardware on
which a given ONNX node will be run. Each execution
provider can register implementations – termed “ker-
nels” – for operators that it supports. The interface be-
tween ONNX Runtime and a given execution provider
is standardized: each execution provider implements
a method GetCapability() that accepts a view into
a graph of nodes and returns a list of sub-graphs that
can be handled. These sub-graphs are then internally
assigned to the execution provider that claimed them
in a process known as partitioning. In most cases,
each sub-graph consists of only a single node, and so
the nodes of a graph will be divided according to the
execution providers that can handle them. Currently,
this assignment is done in a greedy manner: search-

ing through execution providers in the order that they
were registered, and assigning each node to the first
execution provider that can handle it. By convention,
the default CPU-based execution provider has lowest
priority and is the fallback for any node that has not
been claimed by another provider.

Execution providers must separately register a
mapping from operator types to kernel implementa-
tions. These implementations can be wholly provider-
dependent, but they must make use of the pre-defined
Tensor and Node APIs for reading/writing node input-
s/outputs as well as accessing associated attributes.

ONNX Runtime additionally supports graph trans-
formations that can be performed both before and after
the partitioning process. These graph transformations
can arbitrarily rewrite the graph – removing, modi-
fying, or adding nodes – allowing for common opti-
mizations such as constant folding or identity elimi-
nation. Furthermore, during partitioning a subgraph
of more than one node that is claimed by a provider
is transformed into a single “fused” node assigned to
that provider – allowing graph transforms for the com-
mon case of fused-operators to be handled by execu-
tion providers themselves.

3. Related Work

In this section, we survey the landscape of frame-
works related to inference and discuss their relation
to our work. Broadly speaking, inference frameworks
can be divided into two classes: graph compilers and
graph interpreter engines.

3.1. Graph Interpreters

We define the class of “interpreted inference en-
gines” as those that roughly share a common execution
pattern: parsing a model graph at runtime to produce
an execution DAG, subsequently performing optimiza-
tions via graph transformations, mapping subgraphs
onto a predefined set of kernel implementations, and
finally calling into each of those kernels as a “black
box.” Significantly, the specific choice of model af-
fects only the sequence of kernels that are invoked;
the granularity of optimizations is limited to that of
individual graph nodes, limiting opportunities to spe-
cialize kernels against a given model. (Of course, an
execution provider may still dispatch between multi-
ple kernel implementations at run-time based on e.g.
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input dimensions or attributes.) Along with other pop-
ular frameworks including Tensorflow/TFLite (with-
out XLA) [1], Caffe2 [24], and MxNet [6], ONNX
Runtime belongs to this class. For a fixed hardware
backend (e.g. GPU) most of these frameworks provide
similar performance as they often rely on identical un-
derlying kernel implementations (e.g. MKL-DNN on
CPUs or CuDNN on GPUs) [48, 6]. A large benefit of
this style of framework is their simplicity and ease of
extensibility – adding new backends or operators only
requires implementing the corresponding kernel as a
standard function.

As machine learning models have increased in com-
plexity, however, simple graph transformations have
proven insufficient or unwieldy in producing opti-
mized models, resulting in the rise of domain-specific
compilers for these model graphs.

3.2. Graph Compilers

Frameworks in the class of “graph compilers” com-
pile a given model down into a fixed binary (either
ahead of time or just-in-time), with the generated code
implementation optimized to target fixed architectures.
Such frameworks have the potential to generate highly
efficient code as they are not limited to working with
graph transformations and fixed kernels, but can per-
form optimizations both on underlying tensor oper-
ations as well as the generated instructions. These
graph compilers are often closer to compilers for tradi-
tional languages – having intermediate representations
(IR) whose instructions are progressively lowered to
target backends – and indeed many leverage existing
projects in this space such as LLVM [30] and MLIR
[31]. Frameworks in this class include ONNC [34],
Glow [44], Tensorflow with XLA, and TVM [7].

This potential increase in performance comes at the
cost of complexity in porting new operators and back-
ends; operators must be lowered down into IR rather
than expressed directly as functions, and backends re-
quire appropriate code-generation support. These can
pose a variety of impedance mismatch issues – for in-
stance, a coarse-grained operator that can map onto
a backend directly rather than needing to be broken
up into fine-grained IR instructions – which must be
worked around via e.g. a post-lowering pass.

3.2.1 Halide

Halide [41] by itself is not an inference framework.
However, the Halide IR which was designed for opti-
mizing the highly parallel tasks of digital image pro-
cessing has found new applications in graph compilers
such as TVM. The core idea of Halide – separation
between the high-level specification of the algorithm
being computed and the underlying means by which it
is scheduled onto the hardware – is in some sense anal-
ogous to the idea of scheduling operators of computa-
tional graphs onto different providers. In both cases,
compilers have freedom to explore various schedules
– optimizing for memory locality, performing fusion,
tiling, reordering as necessary, etc.

However, Halide’s IR is best suited for vector-based
architectures (such as SIMD or GPUs) given that it
represents operations in terms of loop nests. On the
other hand, as Gemmini operates on matrices as prim-
itives, the optimizations that Halide is capable of per-
forming are not directly applicable.

3.3. Relation to Our Work

Our decision to base our work on an interpreted in-
ference engine was due to both its greater flexibility
in implementing operators and its ability to general-
ize to use-cases such as training. Moreover, given that
Gemmini can directly handle the majority of compute-
heavy bottleneck kernels in most networks, benefits
from graph compilers’ optimizations would be real-
ized only for those few kernels executed on the CPU.
(Note however that the primitive matrix-multiplication
operation Gemmini exposes must still be tiled via an
outer software loop to act on larger matrices; we con-
sider the problem of finding efficient schedules for
Gemmini primitives to be orthogonal to our work.)

Even with an interpreted inference engine, it is pos-
sible to take advantage of the optimizations offered by
graph compilers by using a graph compiler as an ex-
ecution provider onto which subgraphs will be sched-
uled. In such a manner, one effectively JIT compiles
subgraphs which are then invoked by the inference
engine. This technique can be extended to compute
kernels for subgraphs ahead of time as well 1, further

1As a proof of concept, we have been able to accomplish this
by combining pre-existing ONNX graph compilers [18, 52] with
ONNX Runtime’s support for kernels dynamically loaded at run-
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lowering any performance drawbacks and allowing in-
terpreted inference engines to take advantage of auto-
mated scheduling.

4. Implementation

In this section we detail the design of our Gemmini
backend for inference with ONNX Runtime. We then
show how by re-using much of the same underlying
infrastructure, our backend can be extended to support
training of neural networks as well.

4.1. Inference

At a high level, we add support for Gemmini to
ONNX Runtime by implementing a custom execution
provider (EP) that schedules convolutions and mat-
muls on Gemmini. By ensuring that all interaction
with the hardware is mediated by calls into the auto-
generated Gemmini headers mentioned in 2.1, we can
thus immediately support the entire range of design
parameters that can be varied in Gemmini-generated
accelerators. However, due to layout and granularity
mismatches between standard ONNX operators and
the primitives exposed by Gemmini, implementing
a Gemmini execution provider by naively converting
corresponding CPU kernels would pose several chal-
lenges:

• Whereas CPU operator kernels can assume 32-
bit floating-point data-types, the most common
configuration of Gemmini involves a parameter-
ization that uses 8-bit signed integers for inputs
and outputs (with an internal 32-bit accumulator).
Such a configuration is thus limited to perform-
ing inference on neural networks that have been
quantized [17], and explicit care must be taken to
ensure that such quantized operators are handled
by the Gemmini EP.

• Whereas ONNX Runtime traditionally sched-
ules each operator in an ONNX graph inde-
pendently, Gemmini supports Relu and Max-
Pooling as functions that can be performed post-
matmul/convolution. For full performance, these
must be taken advantage of by adding appropriate
graph-fusion transforms.

time via shared-libraries.

• Standard ONNX operators use an NCHW mem-
ory layout for tensors, where the first two tensor
dimensions correspond to batch-size and num-
ber of channels, while the remaining dimensions
are spatial dimensions (height and width in the
most common case of networks using 2D convo-
lutions). Gemmini’s convolutions, however, ex-
pect tensors to be in an NHWC format – with the
channel dimension innermost.

In the following subsections, we discuss how our
backend addresses each of these points.

4.1.1 Quantized Operators

For FP32 Gemmini configurations, support for op-
erators that rely primarily on general matrix multi-
ply (GEMM) can be implemented by directly converting
CPU-based kernels (most of which call directly into
BLAS [4] after setting up inputs and outputs) to in-
stead call into the Gemmini headers. Designs param-
eterized with int8 inputs, however, are limited to ac-
celerating quantized operators; such operators take as
inputs not only tensors but also associated scalar “scale
factors” which are used to reconstruct the original dy-
namic range of the tensor from values in the quantized
8-bit range.

Version 10 of the ONNX operator set intro-
duced support for such quantized operators by
adding schemas for QLinearConv, QLinearMatMul,
QuantizeLinear, and DequantizeLinear to the stan-
dard set of operators. These operations can be concep-
tually mapped onto Gemmini’s functions, and thus be
used to accelerate inference of models that have been
appropriately converted to make use of these operators
(see Section 5.1).

4.1.2 Operator fusion

Gemmini primarily supports two types of fusion: a
ReLU that can be performed post-matmul or post-
convolution as part of mvout, or max-pooling that can
applied after convolution. We handle these two cases
via two types of graph transformations.

The former case – fusing a sequence of matmul or
convolution followed by ReLU – is handled directly
during model partitioning. Before the Gemmini exe-
cution provider returns the list of nodes it can handle,
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it attempts to pattern-match the operator DAG against
the desired MatMul/Conv + ReLU sequence. If found,
such a two-node sequence is wholly claimed as a sub-
graph, instead of as two individual nodes. As de-
scribed in Section 2.3, claimed subgraphs of more than
one node are internally converted into a single fused
node, for which an implementation can be appropri-
ately defined.

We discuss the case of fused pooling – which re-
quires that the preceding convolution be converted to
NHWC format to be run on Gemmini – in the subsequent
subsection.

4.1.3 NHWC Transformations

Unlike the NCHW data layouts assumed in standard
ONNX models, Gemmini requires inputs for convolu-
tions to be in NHWC format. Thus, to allow for hardware
acceleration of convolution (and pooling), we first de-
fine our own schema for NHWC versions of these oper-
ators then implement a custom graph-transform pass
that converts operators into this NHWC format. Note
that in addition to converting convolution inputs into
an NHWC format, convolution weights must also be con-
verted to an HWIO format – with the first two dimen-
sions corresponding to spatial height and width of the
kernel, the third dimension corresponding to the num-
ber of input channels, and the fourth corresponding to
the number of output channels.

Transposes are inserted before or after operators as
needed to preserve correctness in the case of edges
from our custom NHWC-aware to standard ONNX NCHW

operators. While such a transformation may poten-
tially lead to slowdown in the pathological case of al-
ternating NHWC and NCHW operators (resulting in trans-
poses after each layer), for convolution neural net-
works whose layers consist mostly of stacked convo-
lution ! pooling ! ReLU operations, the bulk of the
network can be converted to NHWC format with trans-
positions needed only at terminal nodes. (Note that as
Gemmini supports a hardware transposer unit, the case
of exotic networks that result in pathological trans-
poses can be addressed by performing transpositions
in hardware.) Finally, as part of NHWC conversion we
fuse any MaxPool nodes into the preceding convolu-
tion, if it exists.

Because Gemmini handles only a subset of the con-

volutions permitted in the ONNX spec (e.g. Gemmini
does not support depthwise-convolutions), any NHWC

convolution that cannot be handled directly by Gem-
mini uses a fallback path that runs im2col [23] on the
CPU followed by a matrix-multiplication on Gemmini.
In the case of a fused operator, pooling is subsequently
performed on the CPU as well.

4.2. Training

ONNX Runtime additionally supports training of
neural networks: by augmenting a standard ONNX
graph with gradients of operators, it becomes possi-
ble to re-use much of the underlying graph execution
engine to perform not only the forward pass but also
the backward gradient-computation passes and weight
updates. Thus assuming an FP32 Gemmini configu-
ration, the inference backend described in the previ-
ous section is sufficient to accelerate both the forward-
propagation phase as well as gradient computations for
certain operators such as Gemm, whose gradients can be
expressed directly in terms of acceleratable operators.

Gradients of convolutions, however, require more
care. The gradient with respect to weights (dW ) can
be computed as a unitary-stride convolution of the in-
put against the dilated output gradient [5] (preceded
and followed by appropriate transpositions to match
tensor shapes). Thus with minimal hardware changes
to support filter dilations, computation of dW can
be mapped onto a convolution accelerated by hard-
ware. (In the case that Gemmini is configured with an
im2col block, dW can also be computed by an appli-
cation of im2col and transposed matrix-multiplication
[50].)

Likewise, computation of the gradient with respect
to inputs, dX , (an operation known in the literature
as “transposed convolution” or sometimes “deconvo-
lution” [10, 45]) can be expressed as a unitary-stride
convolution of the dilated output gradient against the
filter rotated by 180� (reversal in both height and width
axes) [5]. Note that unlike in the computation of dW ,
here dilation is performed on the input as opposed to
the filter of the convolution.

As some operators exhibit different behavior in
training versus inference modes, certain transforma-
tions that were applicable during inference no longer
apply. In particular, during training MaxPool outputs
an additional tensor containing the indices of elements
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from the input that were transferred to the output. As
this is currently unsupported by Gemmini, MaxPool

must be run on the CPU during the forward-pass of
training. Finally, care must be taken to add support for
NHWC-data layouts to all gradient operators, to match
the NHWC operators added for inference.

5. Evaluation

In this section we discuss how the backend de-
tailed in the previous section can be put into practice
to perform inference or training on a variety of real-
world networks. We first describe our methodology for
producing quantized ONNX networks via automated
post-training quantization. Using FireSim [27], we
then benchmark these networks on our fork of ONNX
Runtime.

5.1. Post-training Quantization

While our inference backend can be used to directly
run exported ONNX models, most networks are ex-
ported in a floating-point format. Running networks
on an int8 Gemmini configuration, however, requires
an ONNX model that makes use of quantized weights
and the associated set of quantization-aware operators.

In general, neural-network quantization manifests
in two forms [28]: quantization-aware training/fine-
tuning – where weights are projected to lower-
precision during training and can thus be optimized
to retain accuracy – and post-training quantization –
where the precision of weights is reduced according
to its distribution on sample data but is otherwise not
optimized.

As the ONNX ecosystem currently lacks support
for exporting quantization-aware trained models, we
have opted to make use of post-training quantization
in the models used for our evaluation, performed via a
version of ONNX Runtime’s quantization scripts [36]
that were modified to support int8 data-types and ad-
ditional quantized operators.

Given a floating-point ONNX model and a set of
sample inputs, the aforementioned quantization scripts
first record the ranges 2 of inputs/outputs for each in-
termediary layer, then compute appropriate scale fac-
tors; weights and operators such as Conv can thus be

2More robust post-training quantization schemes [38, 37]
could also be implemented.

Table 1. Comparison of ResNet-50 performance. FPS cal-
culated assuming a 1GHz clock speed.

Execution Mode Cycles (·106) FPS
Baremetal WS 75 13.33
ORT WS 113 8.85
ORT CPU 131690 0.01

converted into their quantized equivalents. To improve
accuracy in the case of a Conv node followed by a pool-
ing or activation, we compute the scale factor of the
convolution’s output based on the output of that pool-
ing/activation node.

6. ResNet-50

To evaluate the performance of ResNet-50 [20] on
our backend, we first performed post-training quan-
tization on the ResNet50-caffe2 model downloaded
from the ONNX Model Zoo [39]. This model was
used as input to an “imagenet runner” program writ-
ten to perform inference on a variety of models de-
signed to be used with the imagenet dataset [8] (e.g.
MobileNet [21] or SqueezeNet [22]); it first performs
appropriate pre-processing on an input image then
calls into the ONNX Runtime library to perform infer-
ence. As a benchmark reference, we used a version of
ResNet-50 that was hand-implemented in C and com-
piled to a standalone bare-metal binary.

Our results comparing the inference times from
ONNX Runtime using the Gemmini backend, ONNX
Runtime running only on CPU, and the baremetal ref-
erence are provided in Table 1. Note that results for
all models evaluated were obtained from a FireSim
simulation of Gemmini (parameterized with its default
int8 configuration) and an in-order Rocket core as the
host CPU.

As seen above, the performance obtained using the
Gemmini ONNX Runtime backend is within a factor
of two of the performance obtained from a hand-coded
bare-metal implementation (both of which are three or-
ders of magnitude faster than the CPU-only run). The
remaining gap in performance between the two can
likely be attributed to three factors:

• When performing post-training quantization on
ResNet-50, it was found that quantizing the fully
connected layer at the end of the network severely
impacted accuracy. As such, this Gemm was left
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unquantized and performed on the CPU. More
robust post-training quantization procedures may
ameliorate this, allowing for automated quantiza-
tion of the fully-connected layer as well, bringing
performance up to parity with the hand-rolled im-
plementation.

• The bare-metal implementation makes use of re-
cently added support in Gemmini for accelerating
global average pooling. Support for this feature
was not present in our ONNX Runtime backend
at the time of evaluation.

• The presence of unquantized operators caused by
the previous two factors leads to the need to con-
vert between float and int8 when passing ten-
sors between these floating-point operators and
quantization-aware ones.

The above is corroborated by Table 2, which breaks
down the total inference time by the time taken for
each operator type. Though the dominant operator is
the QLinearConv_nhwc which is performed on Gem-
mini, both Gemm and QuantizeLinear nonetheless
contribute significantly – accounting for about 25%
and 12% of the total time respectively – and the im-
pact of AveragePool closely trails at 9%.

Also note that aside from the initial –
QuantizeLinear and NHWC Transpose – and fi-
nal – DequantizeLinear, NCHW Transpose, Gemm,
and Softmax – layers, all other nodes have been
mapped onto Gemmini. In particular, MaxPool and
ReLU activation have been fused into the convolution
as a single accelerated macro-op.

7. BERT

The performance of our backend on NLP mod-
els was evaluated against a BERT model [9] pre-
trained against the objective of masked language mod-
eling. To procure a suitable model, we first exported
the bert-base-uncased model from the Huggingface
[49] model hub into the ONNX format before per-
forming ahead-of-time model optimization and post-
training quantization. As the default ONNX opset
lacks a specification for the self-attention operator
used heavily in BERT, Attention operators are con-
ventionally unrolled into their constituent primitive
operators when transformer models are exported into

Table 2. ResNet-50 ORT-WS inference time breakdown per
operator. Durations based on the default FireSim base fre-
quency of 3.2 GHz.

Operator Time (µs) %
Reshape 14 0.04
Softmax 54 0.16
Transpose 443 1.35
DequantizeLinear 563 1.71
AveragePool 3007 9.16
QLinearAdd 3210 9.77
QuantizeLinear 4071 12.40
Gemm 8037 24.47
QLinearConv nhwc 13442 40.93
Total 32841 100%

Table 3. Comparison of BERT performance on a 9-token
input. Tokens/sec based on assumption of a 1GHz clock
speed.

Execution Mode Cycles (·106) Tokens/sec
ORT WS 238 37.82
ORT CPU 34564 0.26

ONNX format; the aforementioned AOT optimization
scripts provided by Microsoft fuse such unrolled oper-
ators back into a custom Attention operator defined
in the com.microsoft domain.

Within our backend, support for the Attention op-
erator (quantized or unquantized) is currently imple-
mented by accelerating the first step of self-attention
calculation. That is, the computation of queries, keys,
and values [46] vectors (performed via multiplication
of input and weight tensors) is mapped onto Gemmini.
Note that while the subsequent query-key dot products
used in computation of the final attention scores can
also be accelerated, this has not yet been added.

Our results on a 9-token input are provided in Ta-
ble 3. Based on the breakdown of time per operator as
shown in Table 4, we see that when using Gemmini,
computation of self-attention is no longer the primary
bottleneck; instead, these costs are shifted to computa-
tion of BiasGelu (performed on the CPU) and the as-
sociated quantization/dequantization costs of running
a floating-point operator after a quantized operator. As
we note in the Section 9, these costs could potentially
be mitigated by offloading QuantizeLinear and Gelu

computation onto a vector accelerator such as Hwacha
[32].
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Table 4. BERT ORT-WS inference time breakdown per op-
erator. Durations based on the default FireSim base fre-
quency of 3.2 GHz.

Operator Time (µs) %
Unsqueeze 6 0.01
Shape 9 0.01
ReduceSum 13 0.02
Cast 16 0.02
Gather 101 0.13
Slice 159 0.20
LayerNormalization 165 0.21
Add 1829 2.30
DequantizeLinear 4685 5.90
SkipLayerNormalization 4894 6.16
QLinearMatMul 13256 16.68
QAttention 15451 19.45
QuantizeLinear 16858 21.20
BiasGelu 22007 27.70
Total 79449 100%

8. Mask-RCNN

The final network we evaluate is the Mask-RCNN
object detection and segmentation network [19]. Be-
cause the sub-networks for bounding-box recognition
and mask-prediction make heavy use of data-shuffling
operators such as Flatten and Squeeze, to avoid the
introduction of redundant DequantizeLinear nodes it
is important that the quantizer be capable of “passing-
through” the scale factors of quantized inputs to such
data-shuffling operators.

After exporting 3 and quantizing the pre-trained
Mask-RCNN model from the Torchvision library, we
can perform inference on a sample image using a run-
ner nearly identical to that which we used for running
ResNet-50 networks.

Our results are summarized in Table 5. The per-op
timing breakdown shown in Table 6 reveals that with
hardware acceleration of all convolutions and matrix-
multiplies, the majority of inference time is instead
spent on the CPU, in the form of three operators:
RoiAlign, ScatterElements, and QuantizeLinear.

3Reference implementations of Mask-RCNN use
a FrozenBatchNorm operator in the Resnet back-
bone; as PyTorch does not map these onto ONNX’s
BatchNormalization, before export it is necessary to
modify the network to make use of standard BatchNorm
operators.

Table 5. Comparison of Mask-RCNN performance on an
800x800 image. Duration calculated assuming a 1GHz
clock speed.

Execution Mode Cycles (·106) Sec/image
ORT WS 11572 11.6
ORT CPU 1647055 1647.1

Table 6. Mask-RCNN ORT-WS inference time breakdown
per operators. Top-15 operators shown. Durations based on
a 1GHz clock speed.

Operator Time (s) %
Mul 0.12 1.05
QLinearAdd 0.15 1.31
Slice 0.16 1.39
Loop 0.17 1.48
Div 0.20 1.74
Concat 0.22 1.92
NonMaxSuppression 0.26 2.26
If 0.27 2.35
DequantizeLinear 0.30 2.61
Expand 0.40 3.48
Transpose 0.52 4.53
QLinearConv nhwc 0.79 6.88
QuantizeLinear 1.35 11.76
ScatterElements 2.37 20.64
RoiAlign 3.53 30.75
Total 10.81 94.15%

The RoiAlign operator – which is used in the
prediction of masks based on outputs of the re-
gion proposal network – is known to pose perfor-
mance issues even on GPUs due to its control-flow
heavy logic [47]. On the other hand, we believe
that the chains of ScatterElements (and preceding
QuantizeLinear nodes) in the exported ONNX net-
work are a result of operator unrolling during PyTorch
export; more careful analysis and tweaked export pro-
cedures could eliminate these. Finally, it should be
noted that the Mask-RCNN network contains a sin-
gle ConvTranspose operator used for upsampling.
Though this is among the dominant operators in CPU-
only runs, when accelerated with Gemmini (via an im-
plementation identical to that in ConvGrad) the impact
of this operator during runtime becomes negligible.

9



9. Future Work

While the presented Gemmini backend is reason-
ably comprehensive in making full-use of Gemmini’s
features, there are several avenues by which this work
can be extended to result in increased performance or
power-efficiency.

9.0.1 Cross-accelerator Interaction

The most compelling improvement is exploration of
cross-accelerator integration, such as with the Hwacha
[32] vector accelerator. While an independent Hwacha
execution-provider would allow for the acceleration
of bottlenecking operators such as QuantizeLinear,
BatchNormalization, or depthwise convolutions, the
combined use of Hwacha and Gemmini backends al-
lows for much richer forms of interaction. For instance
with a scratchpad shared between Hwacha and Gem-
mini, redundant memory-movement could be avoided
when passing tensors between operators run on dif-
ferent accelerators. Moreover, given that many oper-
ators such as Attention require certain parts of the
computation to be carried out in floating-point for-
mat, Hwacha/Gemmini integration could result in bet-
ter performance and power-efficiency than could be
achieved with either backend independently.

9.0.2 Parallelization

The existing Gemmini backend could also be mod-
ified to scale-out inference across multiple Gemmi-
nis. ONNX Runtime currently supports three no-
tions of parallelism: task-level parallelism, where for
a given network inference on different batches is per-
formed independently across several threads; pipeline-
parallelism, where the execution of a given DAG
is parallelized rather than performed serially; and
data-level parallelism, where the implementation of
a single operator can be accelerated by use of mul-
tiple threads. Note that as Gemmini does not sup-
port context-switching, multi-Gemmini configurations
must use one Gemmini per rocket tile. Accordingly,
ONNX Runtime will need to be modified to pin each
thread in its threadpool to a separate core.

Multiple Gemmini accelerators could also be used
in a heterogeneous arrangement of different data-
widths, some supporting int8 and others supporting

fp32/bfloat16. Such an arrangement allows both
training and quantized inference on the same chip,
which might be useful for edge-computing applica-
tions.

9.0.3 BFloat16 Support

The current Gemmini backend supports only Gem-
mini parameterized with int8 and fp32 types. A nat-
ural extension of this is to support bfloat16 data-
types, which has gained increasing popularity [26] in
training due to its power efficiency and performance.
Given that bfloat16 kernels are nearly identical to
their fp32 counterparts, this addition would require
minimal changes to the Gemmini execution provider
itself, with the majority of changes occurring in the
bridge layer between ONNX Runtime and the Gem-
mini hardware primitives exposed via gemmini.h.

9.0.4 Bare Metal Binaries

The ONNX Runtime library requires a Linux host en-
vironment due to its direct use (e.g. memory alloca-
tion & threading) and indirect use (via the protobuf
library) of various syscalls. However, we have experi-
mentally found that the required syscall surface is min-
imal, such that binaries linked against ONNX Runtime
run unmodified using Spike’s proxy kernel [2] (with
the futex syscall noop’d, as Spike does not support
threading). Given this, it is conceivable that such bina-
ries could be made to work directly on bare-metal plat-
forms by both compiling a minimal subset of ONNX
Runtime and providing equivalent implementations of
needed syscalls.

10. Conclusion

Given the flexibility in design-space exploration
made possible by Gemmini’s parameterizations, the
ability to easily evaluate neural network workloads is
critical when iterating and tuning hardware designs.
However, Gemmini currently lacks a high-level soft-
ware stack, requiring one to manually implement net-
works – a tedious process which limits the classes of
workloads that can be readily run. To address this de-
ficiency, in this paper we have presented a Gemmini
backend for Microsoft’s ONNX Runtime inference en-
gine. Our backend transparently supports different pa-
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rameterizations while taking full-advantage of Gem-
mini’s exposed primitives. Evaluating this backend
on a broad set of networks – ResNet-50, BERT, and
Mask-RCNN – shows that our backend’s performance
is comparable to that of hand-written implementations;
our backend can thus serve a seamless drop-in replace-
ment for running real industry workloads.
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