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Abstract
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Reinforcement learning (RL) agents need to explore their environments in order to learn optimal policies by trial and error. However, exploration is challenging when reward signals are sparse, or when safety is a critical concern and certain errors are unacceptable. In this thesis, we address these challenges in the deep reinforcement learning setting by modifying the underlying optimization problem that agents solve, incentivizing them to explore in safer or more-efficient ways.

In the first part of this thesis, we develop methods for intrinsic motivation to make progress on problems where rewards are sparse or absent. Our first approach uses an intrinsic reward to incentivize agents to visit states considered surprising under a learned dynamics model, and we show that this technique performs favorably compared to naive exploration. Our second approach uses an objective based on variational inference to endow agents with multiple skills that are distinct from each other, without the use of task-specific rewards. We show that this approach, which we call variational option discovery, can be used to learn locomotion behaviors in simulated robot environments.

In the second part of this thesis, we focus on problems in safe exploration. Building on a wide range of prior work on safe reinforcement learning, we propose to standardize constrained RL as the main formalism for safe exploration; we then proceed to develop algorithms and benchmarks for constrained RL. Our presentation of material tells a story in chronological order: we begin by presenting Constrained Policy Optimization (CPO), the first algorithm for constrained deep RL with guarantees of near-constraint satisfaction at each iteration. Next, we develop the Safety Gym benchmark, which allows us to find the limits of CPO and inspires us to press in a different direction. Finally, we develop PID Lagrangian methods, where we find that a small modification to the Lagrangian primal-dual gradient baseline approach results in significantly improved stability and robustness in solving constrained RL tasks in Safety Gym.
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Chapter 1

Introduction

Many of life’s foundational challenges involve exploration and trade-offs within exploration. What do you choose when your options have unknown value? When risk and reward trade off against each other, how do you balance them?

When uncertainty and risk seem too great, the easiest option is not to explore at all—to rely on whatever is familiar and comfortable. But stagnation in quality of life is not always desirable, and besides that, sometimes an unforgiving environment removes this choice entirely. For example, as long as all human life is concentrated on a single planet, we are vulnerable to extinction from errant asteroids and other threats. Consequently, we have to figure out how to leave the cradle of Earth and become a spacefaring civilization in order to assure our long-range survival as a species. The exploration problems present themselves immediately: in the vastness of space we have to find those rare few planets that can sustain life, and we have to conduct that exploration across a space environment that is harsh and inhospitable. Yet we cannot avoid trying our luck.

Reinforcement learning (RL) is a discipline of machine learning where agents situated in environments learn to solve tasks from reward signals by trial and error. The trial and error nature of RL means that in order to learn optimal behaviors, agents must fruitfully explore the space of behaviors and outcomes. Consequently, the questions in exploration we have raised—how to explore in the absence of clear direction, and how to explore safely while learning—are among the central questions in the study of RL. These questions form the motivational core of this thesis, and in what follows, we will seek to formalize and address them for RL.

We will focus our efforts on deep reinforcement learning (deep RL), where deep neural networks are used to represent agent behaviors and other functions. Deep reinforcement learning has driven progress in many domains, including robotics [Levine et al., 2016, OpenAI et al., 2018, 2019, Peng et al., 2020], strategy games [Silver et al., 2016, 2017a,b, OpenAI, 2019, DeepMind, 2019], and serving content on social media [Gauci et al., 2018]. It is especially promising because of its flexibility—the framework and methods can be applied to any high-dimensional sequential decision-making problem—and its unique success on problems not currently solvable by any other class of techniques, for example in attaining superhuman
mastery of the game of Go. Yet challenges remain before deep RL-based technologies can be ubiquitously applied to real world problems, including challenges relating to exploration and safety. In this thesis, we will show how to improve the efficiency and safety of exploration in deep RL by modifying the underlying optimization problem that agents try to solve.

We begin the thesis with a review chapter that covers the basics of deep RL and lays the conceptual foundations for our approach. This chapter also introduces “Spinning Up in Deep RL” [Achiam, 2018], an educational resource intended to help new researchers quickly learn about the field and develop practical skills. Following our review, we proceed into two Parts that contain the main body of work.

Part I, **Intrinsically-Motivated Exploration**, centers on improving the efficiency of exploration when rewards are sparse (only rarely provided) or unavailable.

- In chapter 3, “Surprise-Based Intrinsic Motivation,” we investigate an approach to exploration where agents are intrinsically rewarded for finding environment states that are surprising relative to a learned model of the environment. This simple, scalable approach helps agents in sparse reward environments learn to solve tasks faster than baseline exploration approaches based on $\epsilon$-greedy action selection or Gaussian noise. This work has previously been presented as Achiam and Sastry [2016].

- In chapter 4, “Variational Option Discovery,” we consider the problem of learning in the total absence of task rewards. We introduce an approach to discovering skills in the absence of rewards based on a connection to variational inference. We treat the problem of skill discovery as a variational autoencoding problem, where initially-undefined context vectors sampled from a noise distribution map to trajectories and are then recovered by a decoder. The optimization problem we set up incentivizes the agent to learn an invertible map from contexts to behaviors without any skill-specific rewards. We show how this allows simulated robotics agents to learn motion primitives, though we also describe limitations. This work has previously been presented as Achiam et al. [2017a] and Achiam et al. [2018].

Part II, **Safe Exploration**, addresses the question of minimizing harms resulting from errors during exploration.

- In chapter 5, “Constrained Reinforcement Learning,” we describe the safe exploration problem and the formalism of constrained RL, where agents must maximize reward while simultaneously keeping auxiliary costs below thresholds. We take the position that constrained RL is the right framework for making progress on safe exploration, and we set the stage for developing constrained RL methods and benchmarks in subsequent chapters.

- In chapter 6, “Constrained Policy Optimization” (CPO), we introduce the first general-purpose policy search algorithm for constrained deep RL with guarantees for near constraint satisfaction at each iteration. This work is driven by a contribution to RL theory—an improved bound on the relative difference in performance between policies—resulting in a practical algorithm that has better safety characteristics than fixed penalty and Lagrangian baselines in a set of simulated locomotion environments.
We show that a key drawback of the Lagrangian approach is that it can’t adapt quickly enough to prevent constraint violations, whereas CPO is designed to adapt rapidly. This work has previously been published as Achiam et al. [2017b].

- In chapter 7, “Benchmarking Safe Exploration,” we introduce a new benchmark for constrained reinforcement learning algorithms: Safety Gym. Using the new benchmark environments in Safety Gym, we revisit the comparisons between CPO and Lagrangian baselines and find surprising results that conflict with our earlier experiments: Lagrangian methods achieve the safety goals more reliably than CPO on this more-comprehensive set of tasks. We find that approximation errors in CPO prevent it from satisfying constraints when the tasks are harder. This work has previously been presented as Ray et al. [2019].

- In chapter 8, “PID Lagrangian Methods,” we seek an approach that gets the best of both worlds: a method that has the cross-task robustness of Lagrangian methods and the fast adaptation of CPO, without issues from approximation error. To find such an approach, we first reinterpret constrained RL as a control problem where the penalty coefficient for constraint violation is the control. With this insight, we identify the standard Lagrangian approach as integral control, and then develop a proportional-integral-derivative (PID) control for the penalty coefficient. The resulting PID Lagrangian method is a pleasingly-simple approach that meets the design desiderata and is robust to hyperparameter variations. This work was previously published as Stooke et al. [2020].

We conclude in chapter 9, “Epilogues,” with a discussion of progress and horizons in exploration and safety.
Chapter 2

Foundations

In this chapter, we will lay the conceptional and notational foundations for the thesis. We begin with brief reviews of core concepts from reinforcement learning and deep learning. Then we stitch the pieces together into deep reinforcement learning, explaining how deep neural networks are used to approximate policies and value functions; we illustrate with a concrete example of how one standard approach (policy optimization) links the concepts into practical algorithms. This puts us in a position to describe the exploration and safety problems in RL in ways that make them tractable to technical approaches. Finally, we frame the core technical approach of this thesis by describing how changes in the RL optimization problem can induce changes in exploration behavior, resulting in faster or safer learning.

An additional section in this chapter is devoted to introducing an educational web resource called “Spinning Up in Deep RL,” which is intended to help newcomers quickly learn about deep RL research and practice.

2.1 Reinforcement Learning

So far we have described RL in general terms—agents learning by trial and error from reward signals in environments—and we will now expand on that picture. An RL agent, situated in an environment, experiences a sequential decision-making task. At every step of interaction with its environment, the agent sees a (possibly partial) observation of the state of the environment, and then decides on an action to take. The environment changes when the agent acts on it, but may also change on its own. The agent also perceives a reward signal from the environment, a number that tells it how good or bad the current world state is. The goal of the agent is to maximize its return, the cumulative reward over many timesteps of interaction. Reinforcement learning methods are used to learn policies—rules used by agents for deciding what actions to take—that maximize return. In this section, we’ll develop concepts and notation to precisely state the problem of finding an optimal policy.

MDPs and POMDPs: An environment is typically formalized with a Markov Decision Process (MDP), a 5-tuple \((S, A, R, P, \mu)\), where:
- $S$ is a set of states that the environment can take on,
- $A$ is a set of actions that the agent can take,
- $R(s, a, s')$ is the reward function, mapping state-action-next-state tuples to real-valued rewards,
- $P(s'|s, a)$ is the probability of transitioning to state $s'$ given that the previous state was $s$ and the agent took action $a$ in $s$,
- and $\mu(s)$ is the probability of starting in state $s$.

When the environment is partially observed, the appropriate formalism is the Partially Observed Markov Decision Process (POMDP), which includes a set of observations $O$ and a conditional probability distribution, $P(o|s)$, for what observation is seen in what state. For the purposes of this thesis, we will typically frame things as MDPs rather than POMDPs, though POMDPs are far more common in the real world where perfect observation is impossible.

**Trajectories and Policies:** A trajectory—also called an *episode* or *rollout*—is a sequence of states and actions experienced by an agent acting in an MDP. We will denote by $\tau$ a trajectory $(s_0, a_0, s_1, a_1, \ldots)$. A policy $\pi$ gives a probability distribution over actions that an agent might take, conditioned in general on a history of observations of the environment. However, we will usually restrict our attention to stationary policies that depend only on the most recent state. The probability distribution over trajectories depends on both the environment and the policy—assuming a stationary policy $\pi(a|s)$ and a finite horizon trajectory that ends at time $T$, we have

$$P(\tau|\pi) = \mu(s_0) \prod_{t=0}^{T-1} \pi(a_t|s_t) P(s_{t+1}|s_t, a_t). \quad (2.1)$$

**Return:** There are two typical formulations for the return of a trajectory. The first formulation is for the setting where trajectories are assumed to have infinite length, and there is a discount factor $\gamma \in [0, 1)$ that makes farther-off rewards less valuable than earlier ones. Here, the return of a trajectory $R(\tau)$ is given by:

$$R(\tau) = \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t, s_{t+1}).$$

The discount factor is mathematically useful because it ensures that, as long as rewards are bounded ($\forall s, a, s', |R(s, a, s')| \leq R_{\text{max}} < \infty$), the infinite sum converges. The second formulation is for the setting where trajectories have finite length, and no discount factor is needed:

$$R(\tau) = \sum_{t=0}^{T-1} R(s_t, a_t, s_{t-1}).$$

**The RL Optimization Problem:** For either formulation of return, we may express the expected return over trajectories by

$$J(\pi) = \mathbb{E}_{\tau \sim \pi} [R(\tau)],$$
with $\tau \sim \pi$ indicating that the distribution over $\tau$ is given by Eq 2.1. The archetypical optimization problem we aim to solve, then, is to search through a space of policies $\Pi$ for a policy $\pi^*$ that maximizes $J(\pi)$:

$$\pi^* = \arg \max_{\pi \in \Pi} J(\pi). \quad (2.2)$$

Note: although we write this as an equality for conceptual clarity, the optimal policy is not always unique.

**Value Functions:** It’s often useful to know the value of a state, or state-action pair. By value, we mean the expected return if you start in that state or state-action pair, and then act according to a particular policy forever after. Value functions are used, one way or another, in almost every RL algorithm. We’ll describe two value functions that arise frequently in this thesis, given for the infinite horizon discounted return setting.

The *on-policy value function*, $V^\pi(s)$, gives the expected return if you start in state $s$ and always act according to policy $\pi$:

$$V^\pi(s) = \mathbb{E}_{\tau \sim \pi} [R(\tau) | s_0 = s].$$

The *on-policy action-value function*, $Q^\pi(s, a)$, gives the expected return if you start in state $s$, take an arbitrary action $a$ (which may not have come from the policy), and then forever after act according to policy $\pi$:

$$Q^\pi(s, a) = \mathbb{E}_{\tau \sim \pi} [R(\tau) | s_0 = s, a_0 = a].$$

These two value functions are connected through the relationships:

$$V^\pi(s) = \mathbb{E}_{a \sim \pi} [Q^\pi(s, a)],$$

$$Q^\pi(s, a) = \mathbb{E}_{s' \sim P} [R(s, a, s') + \gamma V^\pi(s')] ,$$

where $a \sim \pi$ is shorthand for $a \sim \pi(\cdot | s)$, and $s' \sim P$ is shorthand for $s' \sim P(\cdot | s, a)$.

**The Advantage Function:** The last piece of RL notation we will define here is $A^\pi(s, a)$, the on-policy advantage function. It describes the relative advantage or disadvantage of taking action $a$ by comparison to a baseline of drawing an action from $\pi$. It is given by the expression:

$$A^\pi(s, a) = Q^\pi(s, a) - V^\pi(s).$$

We will later find it useful in both theory and practice for deep reinforcement learning.

### 2.2 Deep Learning

Many key advances in machine learning over the past decade have been driven by *deep learning*, methods centered on the use of deep neural networks as function approximators...
[Goodfellow et al., 2016]. Neural networks are versatile function approximators that compose layers of parameterized transformations, hence networks with more layers are comparatively deeper. Deep learning techniques have been successful at advancing the state of the art across a diverse array of domains, including image classification [Mahajan et al., 2018], speech recognition [He et al., 2018], natural language processing [Brown et al., 2020], and neural machine translation [Wu et al., 2016], among others.

**Neural Networks:** What is a neural network, and what makes one deep? The prototypical example of a deep neural network is the multilayer perceptron (MLP), a kind of network that maps from vector-valued inputs to vector-valued outputs through a sequence of parameterized layers with the form:

$$a^{(l)} = g \left( W^{(l)} a^{(l-1)} + b^{(l)} \right).$$

Here,

- $a^{(l-1)}$ is the vector-valued input to layer $l \in \{1, ..., N\}$, with $a^{(0)}$ taken to be the function input $x$,
- the layer parameters are the weights matrix $W^{(l)}$ and the bias vector $b^{(l)}$,
- and $g$ is a threshold-like activation function differentiable almost everywhere (e.g., the sigmoid, tanh, or relu function) applied elementwise.

The layer parameters are learnable: they are adjusted by an algorithm (in a process interchangeably referred to as learning or training) until the network approximates a target function at an acceptable level of fidelity.

In this thesis, we will usually denote the full set of learnable parameters in a function approximator by a lowercase greek letter, e.g., $\theta$, and then denote the function approximator itself by a symbol with a subscript referring to its parameters. For example, we would refer to the parameters of this MLP with $\theta = \{W^{(1)}, ..., W^{(N)}, b^{(1)}, ..., b^{(N)}\}$, where $N$ is the number of layers, and write $f_\theta$ for the MLP itself.

While the MLP is the prototypical example of a neural network, neural network architectures—the functional forms of layers and their connectivity patterns—vary significantly based on application area. Other common architecture elements include convolutional layers [Bengio and Lecun, 1997], residual connections [He et al., 2016], recurrence [Hochreiter and Schmidhuber, 1997], and attention [Vaswani et al., 2017].

**Training Neural Networks:** Neural network architectures may vary across application areas, but the prevailing methods for training neural networks are almost universally based on gradient descent.

First, a suitable loss function $L$ is determined that takes in the network $f_\theta$ and any other needed inputs, and returns a scalar value measuring how well or poorly the network represents the target function (a lower loss is better). The parameters $\theta$ are randomly initialized and then iteratively updated by stepping in the negative direction of the gradient of $L$, with the update at iteration $k$ given by:

$$\theta_{k+1} = \theta_k - \alpha \nabla_{\theta_k} L.$$
Here, $\alpha$ is a \textit{learning rate}. If $\alpha$ is small, $\theta_{k+1}$ is close to $\theta_k$ and $L$ is approximately linear around $\theta_k$; this step then produces an improvement in the loss of approximately:

$$L(\theta_{k+1}) \approx L(\theta_k) - \alpha \| \nabla_{\theta_k} L \|^2.$$  

Common variants of gradient descent include momentum gradient descent [Qian, 1999] and Adam [Kingma and Ba, 2015]. If the goal is to maximize, rather than minimize, an objective function, parameters are updated in the direction of the gradient and the procedure is called \textit{gradient ascent}.

\textbf{Optimizing Expectations:} Objective functions in deep learning are usually specified in terms of expectations over per-sample loss functions, where samples come from some data distribution. In practice, the expectations are not directly computable, since the distributions are often over uncountable sets—for example, the distribution over all possible photographs that people might take—so they are replaced by sample-based approximations. Concretely, we would have

$$L(\theta) = \mathbb{E}_{x \sim p} [\ell(\theta, x)] \approx \frac{1}{|\mathcal{D}|} \sum_{x \in \mathcal{D}} \ell(\theta, x),$$

where $x$ is a data point, $p$ is a data distribution, $\mathcal{D}$ is a dataset sampled from $p$, and $\ell$ is a per-sample loss function.

\textbf{Tuning is Key:} Gradient descent and its variants empirically tend to produce monotonic improvement in the loss function while training neural networks when everything is well-“tuned”—that is, when hyperparameters like the learning rate are well-selected, the loss function is appropriately regularized, and the network architecture is favorably-designed. Design details are critical, and despite significant interest and exploratory work (in both theory and practice), there is often considerable uncertainty about why certain choices
perform as well as they do. In Figure 2.1, we provide an illustration from Munroe [2017] demonstrating an accurate account of how tuning is usually performed in the training of deep neural networks. The importance of tuning to performance creates special challenges for scholarship in deep learning [Lipton and Steinhardt, 2018]; often the difference in reported performance between methods is due to subtle and undeclared differences in tuning.

2.3 Deep Reinforcement Learning

Reinforcement learning is an appropriate way to formalize sequential decision-making problems where the optimal behavior is difficult to specify in advance by other means, but where evaluating behaviors is tractable—that is, where it’s easier to design a reward function than a policy. Deep learning is the appropriate toolkit for intelligence tasks involving high-dimensional data like natural language or images and video, where simpler ML models that have fewer parameters or that lack compositionality might fail. Therefore deep reinforcement learning, the combination of deep learning with reinforcement learning, is appropriate for problems at the intersection: sequential decision-making tasks where agent inputs and outputs (observations and actions) involve high-dimensional data.

In deep reinforcement learning, deep neural networks are used to represent policies, value functions, and sometimes other functions. The canonical approach to training an agent in deep RL involves an interleaved process of exploration and updating. During exploration, the agent interacts with the environment to produce new interaction data. Usually, the agent’s actions during exploration are based on the most recent version of the policy being learned. In updating, the environment interaction data is used to formulate sample-based objective functions, and the policy and value approximators—the neural networks—are updated by gradient descent. The relationship between exploration and updating is highly symbiotic: the results from each update depend on data acquired through exploration, and the exploration results depend on how updates change agent behavior.

We will make this concrete by using the vanilla policy gradient (VPG) algorithm as an example. Pseudocode for VPG is given as Algorithm 1. The central idea in VPG is to solve the RL optimization problem Eq 2.2 by gradient ascent in a space of parameterized stochastic policies $\Pi_\theta = \{\pi_\theta | \theta \in \mathbb{R}^N\}$, where $\pi_\theta$ is a function approximator (in deep RL, a neural network) with $N$ parameters $\theta$. VPG proceeds by alternating phases of exploration and updating: during exploration, trajectories are generated by sampling actions from the current policy, and during updating, the interaction data is used to estimate the gradient of policy performance for gradient ascent. The gradient ascent step increases the likelihood of actions that lead to high return, and decreases the likelihood of actions that lead to low return. The success of VPG depends on the trajectories discovered during the exploration phase. If a batch of trajectories includes high-return trajectories, then those are reinforced by the gradient ascent step and become more likely under the post-update policy. The nature of exploration depends symbiotically on the policy update, since the policy directly drives exploration.

The link between exploration and updating is a key target for the development of improved RL
algorithms. For example, a common failure mode in RL is premature convergence to a nearly-deterministic policy that obtains sub-optimal rewards. One way that this has been addressed is through the use of entropy regularization in the policy update, ensuring that agents maintain some minimum amount of randomness in their exploration behavior. Empirically this has been shown to help in simulated and real robotics environments [Haarnoja et al., 2018a,b]. This involves no direct change to how actions are sampled during exploration—in this approach the exploration behavior is changed solely by adjusting the underlying RL optimization problem to incentivize different behavior.

Algorithm 1 Vanilla Policy Gradient Algorithm

1: Input: initial policy parameters $\theta_0$, initial value function parameters $\phi_0$
2: for $k = 0, 1, 2, \ldots$ do
3: Collect set of trajectories $D_k = \{\tau_i\}$ by running policy $\pi_k = \pi(\theta_k)$ in the environment.
4: Compute rewards-to-go $\hat{R}_t$.
5: Compute advantage estimates, $\hat{A}_t$ (using any method of advantage estimation) based on the current value function $V_{\phi_k}$.
6: Estimate policy gradient as

$$\hat{g}_k = \frac{1}{|D_k|} \sum_{\tau_i \in D_k} \sum_{t=0}^{T} \nabla_{\theta} \log \pi_{\theta}(a_t|s_t)|_{\theta_k} \hat{A}_t.$$ 

7: Compute policy update, either using standard gradient ascent,

$$\theta_{k+1} = \theta_k + \alpha_k \hat{g}_k,$$

or via another gradient ascent algorithm like Adam.
8: Fit value function by regression on mean-squared error:

$$\phi_{k+1} = \arg \min_{\phi} \frac{1}{|D_k|T} \sum_{\tau_i \in D_k} \sum_{t=0}^{T} \left( V_{\phi}(s_t) - \hat{R}_t \right)^2,$$

typically via some gradient descent algorithm.
9: end for

2.4 Exploration and Safety

We are now in a position to describe problems in exploration and safety in concrete terms, and to give a brief overview of our technical approach. The link between exploration and optimization we have just discussed is central to the developments in this thesis: we will propose a variety of such adjustments to the RL optimization problem, in order to modify exploration favorably in problems where rewards are sparse or where safety is a concern.

Intrinsically-Motivated Exploration. In RL, the problem of exploring in the absence of
clear direction is the problem of exploring when rewards are sparse (zero at most timesteps) or absent. We can get a sense of how this impacts learning by considering the example of VPG. If the rewards are zero along the trajectories collected during exploration in VPG, the value function should be zero everywhere, the advantage should be zero everywhere, and the policy gradient will correspondingly be zero. That is: when rewards are absent, there is nothing to reinforce and the policy will not change.

Since reward functions are (usually) designed by humans, it’s reasonable to ask why we might ever find ourselves in this situation—why would we choose to design a reward function susceptible to this failure mode? In a nutshell, reward design is hard and sometimes sparse rewards are sensible for a given problem, especially when ideal end states are known but there is no easy way to specify preferences over intermediate states and actions. For example, there is no obvious reward function for describing how a household robot might set a table for dinner, fold laundry, or clean up. But it is comparatively easy to create a binary evaluation for determining if the house is in a suitable terminal state. This leads to a natural sparse reward task: a task where the rewards are zero everywhere except at “solved” states where the reward is some positive value.

An RL algorithm like VPG can only make progress in these sparse learning tasks when exploration has resulted in the agent discovering at least one reward state, and even then, in practice this is usually insufficient—reward states have to be visited many times in order for the agent to learn something meaningful. But the default approach to stochastic exploration will exhibit random walk behavior, and the likelihood of visiting reward states will be vanishingly small if they are many steps away from the starting point. Some other approach is needed to make learning progress in these tasks.

In this thesis, we will consider approaches to exploration in these kinds of problems that make use of intrinsic motivation [Oudeyer and Kaplan, 2008]. Intrinsic motivation incentivizes agents away from random walk behavior and towards purposeful, directed exploration, without any task-specific information. This is accomplished through modifying the policy objective function to include additional terms: in chapter 3, we will look at adding an intrinsic reward function based on surprise, and in chapter 4, we will look at an objective function meant to distinguish between different behaviors.

Safe Exploration. The safe exploration problem arises naturally from the trial and error nature of RL: sometimes agents will try actions that lead to unacceptable errors. To make it tractable, we will formalize it through constrained Markov Decision Processes (CMDPs), where environments have auxiliary cost functions in addition to the reward function, and agents try to maximize the reward subject to constraints on the costs. We will elaborate on this framework and the basis for preferring it in chapter 5.

In chapter 6, we will develop an algorithm called Constrained Policy Optimization (CPO) that approximately enforces constraints at each policy update in order to achieve safe exploration. In chapter 7, we develop benchmark environments that help us find the limits of CPO and enable further research on algorithms. In chapter 8, we start from the max-min problem equivalent to the constrained problem, and develop a new technique for updating that improves the robustness of constraint satisfaction throughout training.
2.5 Spinning Up in Deep Reinforcement Learning

The introduction to deep reinforcement learning we have given in this chapter is cursory, omitting rich material on sub-fields, algorithmic developments, and the kind of hands-on knowledge that a practitioner needs in order to be productive. For this, we refer the interested reader to an educational resource created during the course of work in this thesis: “Spinning Up in Deep Reinforcement Learning” [Achiam, 2018]. “Spinning Up” consists of several core components:

- A short introduction to RL terminology, kinds of algorithms, and basic theory.
- An essay about how to grow into an RL research role.
- A curated list of important papers organized by topic.
- A well-documented code repository of short, standalone implementations of: Vanilla Policy Gradient (VPG) [Duan et al., 2016], Trust Region Policy Optimization (TRPO) [Schulman et al., 2015], Proximal Policy Optimization (PPO) [Schulman et al., 2017], Deep Deterministic Policy Gradient (DDPG) [Lillicrap et al., 2016], Twin Delayed DDPG (TD3) [Fujimoto et al., 2018], and Soft Actor-Critic (SAC) [Haarnoja et al., 2018a]. Algorithms are implemented in Tensorflow (v1) [Abadi et al., 2016] and in PyTorch [Paszke et al., 2019].
- Code implementation exercises to serve as warm-ups.

“Spinning Up” is located at https://spinningup.openai.com/en/latest/, and the source code is available at https://github.com/openai/spinningup. At the time of publication of this thesis, “Spinning Up” has more than 5500 stars on Github and more than 1200 forks.

We include a reproduction of the essay on growing as an RL researcher in Appendix A.1.
Part I

Intrinsically-Motivated Exploration
Chapter 3

Surprise-Based Intrinsic Motivation

Exploration in complex domains is a key challenge in reinforcement learning, especially for tasks with very sparse rewards. Recent successes in deep reinforcement learning have been achieved mostly using simple heuristic exploration strategies such as $\epsilon$-greedy action selection or Gaussian control noise, but there are many tasks where these methods are insufficient to make any learning progress. Here, we consider more complex heuristics: efficient and scalable exploration strategies that maximize a notion of an agent’s surprise about its experiences via intrinsic motivation. We propose to learn a model of the MDP transition probabilities concurrently with the policy, and to form intrinsic rewards that approximate the KL-divergence of the true transition probabilities from the learned model. One of our approximations results in using surprisal as intrinsic motivation, while the other gives the $k$-step learning progress. We show that our incentives enable agents to succeed in a wide range of environments with high-dimensional state spaces and very sparse rewards, including continuous control tasks and games in the Atari RAM domain, outperforming several other heuristic exploration techniques.

3.1 Introduction

A model-free reinforcement learning agent uses experiences obtained from interacting with an initially-unknown environment to learn a behavior that maximizes a reward signal. The optimality of the learned behavior is strongly dependent on how the agent approaches the exploration/exploitation trade-off. If it explores poorly or too little, it may never find rewards it can learn from and its behavior will never improve. If it does find rewards but exploits them too intensely, it may prematurely converge to suboptimal behaviors. The problem of optimal exploration may be framed as seeking exploration strategies that result in the fastest possible convergence to optimal behavior, avoiding both of these pitfalls. For environments with finite state and action spaces, this problem is largely addressed by algorithms that have theoretical performance guarantees, like R-Max [Brafman and Tennenholtz, 2002]. However, for continuous or high-dimensional environments—the regime where deep reinforcement
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learning methods are needed—these theoretically-justified algorithms admit no obvious
generalization or are prohibitively impractical to implement.

The default approach to exploration in deep reinforcement learning is to inject noise during
action selection, increasing the diversity of trajectories seen by the agent. For algorithms
based on Q-learning in discrete-action environments, like Deep Q-Networks (DQN) [Mnih et al., 2015], this is done by “ε-greedy” action selection: the action that maximizes the current
$Q^*$-approximator is taken with probability $1 - \epsilon$, otherwise a random action is taken. For
policy optimization algorithms, actions are sampled from the current stochastic policy; in
continuous control environments, this usually means sampling Gaussian noise to add to a
deterministic base policy. These noise-based exploration strategies tend to be sufficient when
the environment provides dense rewards for the task—that is, when rewards are nonzero
at most time steps—though they are inadequate when rewards are sparse. For example,
DQN with ε-greedy exploration achieves superhuman performance on many Atari games with
dense rewards. However, on games with sparse rewards, like Montezuma’s Revenge, DQN
and its variants fail to achieve scores even at the level of a novice human due to inadequate
exploration [van Hasselt et al., 2016, Wang et al., 2016, Mnih et al., 2016, Nair et al., 2015].
Similarly, Duan et al. [2016] found that exploration through Gaussian control noise enabled
policy optimization algorithms to succeed on simulated robotics tasks with dense rewards
(like rewards proportional to the forward velocity of the robot). Yet, in tasks with sparse
rewards—where the agent would only see nonzero rewards after first figuring out complex
motion primitives—exploration via Gaussian control noise was inadequate, and none of the
tested policy optimization algorithms could attain scores better than random agents.

One approach to encourage better exploration in sparse reward settings is via intrinsic
motivation, where an agent has a task-independent intrinsic reward function which it seeks to
maximize in addition to the reward from the environment. Examples of intrinsic motivation
include empowerment, which measures the level of control the agent has over its future;
surprise, where the agent is excited to see outcomes that run contrary to its understanding
of the world; and novelty, where the agent is excited to see new states (which is tightly
connected to surprise, as shown by Bellemare et al. [2016]). For in-depth reviews of the
different types of intrinsic motivation, we direct the reader to Barto et al. [2013] and Oudeyer
and Kaplan [2008].

Recently, several applications of intrinsic motivation to the deep reinforcement learning setting
(such as Bellemare et al. [2016], Houthooft et al. [2016], Stadie et al. [2015]) have found
promising success. In this work, we build on that success by exploring scalable measures of
surprise for intrinsic motivation in deep reinforcement learning. We formulate surprise as
the KL-divergence of the true transition probability distribution from a transition model
which is learned concurrently with the policy, and consider two approximations to this
divergence which are easy to compute in practice. One of these approximations results in
using the surprisal of a transition as an intrinsic reward; the other results in using a measure
of learning progress which is closer to a Bayesian concept of surprise. Our contributions are
as follows:

1. we investigate surprisal and learning progress as intrinsic rewards across a wide range of
   environments in the deep reinforcement learning setting, and demonstrate empirically
that the incentives (especially surprisal) result in efficient exploration,

2. we evaluate the difficulty of the slate of sparse reward continuous control tasks introduced by Houthooft et al. [2016] to benchmark exploration incentives, and introduce a new task to complement the slate,

3. and we present an efficient method for learning the dynamics model (transition probabilities) concurrently with a policy.

We distinguish our work from prior work in a number of implementation details: unlike Bellemare et al. [2016], we learn a transition model as opposed to a state-action occupancy density; unlike Stadie et al. [2015], our formulation naturally encompasses environments with stochastic dynamics; unlike Houthooft et al. [2016], we avoid the overhead of maintaining a distribution over possible dynamics models, and learn a single deep dynamics model.

In our empirical evaluations, we compare the performance of our proposed intrinsic rewards with other heuristic intrinsic reward schemes and to recent results from the literature. In particular, we compare to Variational Information Maximizing Exploration (VIME) [Houthooft et al., 2016], a method which approximately maximizes Bayesian surprise and outperforms standard baselines on continuous control with sparse rewards. We show that our incentives can perform on the level of VIME at a lower computational cost.

3.2 Surprise Incentives

To train an agent with surprise-based exploration, we alternate between making an update step to a dynamics model (an approximator of the MDP’s transition probability function), and making a policy update step that maximizes a trade-off between policy performance and a surprise measure.

The dynamics model step makes progress on the optimization problem

$$\min_{\phi} -\frac{1}{|D|} \sum_{(s,a,s') \in D} \log P_\phi(s'|s,a) + \alpha f(\phi),$$

(3.1)

where $D$ is a dataset of transition tuples from the environment, $P_\phi$ is the model we are learning, $f$ is a regularization function, and $\alpha > 0$ is a regularization trade-off coefficient.

The policy update step makes progress on an approximation to the optimization problem

$$\max_{\pi} J(\pi) + \eta \sum_{s,a \sim \pi} D_{KL}(P||P_\phi)[s,a],$$

(3.2)

where $\eta > 0$ is an explore-exploit trade-off coefficient, and $J(\pi)$ is the policy performance objective (in this chapter, the finite horizon undiscounted return). The exploration incentive in (3.2), which we select to be the on-policy average KL-divergence of $P_\phi$ from $P$, is intended to capture the agent’s surprise about its experience. The dynamics model $P_\phi$ should only be close to $P$ on regions of the transition state space that the agent has already visited (because those transitions will appear in $D$ and thus the model will be fit to them), and as a result,
the KL divergence of $P_\phi$ and $P$ will be higher in unfamiliar places. Essentially, this exploits the generalization in the model to encourage the agent to go where it has not gone before. The surprise incentive in (3.2) gives the net effect of performing a reward shaping of the form

$$r'(s, a, s') = r(s, a, s') + \eta (\log P(s'|s, a) - \log P_\phi(s'|s, a)),$$

where $r(s, a, s')$ is the original reward and $r'(s, a, s')$ is the transformed reward, so ideally we could solve (3.2) by applying any reinforcement learning algorithm with these reshaped rewards. In practice, we cannot directly implement this reward reshaping because $P$ is unknown. Instead, we consider two ways of finding an approximate solution to (3.2).

In one method, we approximate the KL-divergence by the cross-entropy, which is reasonable when $H(P)$ is finite (and small) and $P_\phi$ is sufficiently far from $P^1$; that is, denoting the cross-entropy by $H(P, P_\phi)[s, a] \doteq E_{s' \sim P_\phi(s, a)}[-\log P_\phi(s'|s, a)]$, we assume

$$D_{KL}(P||P_\phi)[s, a] = H(P, P_\phi)[s, a] - H(P)[s, a] \approx H(P, P_\phi)[s, a]. \tag{3.4}$$

This approximation results in a reward shaping of the form

$$r'(s, a, s') = r(s, a, s') - \eta \log P_\phi(s'|s, a); \tag{3.5}$$

here, the intrinsic reward is the surprisal of $s'$ given the model $P_\phi$ and the context $(s, a)$.

In the other method, we maximize a lower bound on the objective in (3.2) by lower bounding the surprise term:

$$D_{KL}(P||P_\phi)[s, a] = D_{KL}(P||P_{\phi'})[s, a] + E_{s' \sim P} \left[ \log \frac{P_{\phi'}(s'|s, a)}{P_\phi(s'|s, a)} \right] \geq E_{s' \sim P} \left[ \log \frac{P_{\phi'}(s'|s, a)}{P_\phi(s'|s, a)} \right]. \tag{3.6}$$

The bound (3.6) results in a reward shaping of the form

$$r'(s, a, s') = r(s, a, s') + \eta \left( \log P_{\phi'}(s'|s, a) - \log P_\phi(s'|s, a) \right), \tag{3.7}$$

which requires a choice of $\phi'$. From (3.6), we can see that the bound becomes tighter by minimizing $D_{KL}(P||P_{\phi'})$. As a result, we choose $\phi'$ to be the parameters of the dynamics model after $k$ updates based on (3.1), and $\phi$ to be the parameters from before the updates. Thus, at iteration $t$, the reshaped rewards are

$$r'(s, a, s') = r(s, a, s') + \eta \left( \log P_{\phi_t}(s'|s, a) - \log P_{\phi_{t-k}}(s'|s, a) \right); \tag{3.8}$$

here, the intrinsic reward is the $k$-step learning progress at $(s, a, s')$. It also bears a resemblance to Bayesian surprise; we expand on this similarity in the next section.

In our experiments, we investigate both the surprisal bonus (3.5) and the $k$-step learning progress bonus (3.8) (with varying values of $k$).

---

1 On the other hand, if $H(P)[s, a]$ is non-finite everywhere—for instance if the MDP has continuous states and deterministic transitions—then as long as it has the same sign everywhere, $E_{s, a \sim \pi}[H(P)[s, a]]$ is a constant with respect to $\pi$ and we can drop it from the optimization problem anyway.
3.2.1 Discussion

Ideally, we would like the intrinsic rewards to vanish in the limit as $P_\phi \rightarrow P$, because in this case, the agent should have sufficiently explored the state space, and should primarily learn from extrinsic rewards. For the proposed intrinsic reward in (3.5), this is not the case, and it may result in poor performance in that limit. The thinking goes that when $P_\phi = P$, the agent will be incentivized to seek out states with the noisiest transitions. However, we argue that this may not be an issue, because the intrinsic motivation seems mostly useful long before the dynamics model is fully learned. As long as the agent is able to find the extrinsic rewards before the intrinsic reward is just the entropy in $P_{\phi_t}$, the pathological noise-seeking behavior should not happen. On the other hand, the intrinsic reward in (3.8) should not suffer from this pathology, because in the limit, as the dynamics model converges, we should have $P_{\phi_t} \approx P_{\phi_{t-k}}$. Then the intrinsic reward will vanish as desired.

Next, we relate (3.8) to Bayesian surprise. The Bayesian surprise associated with a transition is the reduction in uncertainty over possibly dynamics models from observing it [Barto et al., 2013, Itti and Baldi, 2009]:

$$D_{KL}(P(\phi|h_t, a_t, s_{t+1}) || P(\phi|h_t)).$$

Here, $P(\phi|h_t)$ is meant to represent a distribution over possible dynamics models parametrized by $\phi$ given the preceding history of observed states and actions $h_t$ (so $h_t$ includes $s_t$), and $P(\phi|h_t, a_t, s_{t+1})$ is the posterior distribution over dynamics models after observing $(a_t, s_{t+1})$. By Bayes’ rule, the dynamics prior and posterior are related to the model-based transition probabilities by

$$P(\phi|h_t, a_t, s_{t+1}) = \frac{P(\phi|h_t)P(s_{t+1}|h_t, a_t, \phi)}{E_{\phi \sim P_t} [P(s_{t+1}|h_t, a_t, \phi)]},$$

so the Bayesian surprise can be expressed as

$$E_{\phi \sim P_{t+1}} [\log P(s_{t+1}|h_t, a_t, \phi)] - \log E_{\phi \sim P_t} [P(s_{t+1}|h_t, a_t, \phi)],$$

(3.9)

where $P_{t+1} = P(\cdot|h_t, a_t, s_{t+1})$ is the posterior and $P_t = P(\cdot|h_t)$ is the prior. In this form, the resemblance between (3.9) and (3.8) is clarified. Although the update from $\phi_{t-k}$ to $\phi_t$ is not Bayesian—and is performed in batch, instead of per transition sample—we speculate (3.8) might contain similar information to (3.9).

3.2.2 Implementation Details

Our implementation uses $L_2$ regularization in the dynamics model fitting, and we impose an additional constraint to keep model iterates close in the KL-divergence sense. Denoting the average divergence as

$$D_{KL}(P_{\phi'} || P_\phi) = \frac{1}{|D|} \sum_{(s,a) \in D} D_{KL}(P_{\phi'} || P_\phi)[s,a],$$

(3.10)
our dynamics model update is
\[
\phi_{i+1} = \arg\min_{\phi} \frac{1}{|D|} \sum_{(s,a,s') \in D} \log P_\phi(s'|s,a) + \alpha \|\phi\|_2^2 : \bar{D}_{KL}(P_\phi || P_{\phi_i}) \leq \kappa. \tag{3.11}
\]

The constraint value \(\kappa\) is a hyper-parameter of the algorithm. We solve this optimization problem approximately using a single second-order step with a line search, as described by Schulman et al. [2015]; full details are given in supplementary material. \(D\) is a FIFO replay memory, and at each iteration, instead of using the entirety of \(D\) for the update step we sub-sample a batch \(d \subset D\). Also, similarly to Houthooft et al. [2016], we adjust the bonus coefficient \(\eta\) at each iteration, to keep the average bonus magnitude upper-bounded (and usually fixed). Let \(\eta_0\) denote the desired average bonus, and \(r_+(s,a,s')\) denote the intrinsic reward; then, at each iteration, we set
\[
\eta = \frac{\eta_0}{\max \left( 1, \frac{1}{|B|} \left| \sum_{(s,a,s') \in B} r_+(s,a,s') \right| \right)},
\]
where \(B\) is the batch of data used for the policy update step. This normalization improves the stability of the algorithm by keeping the scale of the bonuses fixed with respect to the scale of the extrinsic rewards. Also, in environments where the agent can die, we avoid the possibility of the intrinsic rewards becoming a living cost by translating all bonuses so that the mean is nonnegative. The basic outline of the algorithm is given as Algorithm 2. In all experiments, we use fully-factored Gaussian distributions for the dynamics models, where the means and variances are the outputs of neural networks.

Algorithm 2 Reinforcement Learning with Surprise Incentive

**Input:** Initial policy \(\pi_0\), dynamics model \(P_{\phi_0}\)

repeat

- collect rollouts on current policy \(\pi_i\)
- add rollout \((s,a,s')\) tuples to replay memory \(D\)
- compute reshaped rewards using (3.5) or (3.8) with dynamics model \(P_{\phi_i}\)
- normalize \(\eta\) by the average intrinsic reward of the current batch of data
- update policy to \(\pi_{i+1}\) using any RL algorithm with the reshaped rewards
- update the dynamics model to \(P_{\phi_{i+1}}\) according to (3.11)

until training is completed

### 3.3 Experiments

We evaluate our proposed surprise incentives on a wide range of benchmarks that are challenging for naive exploration methods, including continuous control and discrete control tasks. Our continuous control tasks include the slate of sparse reward tasks introduced by Houthooft et al. [2016]: sparse MountainCar, sparse CartPoleSwingup, and sparse HalfCheetah, as well as a new sparse reward task that we introduce here: sparse Swimmer. (We refer to these
environments with the prefix ‘sparse’ to differentiate them from other versions which appear in the literature, where agents receive non-sparse reward signals.) Additionally, we evaluate performance on a highly-challenging hierarchical sparse reward task introduced by Duan et al. [2016], SwimmerGather. The discrete action tasks are several games from the Atari RAM domain of the OpenAI Gym [Brockman et al., 2016]: Pong, BankHeist, Freeway, and Venture.

Environments with deterministic and stochastic dynamics are represented in our benchmarks: the continuous control domains have deterministic dynamics, while the Gym Atari RAM games have stochastic dynamics. (In the Atari games, actions are repeated for a random number of frames.)

We use Trust Region Policy Optimization (TRPO) [Schulman et al., 2015], a natural policy gradient method, as our base reinforcement learning algorithm throughout our experiments, and we use the rllab implementations of TRPO and the continuous control tasks [Duan et al., 2016]. Full details for the experimental set-up are included in sections after the conclusion.

On all tasks, we compare against TRPO without intrinsic rewards, which we refer to as using naive exploration (in contrast to intrinsically motivated exploration). For the continuous control tasks, we also compare against intrinsic motivation using the $L_2$ model prediction error,

$$r_+(s, a, s') = \|s' - \mu_\phi(s, a)\|_2, \quad (3.12)$$

where $\mu_\phi$ is the mean of the learned Gaussian distribution $P_\phi$. The model prediction error was investigated as intrinsic motivation for deep reinforcement learning by Stadie et al. [2015], although they used a different method for learning the model $\mu_\phi$. This comparison helps us verify whether or not our proposed form of surprise, as a KL-divergence from the true dynamics model, is useful. Additionally, we compare our performance against the performance reported by Houthooft et al. [2016] for Variational Information Maximizing Exploration (VIME), a strong baseline method where the intrinsic reward associated with a transition approximates its Bayesian surprise using variational methods.

As a final check for the continuous control tasks, we benchmark the tasks themselves, by measuring the performance of the surprisal bonus without any dynamics learning: $r_+(s, a, s') = -\log P_{\phi_0}(s'|s, a)$, where $\phi_0$ are the original random parameters of $P_\phi$. This allows us to verify whether our benchmark tasks actually require surprise to solve at all, or if random exploration strategies successfully solve them.

### 3.3.1 Continuous Control Results

Median performance curves are shown in Figure 3.1 with interquartile ranges shown in shaded areas. Note that TRPO without intrinsic motivation failed on all tasks: the median score and upper quartile range for naive exploration were zero everywhere. Also note that TRPO with random exploration bonuses failed on most tasks, as shown separately in Figure 3.2.
Figure 3.1: Median performance for the continuous control tasks over 10 runs with a fixed set of seeds, with interquartile ranges shown in shaded areas. The $x$-axis is iterations of training; the $y$-axis is average undiscounted return. AKL-$k$ refers to learning progress (3.8), NLL to surprisal (3.5), and PRED to (3.12). For the first four tasks, $\eta_0 = 0.001$; for SwimmerGather, $\eta_0 = 0.0001$. Results for VIME are from Houthooft et al. [2016], reproduced here with permission. We note that the performance curve for VIME in the SwimmerGather environment represents only 2 random seeds, not 10.

We found that surprise was not needed to solve MountainCar, but was necessary to perform well on the other tasks.

The surprisal bonus was especially robust across tasks, achieving good results in all domains and substantially exceeding the other baselines on the more challenging ones. The learning progress bonus for $k = 1$ was successful on CartpoleSwingup and HalfCheetah but it faltered in the others. Its weak performance in MountainCar was due to premature convergence of the dynamics model, which resulted in the agent receiving intrinsic rewards that were identically zero. (Given the simplicity of the environment, it is not surprising that the dynamics model converged so quickly.) In Swimmer, however, it seems that the learning progress bonuses did not inspire sufficient exploration. Because the Swimmer environment is effectively a stepping stone to the harder SwimmerGather, where the agent has to learn a motion primitive and collect target pellets, on SwimmerGather, we only evaluated the intrinsic rewards that had been successful on Swimmer.

Both surprisal and learning progress (with $k = 1$) exceeded the reported performance of VIME on HalfCheetah by learning to solve the task more quickly. On CartpoleSwingup, however, both were more susceptible to getting stuck in locally optimal policies, resulting in lower median scores than VIME. Surprisal performed comparably to VIME on SwimmerGather, the hardest task in the slate—in the sense that after 1000 iterations, they both reached approximately the same median score—although with greater variance than VIME.
Our results suggest that surprisal is a viable alternative to VIME in terms of performance, and is highly favorable in terms of computational cost. In VIME, a backwards pass through the dynamics model must be computed for every transition tuple separately to compute the intrinsic rewards, whereas our surprisal bonus only requires forward passes through the dynamics model for intrinsic reward computation. (Limitations of current deep learning tool kits make it difficult to efficiently compute separate backwards passes, whereas almost all of them support highly parallel forward computations.) Furthermore, our dynamics model is substantially simpler than the Bayesian neural network dynamics model of VIME. To illustrate this point, in Figure 3.3 we show the results of a speed comparison making use of the open-source VIME code [Houthooft, 2016], with the settings described in the VIME paper. In our speed test, our bonus had a per-iteration speedup of a factor of 3 over VIME.\textsuperscript{2} We give a full analysis of the potential speedup in Section 3.8.

### 3.3.2 Atari RAM Domain Results

Median performance curves are shown in Figure 3.4, with tasks arranged from (a) to (d) roughly in order of increasing difficulty.

In Pong, naive exploration naturally succeeds, so we are not surprised to see that intrinsic motivation does not improve performance. However, this serves as a sanity check to verify that our intrinsic rewards do not degrade performance. (As an aside, we note that the performance here falls short of the standard score of 20 for this domain because we truncate play at 5000 timesteps.)

In BankHeist, we find that intrinsic motivation accelerates the learning significantly. The agents with surprisal incentives reached high levels of performance (scores > 1000) 10% faster.

\textsuperscript{2}We compute this by comparing the marginal time cost incurred just by the bonus in each case: that is, if $T_{vime}$, $T_{surprisal}$, and $T_{nobonus}$ denote the times to 15 iterations, we obtain the speedup as

$$\frac{T_{vime} - T_{nobonus}}{T_{surprisal} - T_{nobonus}}.$$
Figure 3.3: Speed test: comparing the performance of VIME against our proposed intrinsic reward schemes, average compute time over 5 random runs. Tests were run on a Thinkpad T440p with four physical Intel i7-4700MQ cores, in the sparse HalfCheetah environment. VIME’s greater initialization time, which is primarily spent in computation graph compilation, reflects the complexity of the Bayesian neural network model.

<table>
<thead>
<tr>
<th></th>
<th>VIME</th>
<th>Surprisal</th>
<th>No Bonus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Initialization Time</td>
<td>3 min, 52 s</td>
<td>0 min, 30 s</td>
<td>0 min, 13 s</td>
</tr>
<tr>
<td>Avg. Time to 15 Iterations</td>
<td>6 min, 21 s</td>
<td>3 min, 23 s</td>
<td>1 min, 51 s</td>
</tr>
</tbody>
</table>

Figure 3.4: Median performance for the Atari RAM tasks over 10 runs with a fixed set of seeds, with interquartile ranges shown in shaded areas. The $x$-axis is iterations of training; the $y$-axis is average undiscounted return. AKL-$k$ refers to learning progress (3.8), and NLL to surprisal (3.5).
sooner than naive exploration, while agents with learning progress incentives reached high levels almost 20% sooner.

In Freeway, the median performance for TRPO without intrinsic motivation was adequate, but the lower quartile range was quite poor—only 6 out of 10 runs ever found rewards. With the learning progress incentives, 8 out of 10 runs found rewards; with the surprisal incentive, all 10 did. Freeway is a game with very sparse rewards, where the agent effectively has to cross a long hallway before it can score a point, so naive exploration tends to exhibit random walk behavior and only rarely reaches the reward state. The intrinsic motivation helps the agent explore more purposefully.

In Venture, we obtain our strongest results in the Atari domain. Venture is extremely difficult because the agent has to navigate a large map to find very sparse rewards, and the agent can be killed by enemies interspersed throughout. We found that our intrinsic rewards were able to substantially improve performance over naive exploration in this challenging environment. Here, the best performance was again obtained by the surprisal incentive, which usually inspired the agent to reach scores greater than 500.

3.3.3 Comparing Incentives

Among our proposed incentives, we found that surprisal worked the best overall, achieving the most consistent performance across tasks. The learning progress-based incentives worked well on some domains, but generally not as well as surprisal. Interestingly, learning progress with \( k = 10 \) performed much worse on the continuous control tasks than with \( k = 1 \), but we observed virtually no difference in their performance on the Atari games; it is unclear why this should be the case.

Surprisal strongly outperformed the \( L_2 \) error based incentive on the harder continuous control tasks, learning to solve them more quickly and without forgetting. Because we used fully-factored Gaussians for all of our dynamics models, the surprisal had the form

\[
- \log P_\phi(s' | s, a) = \sum_{i=1}^{n} \left( \frac{(s'_i - \mu_{\phi,i}(s, a))^2}{2\sigma_{\phi,i}^2(s, a)} + \log \sigma_{\phi,i}(s, a) \right) + \frac{k}{2} \log 2\pi,
\]

which essentially includes the \( L_2 \)-squared error norm as a sub-expression. The relative difference in performance suggests that the variance terms confer additional useful information about the novelty of a state-action pair.

3.4 Related Work

Substantial theoretical work has been done on optimal exploration in finite MDPs, resulting in algorithms such as \( E^3 \) [Kearns and Singh, 1998], R-max [Brafman and Tennenholtz, 2002], and UCRL [Jaksch et al., 2010], which scale polynomially with MDP size. However, these works do not permit obvious generalizations to MDPs with continuous state and action
spaces. C-PACE [Pazis and Parr, 2013] provides a theoretical foundation for PAC-optimal exploration in MDPs with continuous state spaces, but it requires a metric on state spaces. Lopes et al. [2012] investigated exploration driven by learning progress and proved theoretical guarantees for their approach in the finite MDP case, but they did not address the question of scaling their approach to continuous or high-dimensional MDPs. Also, although they formulated learning progress in the same way as (3.8), they formed intrinsic rewards differently. Conceptually and mathematically, our work is closest to prior work on curiosity and surprise [Itti and Baldi, 2009, Schmidhuber, 1991, Storck et al., 1995, Sun et al., 2011], although these works focus mainly on small finite MDPs.

Recently, several intrinsic motivation strategies that deal specifically with deep reinforcement learning have been proposed. Stadie et al. [2015] learn deterministic dynamics models by minimizing Euclidean loss—whereas in our work, we learn stochastic dynamics with cross entropy loss—and use $L_2$ prediction errors for intrinsic motivation. Houthooft et al. [2016] train Bayesian neural networks to approximate posterior distributions over dynamics models given observed data, by maximizing a variational lower bound; they then use second-order approximations of the Bayesian surprise as intrinsic motivation. Bellemare et al. [2016] derived pseudo-counts from CTS density models over states and used those to form intrinsic rewards, notably resulting in dramatic performance improvement on Montezuma’s Revenge, one of the hardest games in the Atari domain. Mohamed and Rezende [2015] developed a scalable method of approximating empowerment, the mutual information between an agent’s actions and the future state of the environment, using variational methods. Oh et al. [2015] estimated state visit frequency using Gaussian kernels to compare against a replay memory, and used these estimates for directed exploration.

### 3.5 Conclusions

In this work, we formulated surprise for intrinsic motivation as the KL-divergence of the true transition probabilities from learned model probabilities, and derived two approximations—surprisal and $k$-step learning progress—that are scalable, computationally inexpensive, and suitable for application to high-dimensional and continuous control tasks. We showed that empirically, motivation by surprisal and 1-step learning progress resulted in efficient exploration on several hard deep reinforcement learning benchmarks. In particular, we found that surprisal was a robust and effective intrinsic motivator, outperforming other heuristics on a wide range of tasks, and competitive with the current state-of-the-art for intrinsic motivation in continuous control.

### 3.6 Single Step Second-Order Optimization

In our experiments, we approximately solve several optimization problems by using a single second-order step with a line search. This section will describe the exact methodology, which was originally given by Schulman et al. [2015].
We consider the optimization problem

\[ p^* = \max_\theta L(\theta) : D(\theta) \leq \delta, \]  

where \( \theta \in \mathbb{R}^n \), and for some \( \theta_{old} \) we have \( D(\theta_{old}) = 0 \), \( \nabla_\theta D(\theta_{old}) = 0 \), and \( \nabla^2_\theta D(\theta_{old}) \succeq 0 \); also, \( \forall \theta, D(\theta) \geq 0 \).

We suppose that \( \delta \) is small, so the optimal point will be close to \( \theta_{old} \). We also suppose that the curvature of the constraint is much greater than the curvature of the objective. As a result, we feel justified in approximating the objective to linear order and the constraint to quadratic order:

\[ \begin{align*}
L(\theta) &\approx L(\theta_{old}) + g^T(\theta - \theta_{old}) & g &\doteq \nabla_\theta L(\theta_{old}), \\
D(\theta) &\approx \frac{1}{2}(\theta - \theta_{old})^T A(\theta - \theta_{old}) & A &\doteq \nabla^2_\theta D(\theta_{old}).
\end{align*} \]

We now consider the approximate optimization problem,

\[ p^* \approx \max_\theta g^T(\theta - \theta_{old}) : \frac{1}{2}(\theta - \theta_{old})^T A(\theta - \theta_{old}) \leq \delta. \]

This optimization problem is convex as long as \( A \succeq 0 \), which is an assumption that we make. (If this assumption seems to be empirically invalid, then we repair the issue by using the substitution \( A \rightarrow A + \epsilon I \), where \( I \) is the identity matrix, and \( \epsilon > 0 \) is a small constant chosen so that we usually have \( A + \epsilon I \succeq 0 \).) This problem can be solved analytically by applying methods of duality, and its optimal point is

\[ \theta^* = \theta_{old} + \sqrt{\frac{2\delta}{g^T A^{-1} g}} A^{-1} g. \]  

(3.14)

It is possible that the parameter update step given by (3.14) may not exactly solve the original optimization problem (3.13)—in fact, it may not even satisfy the constraint—so we perform a line search between \( \theta_{old} \) and \( \theta^* \). Our update with the line search included is given by

\[ \theta = \theta_{old} + s^k \sqrt{\frac{2\delta}{g^T A^{-1} g}} A^{-1} g, \]  

where \( s \in (0, 1) \) is a backtracking coefficient, and \( k \) is the smallest integer for which \( L(\theta) \geq L(\theta_{old}) \) and \( D(\theta) \leq \delta \). We select \( k \) by checking each of \( k = 1, 2, \ldots, K \), where \( K \) is the maximum number of backtracks. If there is no value of \( k \) in that range which satisfies the conditions, no update is performed.

Because the optimization problems we solve with this method tend to involve thousands of parameters, inverting \( A \) is prohibitively computationally expensive. Thus in the implementation of this algorithm that we use, the search direction \( x = A^{-1} g \) is found by using the conjugate gradient method to solve \( Ax = g \); this avoids the need to invert \( A \).
When $A$ and $g$ are sample averages meant to stand in for expectations, we employ an additional trick to reduce the total number of computations necessary to solve $Ax = g$. The computation of $A$ is more expensive than $g$, and so we use a smaller fraction of the population to estimate it quickly. Concretely, suppose that the original optimization problem’s objective is $E_{z \sim P}[L(\theta, z)]$, and the constraint is $E_{z \sim P}[D(\theta, z)] \leq \delta$, where $z$ is some random variable and $P$ is its distribution; furthermore, suppose that we have a dataset of samples $D = \{z_i\}_{i=1,\ldots,N}$ drawn on $P$, and we form an approximate optimization problem using these samples. Defining $g(z) = \nabla_{\theta} L(\theta_{old}, z)$ and $A(z) = \nabla_{\theta}^2 D(\theta_{old}, z)$, we would need to solve

$$\left( \frac{1}{|D|} \sum_{z \in D} A(z) \right) x = \frac{1}{|D|} \sum_{z \in D} g(z)$$

to obtain the search direction $x$. However, because the computation of the average Hessian is expensive, we sub-sample a batch $b \subset D$ to form it. As long as $b$ is a large enough set, then the approximation

$$\frac{1}{|b|} \sum_{z \in b} A(z) \approx \frac{1}{|D|} \sum_{z \in D} A(z) \approx E_{z \sim P}[A(z)]$$

is good, and the search direction we obtain by solving

$$\left( \frac{1}{|b|} \sum_{z \in b} A(z) \right) x = \frac{1}{|D|} \sum_{z \in D} g(z)$$

is reasonable. The sub-sample ratio $|b|/|D|$ is a hyperparameter of the algorithm.

### 3.7 Experiment Details

#### 3.7.1 Environments

The environments have the following state and action spaces: for the sparse MountainCar environment, $S \subseteq \mathbb{R}^2, A \subseteq \mathbb{R}^1$; for the sparse CartpoleSwingup task, $S \subseteq \mathbb{R}^4, A \subseteq \mathbb{R}^1$; for the sparse HalfCheetah task, $S \subseteq \mathbb{R}^{20}, A \subseteq \mathbb{R}^6$; for the sparse Swimmer task, $S \subseteq \mathbb{R}^{13}, A \subseteq \mathbb{R}^2$; for the SwimmerGather task, $S \subseteq \mathbb{R}^{33}, A \subseteq \mathbb{R}^2$; for the Atari RAM domain, $S \subseteq \mathbb{R}^{128}, A \subseteq \{1,\ldots,18\}$.

For the sparse MountainCar task, the agent receives a reward of 1 only when it escapes the valley. For the sparse CartpoleSwingup task, the agent receives a reward of 1 only when $\cos(\beta) > 0.8$, with $\beta$ the pole angle. For the sparse HalfCheetah task, the agent receives a reward of 1 when $x_{body} \geq 5$. For the sparse Swimmer task, the agent receives a reward of $1 + |v_{body}|$ when $|x_{body}| \geq 2$.

Atari RAM states, by default, take on values from 0 to 256 in integer intervals. We use a simple preprocessing step to map them onto values in $(-1/3, 1/3)$. Let $x$ denote the raw RAM state, and $s$ the preprocessed RAM state:

$$s = \frac{1}{3} \left( \frac{x}{128} - 1 \right).$$
3.7.2 Policy and Value Functions

For all continuous control tasks we used fully-factored Gaussian policies, where the means of
the action distributions were the outputs of neural networks, and the variances were separate
trainable parameters. For the sparse MountainCar and sparse CartpoleSwingup tasks, the
policy mean networks had a single hidden layer of 32 units. For sparse HalfCheetah, sparse
Swimmer, and SwimmerGather, the policy mean networks were of size (64, 32). For the Atari
RAM tasks, we used categorical distributions over actions, produced by neural networks of
size (64, 32).

The value functions used for the sparse MountainCar and sparse CartpoleSwingup tasks
were neural networks with a single hidden layer of 32 units. For sparse HalfCheetah, sparse
Swimmer, and SwimmerGather, time-varying linear value functions were used, as described
by Duan et al. [2016]. For the Atari RAM tasks, the value functions were neural networks of
size (64, 32). The neural network value functions were learned via single second-order step
optimization; the linear baselines were obtained by least-squares fit at each iteration.

All neural networks were feed-forward, fully-connected networks with tanh activation units.

3.7.3 TRPO Hyperparameters

For all tasks, the MDP discount factor $\gamma$ was fixed to 0.995, and generalized advantage
estimators (GAE) [Schulman et al., 2016] were used, with the GAE $\lambda$ parameter fixed to
0.95.

In the table below, we show several other TRPO hyperparameters. Batch size refers to
steps of experience collected at each iteration. The sub-sample factor is for the second-order
optimization step, as detailed in Section 3.6.

<table>
<thead>
<tr>
<th>Environments</th>
<th>Batch Size</th>
<th>Sub-Sample</th>
<th>Max Rollout Length</th>
<th>$\delta_{KL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MountainCar, Cartpole Swingup</td>
<td>5000</td>
<td>1</td>
<td>500</td>
<td>0.01</td>
</tr>
<tr>
<td>HalfCheetah, Swimmer</td>
<td>5000</td>
<td>1</td>
<td>500</td>
<td>0.05</td>
</tr>
<tr>
<td>SwimmerGather</td>
<td>50,000</td>
<td>0.1</td>
<td>500</td>
<td>0.01</td>
</tr>
<tr>
<td>Pong</td>
<td>10,000</td>
<td>1</td>
<td>5000</td>
<td>0.01</td>
</tr>
<tr>
<td>Bankheist, Freeway</td>
<td>13,500</td>
<td>1</td>
<td>5000</td>
<td>0.01</td>
</tr>
<tr>
<td>Venture</td>
<td>50,000</td>
<td>0.2</td>
<td>7000</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 3.1: TRPO hyperparameters for our experiments.

3.7.4 Exploration Hyperparameters

For all tasks, fully-factored Gaussian distributions were used as dynamics models, where the
means and variances of the distributions were the outputs of neural networks.
For the sparse MountainCar and sparse CartpoleSwingup tasks, the means and variances were parametrized by single hidden layer neural networks with 32 units. For all other tasks, the means and variances were parametrized by neural networks with two hidden layers of size 64 units each. All networks used tanh activation functions.

For all continuous control tasks except SwimmerGather, we used replay memories of size 5,000,000, and a KL-divergence step size of $\kappa = 0.001$. For SwimmerGather, the replay memory was the same size, but we set the KL-divergence size to $\kappa = 0.005$. For the Atari RAM domain tasks, we used replay memories of size 1,000,000, and a KL-divergence step size of $\kappa = 0.01$.

For all tasks except SwimmerGather and Venture, 5000 time steps of experience were sampled from the replay memory at each iteration of dynamics model learning to take a stochastic step on (3.11), and a sub-sample factor of 1 was used in the second-order step optimizer. For SwimmerGather and Venture, 10,000 time steps of experience were sampled at each iteration, and a sub-sample factor of 0.5 was used in the optimizer.

For all continuous control tasks, the $L_2$ penalty coefficient was set to $\alpha = 1$. For the Atari RAM tasks except for Venture, it was set to $\alpha = 0.01$. For Venture, it was set to $\alpha = 0.1$.

For all continuous control tasks except SwimmerGather, $\eta_0 = 0.001$. For SwimmerGather, $\eta_0 = 0.0001$. For the Atari RAM tasks, $\eta_0 = 0.005$.

### 3.8 Analysis of Speedup Compared to VIME

In this section, we provide an analysis of the time cost incurred by using VIME or our bonuses, and derive the potential magnitude of speedup attained by our bonuses versus VIME.

At each iteration, bonuses based on learned dynamics models incur two primary costs:

- the time cost of fitting the dynamics model,
- and the time cost of computing the rewards.

We denote the dynamics fitting costs for VIME and our methods as $T_{\text{fit}}^{\text{vime}}$ and $T_{\text{fit}}^{\text{ours}}$. Although the Bayesian neural network dynamics model for VIME is more complex than our model, the fit times can work out to be similar depending on the choice of fitting algorithm. In our speed test, the fit times were nearly equivalent, but used different algorithms.

For the time cost of computing rewards, we first introduce the following quantities:

- $n$: the number of CPU threads available,
- $t_f$: time for a forward pass through the model,
- $t_b$: time for a backward pass through the model,
- $N$: batch size (number of samples per iteration),
- $k$: the number of forward passes that can be performed simultaneously.
For our method, the time cost of computing rewards is

\[ T^{\text{rew}}_{\text{ours}} = \frac{N t_f}{k n}. \]

For VIME, things are more complex. Each reward requires the computation of a gradient through its model, which necessitates a forward and a backward pass. Because gradient calculations cannot be efficiently parallelized by any deep learning toolkits currently available, each \((s, a, s')\) tuple requires its own forward/backward pass. As a result, the time cost of computing rewards for VIME is:

\[ T^{\text{rew}}_{\text{vime}} = \frac{N (t_f + t_b)}{n}. \]

The speedup of our method over VIME is therefore

\[ \frac{T^{\text{fit}}_{\text{vime}} + \frac{N (t_f + t_b)}{n}}{T^{\text{fit}}_{\text{ours}} + \frac{N t_f}{k n}}. \]

In the limit of large \(N\), and with the approximation that \(t_f \approx t_b\), the speedup is a factor of \(\sim 2k\).
Chapter 4

Variational Option Discovery

We explore methods for option discovery based on variational inference and make two algorithmic contributions. First: we highlight a tight connection between variational option discovery methods and variational autoencoders, and introduce Variational Autoencoding Learning of Options by Reinforcement (VALOR), a new method derived from the connection. In VALOR, the policy encodes contexts from a noise distribution into trajectories, and the decoder recovers the contexts from the complete trajectories. Second: we propose a curriculum learning approach where the number of contexts seen by the agent increases whenever the agent’s performance is strong enough (as measured by the decoder) on the current set of contexts. We show that this simple trick stabilizes training for VALOR and prior variational option discovery methods, allowing a single agent to learn many more modes of behavior than it could with a fixed context distribution. Finally, we investigate other topics related to variational option discovery, including fundamental limitations of the general approach and the applicability of learned options to downstream tasks.

4.1 Introduction

Humans are innately driven to explore new ways of interacting with their environments. This can accelerate the process of discovering skills for downstream tasks and can also be viewed as a primary objective in its own right. This drive serves as an inspiration for reward-free option discovery in reinforcement learning (based on the options framework of Sutton et al. [1999], Precup [2000]), where an agent tries to learn skills by interacting with its environment without trying to maximize cumulative reward for a particular task.

In this work, we explore variational option discovery, the space of methods for option discovery based on variational inference. We highlight a tight connection between prior work on variational option discovery and variational autoencoders (Kingma and Welling [2013]), and derive a new method based on the connection. In our analogy, a policy acts as an encoder, translating contexts from a noise distribution into trajectories; a decoder attempts to recover the contexts from the trajectories, and rewards the policies for making contexts
easy to distinguish. Contexts are random vectors which have no intrinsic meaning prior to training, but they become associated with trajectories as a result of training; each context vector thus corresponds to a distinct option. Therefore this approach learns a set of options which are as diverse as possible, in the sense of being as easy to distinguish from each other as possible. We show that Variational Intrinsic Control (VIC) (Gregor et al. [2016]) and the recently-proposed Diversity is All You Need (DIAYN) (Eysenbach et al. [2018b]) are specific instances of this template which decode from states instead of complete trajectories.

We make two main algorithmic contributions:

1. We introduce Variational Autoencoding Learning of Options by Reinforcement (VALOR), a new method which decodes from trajectories. The VALOR objective is designed to encourage learning dynamical modes instead of goal-attaining modes, e.g. ‘move in a circle’ instead of ‘go to X’.

2. We propose a curriculum learning approach where the number of contexts seen by the agent increases whenever the agent’s performance is strong enough (as measured by the decoder) on the current set of contexts.

We perform a comparison analysis of VALOR, VIC, and DIAYN with and without the curriculum trick, evaluating them in various robotics environments (point mass, cheetah, swimmer, ant).\(^1\) We show that, to the extent that our metrics can measure, all three of them perform similarly, except that VALOR can attain qualitatively different behavior because of its trajectory-centric approach, and DIAYN learns more quickly because of its denser reward signal. We show that our curriculum trick stabilizes and speeds up learning for all three methods, and can allow a single agent to learn up to hundreds of modes. Beyond our core comparison, we also explore applications of variational option discovery in two interesting spotlight environments: a simulated robot hand and a simulated humanoid. Variational option discovery finds naturalistic finger-flexing behaviors in the hand environment, but performs poorly on the humanoid, in the sense that it does not discover natural crawling or walking gaits. We consider this evidence that pure information-theoretic objectives can do a poor job of capturing human priors on useful behavior in complex environments. Lastly, we try a proof-of-concept for applicability to downstream tasks in a variant of ant-maze by using a (particularly good) pretrained VALOR policy as the lower level of a hierarchy. In this experiment, we find that the VALOR policy is more useful than a random network as a lower level, and equivalently as useful as learning a lower level from scratch in the environment.

### 4.2 Related Work

**Option Discovery:** Substantial prior work exists on option discovery (Sutton et al. [1999], Precup [2000]); here we will restrict our attention to relevant recent work in the deep RL setting. Bacon et al. [2017] and Fox et al. [2017] derive policy gradient methods for

\(^1\) Videos of learned behaviors are available at [varoptdisc.github.io](http://varoptdisc.github.io).
learning options: Bacon et al. [2017] learn options concurrently with solving a particular task, while Fox et al. [2017] learn options from demonstrations to accelerate specific-task learning. Vezhnevets et al. [2017] propose an architecture and training algorithm which can be interpreted as implicitly learning options. Thomas et al. [2017] find options as controllable factors in the environment. Machado et al. [2017a], Machado et al. [2017b], and Liu et al. [2017] learn eigenoptions, options derived from the graph Laplacian associated with the MDP. Several approaches for option discovery are primarily information-theoretic: Gregor et al. [2016], Eysenbach et al. [2018b], and Florensa et al. [2017] train policies to maximize mutual information between options and states or quantities derived from states; by contrast, we maximize information between options and whole trajectories. Hausman et al. [2018] learn skill embeddings by optimizing a variational bound on the entropy of the policy; the final objective function is closely connected with that of Florensa et al. [2017].

**Universal Policies**: Variational option discovery algorithms learn universal policies (goal- or instruction-conditioned policies), like universal value function approximators (Schaul et al. [2015]) and hindsight experience replay (Andrychowicz et al. [2017]). However, these other approaches require extrinsic reward signals and a hand-crafted instruction space. By contrast, variational option discovery is unsupervised and finds its own instruction space.

**Intrinsic Motivation**: Many recent works have incorporated intrinsic motivation (especially curiosity) into deep RL agents (Stadie et al. [2015], Houthooft et al. [2016], Bellemare et al. [2016], Achiam and Sastry [2016], Fu et al. [2017], Pathak et al. [2017], Ostrovski et al. [2017], Burda et al. [2018a]). However, none of these approaches were combined with learning universal policies, and so suffer from a problem of knowledge fade: when states cease to be interesting to the intrinsic reward signal (usually when they are no longer novel), unless they coincide with extrinsic rewards or are on a direct path to the next-most novel state, the agent will forget how to visit them.

**Variational Autoencoders**: Variational autoencoders (VAEs) (Kingma and Welling [2013]) learn a probabilistic encoder $q_\phi(z|x)$ and decoder $p_\theta(x|z)$ which map between data $x$ and latent variables $z$ by optimizing the evidence lower bound (ELBO) on the marginal distribution $p_\theta(x)$, assuming a prior $p(z)$ over latent variables. Higgins et al. [2017] extended the VAE approach by including a parameter $\beta$ to control the capacity of $z$ and improve the ability of VAEs to learn disentangled representations of high-dimensional data. The $\beta$-VAE optimization problem is

$$\max_{\phi,\theta} \mathbb{E}_{x \sim D} \left[ \mathbb{E}_{z \sim q_\phi(\cdot|x)} \left[ \log p_\theta(x|z) \right] - \beta D_{KL} (q_\phi(z|x) \| p(z)) \right], \quad (4.1)$$

and when $\beta = 1$, it reduces to the standard VAE of Kingma and Welling [2013].

**Novelty Search**: Option discovery algorithms based on the diversity of learned behaviors can be viewed as similar in spirit to novelty search (Lehman [2012]), an evolutionary algorithm which finds behaviors which are diverse with respect to a characterization function which is usually pre-designed but sometimes learned (as in Meyerson et al. [2016]).
4.3 Variational Option Discovery Algorithms

Our aim is to learn a policy $\pi$ where action distributions are conditioned on both the current state $s_t$ and a context $c$ which is sampled at the start of an episode and kept fixed throughout. The context should uniquely specify a particular mode of behavior (also called a skill). But instead of using reward functions to ground contexts to trajectories, we want the meaning of a context to be arbitrarily assigned (‘discovered’) during training.

We formulate a learning approach as follows. A context $c$ is sampled from a noise distribution $G$, and then encoded into a trajectory $\tau = (s_0, a_0, ..., s_T)$ by a policy $\pi(\cdot|s_t, c)$: afterwards $c$ is decoded from $\tau$ with a probabilistic decoder $D$. If the trajectory $\tau$ is unique to $c$, the decoder will place a high probability on $c$, and the policy should be correspondingly reinforced. Supervised learning can be applied to the decoder (because for each $\tau$, we know the ground truth $c$). To encourage exploration, we include an entropy regularization term with coefficient $\beta$. The full optimization problem is thus

$$\max_{\pi, D} \mathbb{E}_{c \sim G} \left[ \mathbb{E}_{\tau \sim \pi, c} \left[ \log P_D(c|\tau) \right] + \beta \mathcal{H}(\pi|c) \right], \quad (4.2)$$

where $P_D$ is the distribution over contexts from the decoder, and the entropy term is $\mathcal{H}(\pi|c) = \mathbb{E}_{\tau \sim \pi, c} \left[ \sum_t H(\pi(\cdot|s_t, c)) \right]$. We give a generic template for option discovery based on Eq. 4.2 as Algorithm 3. Observe that the objective in Eq. 4.2 has a one-to-one correspondence with the $\beta$-VAE objective in Eq. 4.1: the context $c$ maps to the data $x$, the trajectory $\tau$ maps to the latent representation $z$, the policy $\pi$ and the MDP together form the encoder $q$, the decoder $D$ maps to the decoder $p$, and the entropy regularization $\mathcal{H}(|c)$ maps to the KL-divergence of the encoder distribution from a prior where trajectories are generated by a uniform random policy (proof in Section 4.7). Based on this connection, we call algorithms for solving Eq. 4.2 variational option discovery methods.

**Algorithm 3** Template for Variational Option Discovery with Autoencoding Objective

- Generate initial policy $\pi_{\theta_0}$, decoder $D_{\phi_0}$
- for $k = 0, 1, 2, \ldots$ do
  - Sample context-trajectory pairs $D = \{ (c^i, \tau^i) \}_{i=1, \ldots, N}$, by first sampling a context $c \sim G$ and then rolling out a trajectory in the environment, $\tau \sim \pi_{\theta_k}(\cdot|c)$.
  - Update policy with any reinforcement learning algorithm to maximize Eq. 4.2, using batch $D$
  - Update decoder by supervised learning to maximize $\mathbb{E} \left[ \log P_D(c|\tau) \right]$, using batch $D$
- end for

4.3.1 Connections to Prior Work

**Variational Intrinsic Control**: Variational Intrinsic Control$^2$ (VIC) (Gregor et al. [2016]) is an option discovery technique based on optimizing a variational lower bound on the mutual

---

$^2$Specifically, the algorithm presented as ‘Intrinsic Control with Explicit Options’ in Gregor et al. [2016].
information between the context and the final state in a trajectory, conditioned on the initial state. Gregor et al. [2016] give the optimization problem as

$$\max_{G, \pi, D} E_{s_0 \sim \mu} \left[ E_{c \sim G(s_0)} [\log P_D(c|s_0, s_T)] + H(G(\cdot|s_0)) \right], \quad (4.3)$$

where $\mu$ is the starting state distribution for the MDP. This differs from Eq. 4.2 in several ways: the context distribution $G$ can be optimized, $G$ depends on the initial state $s_0$, $G$ is entropy-regularized, entropy regularization for the policy $\pi$ is omitted, and the decoder only looks at the first and last state of the trajectory instead of the entire thing. However, they also propose to keep $G$ fixed and state-independent, and do this in their experiments; additionally, their experiments use decoders which are conditioned on the final state only. This reduces Eq. 4.3 to Eq. 4.2 with $\beta = 0$ and $\log P_D(c|\tau) = \log P_D(c|s_T)$. We treat this as the canonical form of VIC and implement it this way for our comparison study.

**Diversity is All You Need:** Diversity is All You Need (DIAYN) (Eysenbach et al. [2018b]) performs option discovery by optimizing a variational lower bound for an objective function designed to maximize mutual information between context and every state in a trajectory, while minimizing mutual information between actions and contexts conditioned on states, and maximizing entropy of the mixture policy over contexts. The exact optimization problem is

$$\max_{\pi, D} E_{c \sim G} \left[ \sum_{t=0}^{T} (\log P_D(c|s_t) - \log G(c)) + \beta H(\pi|c) \right]. \quad (4.4)$$

In DIAYN, $G$ is kept fixed (as in canonical VIC), so the term $\log G(c)$ is constant and may be removed from the optimization problem. Thus Eq. 4.4 is a special case of Eq. 4.2 with $\log P_D(c|\tau) = \sum_{t=0}^{T} \log P_D(c|s_t)$.

### 4.3.2 VALOR

In this section, we propose Variational Autoencoding Learning of Options by Reinforcement (VALOR), a variational option discovery method which directly optimizes Eq. 4.2 with two key decisions about the decoder:

- The decoder never sees actions. Our conception of ‘interesting’ behaviors requires that the agent attempt to interact with the environment to achieve some change in state. If the decoder was permitted to see raw actions, the agent could signal the context directly through its actions and ignore the environment. Limiting the decoder in this way forces the agent to manipulate the environment to communicate with the decoder.

- Unlike in DIAYN, the decoder does not decompose as a sum of per-timestep computations. That is, $\log P_D(c|\tau) \neq \sum_{t=0}^{T} f(s_t, c)$. We choose against this decomposition because it could limit the ability of the decoder to correctly distinguish between behaviors which share some states, or behaviors which share all states but reach them in different orders.
We implement VALOR with a recurrent architecture for the decoder (Fig. 4.1), using a bidirectional LSTM to make sure that both the beginning and end of a trajectory are equally important. We only use $N = 11$ equally spaced observations from the trajectory as inputs, for two reasons: 1) computational efficiency, and 2) to encode a heuristic that we are only interested in low-frequency behaviors (as opposed to information-dense high-frequency jitters). Lastly, taking inspiration from Vezhnevets et al. [2017], we only decode from the $k$-step transitions (deltas) in state space between the $N$ observations. Intuitively, this corresponds to a prior that agents should move, as any two modes where the agent stands still in different poses will be indistinguishable to the decoder (because the deltas will be identically zero). We do not decode from transitions in VIC or DIAYN, although we note it would be possible and might be interesting future work.

4.3.3 Curriculum Approach

The standard approach for context distributions, used in VIC and DIAYN, is to have $K$ discrete contexts with a uniform distribution: $c \sim \text{Uniform}(K)$. In our experiments, we found that this worked poorly for large $K$ across all three algorithms we compared. Even with very large batches (to ensure that each context was sampled often enough to get a low-variance contribution to the gradient), training was challenging. We found a simple trick to resolve this issue: start training with small $K$ (where learning is easy), and gradually increase it over time as the decoder gets stronger. Whenever $\mathbb{E} \left[ \log P_D(c|\tau) \right]$ is high enough (we pick a fairly arbitrary threshold of $P_D(c|\tau) \approx 0.86$), we increase $K$ according to

$$K \leftarrow \min \left( \text{int} \left( 1.5 \times K + 1 \right), K_{\text{max}} \right), \quad (4.5)$$

where $K_{\text{max}}$ is a hyperparameter. As our experiments show, this curriculum leads to faster and more stable convergence.

4.4 Experiments

In our experiments, we try to answer the following questions:

- What are best practices for training agents with variational option discovery algorithms (VALOR, VIC, DIAYN)? Does the curriculum learning approach help?

- What are the qualitative results from running variational option discovery algorithms? Are the learned behaviors recognizably distinct to a human? Are there substantial differences between algorithms?
- Are the learned behaviors useful for downstream control tasks?

**Test environments**: Our core comparison experiments is on a slate of locomotion environments: a custom 2D point agent, the HalfCheetah and Swimmer robots from the OpenAI Gym [Brockman et al., 2016], and a customized version of Ant from Gym where contact forces are omitted from the observations. We also tried running variational option discovery on two other interesting simulated robots: a dextrous hand (with $S \in \mathbb{R}^{48}$ and $A \in \mathbb{R}^{20}$, based on Plappert et al. [2018]), and a new complex humanoid environment we call ‘toddler’ (with $S \in \mathbb{R}^{335}$ and $A \in \mathbb{R}^{35}$). Lastly, we investigated applicability to downstream tasks in a modified version of Ant-Maze (Frans et al. [2018]).

**Implementation**: We implement VALOR, VIC, and DIAYN with vanilla policy gradient as the RL algorithm (described in Section 4.8.1). We note that VIC and DIAYN were originally implemented with different RL algorithms: Gregor et al. [2016] implemented VIC with tabular Q learning (Watkins and Dayan [1992]), and Eysenbach et al. [2018b] implemented DIAYN with soft actor-critic (Haarnoja et al. [2018a]). Also unlike prior work, we use recurrent neural network policy architectures. Because there is not a final objective function to measure whether an algorithm has achieved qualitative diversity of behaviors, our hyperparameters are based on what resulted in stable training, and kept constant across algorithms. Because the design space for these algorithms is very large and evaluation is to some degree subjective, we caution that our results should not necessarily be viewed as definitive.

**Training techniques**: We investigated two specific techniques for training: curriculum generation via Eq. 4.5, and context embeddings. On context embeddings: a natural approach for providing the integer context as input to a neural network policy is to convert the context to a one-hot vector and concatenate it with the state, as in Eysenbach et al. [2018b]. Instead, we consider whether training is improved by allowing the agent to learn its own embedding vector for each context.

### 4.5 Results

**Exploring Optimization Techniques**: We present partial findings for our investigation of training techniques in Fig. 4.2 (showing results for just VALOR), with complete findings in Section 4.9. In Fig. 4.2a, we compare performance with and without embeddings, using a uniform context distribution, for several choices of $K$ (the number of contexts). We find that using embeddings consistently improves the speed and stability of training. Fig. 4.2a also illustrates that training with a uniform distribution becomes more challenging as $K$ increases. In Figs. 4.2b and 4.2c, we show that agents with the curriculum trick and embeddings achieve mastery on $K_{max} = 64$ contexts substantially faster than the agents trained with uniform context distributions in Fig. 4.2a. As shown in Section 4.9, these results are consistent across algorithms.

**Comparison Study of Qualitative Results**: In our comparison, we tried to assess whether variational option discovery algorithms learn an interesting set of behaviors. This is subjective and hard to measure, so we restricted ourselves to testing for behaviors which are easy to
Figure 4.2: Studying optimization techniques with VALOR in HalfCheetah, showing performance—in (a) and (b), $E[\log P_D(c|\tau)]$; in (c), the value of $K$ throughout the curriculum—vs training iteration. (a) compares learning curves with and without context embeddings (solid vs dotted, resp.), for $K \in \{8, 16, 32, 64\}$, with uniform context distributions. (b) compares curriculum (with $K_{\text{max}} = 64$) to uniform (with $K = 64$) context distributions, using embeddings for both. The dips for the curriculum curve indicate when $K$ changes via Eq. 4.5; values of $K$ are shown in (c). The dashed red line shows when $K = K_{\text{max}}$ for the curriculum; after it, the curves for Uniform and Curriculum can be fairly compared. All curves are averaged over three random seeds.

We trained agents by VALOR, VIC, and DIAYN, with embeddings and $K = 64$ contexts, with and without the curriculum trick. We evaluated the learned behaviors by measuring the following quantities: final $x$-coordinate for Cheetah, final distance from origin for Swimmer, final distance from origin for Ant, and number of $z$-axis rotations for Ant $^3$. We present partial findings in Fig. 4.3 and complete results in Section 4.10. Our results confirm findings from prior work, including Eysenbach et al. [2018b] and Florensa et al. [2017]: variational option discovery methods, in some MuJoCo environments, are able to find locomotion gaits that travel in a variety of speeds and directions. Results in Cheetah and Ant are particularly good by this measure; in Swimmer, fairly few behaviors actually travel any meaningful distance from the origin (> 3 units), but it happens non-negligibly often. All three algorithms produce similar results in the locomotion domains, although we do find slight differences: particularly, DIAYN is more prone than VALOR and VIC to learn behaviors like ‘attain target state,’ where the target state is fixed and unmoving. Our DIAYN behaviors are overall less mobile than the results reported by Eysenbach et al. [2018b]; we believe that this is due to qualitative differences in how entropy is maximized by the underlying RL algorithms (soft actor-critic vs. entropy-regularized policy gradients).

We find that the curriculum approach does not appear to change the diversity of behaviors discovered in any large or consistent way. It appears to slightly increase the ranges for Cheetah $x$-coordiniate, while slightly decreasing the ranges for Ant final distance. Scrutinizing the X-Y traces for all learned modes, it seems (subjectively) that the curriculum approach causes agents to move more erratically (see Appendices D.11—D.14). We do observe a particularly interesting effect for robustness: the curriculum approach makes the distribution

$^3$Approximately the number of complete circles walked by the agent around the ground-fixed $z$-axis (but not necessarily around the origin).
Figure 4.3: Bar charts illustrating scores for behaviors in Cheetah, Swimmer, and Ant, with x-axis showing behavior ID and y-axis showing the score in log scale. Each red bar (width 1 on the x-axis) gives the average score for 5 trajectories conditioned on a single context; each chart is a composite from three random seeds, each of which was run with \( K = 64 \) contexts, for a total of 192 behaviors represented per chart. Behaviors were sorted in descending order by average score. Black bars show the standard deviation in score for a given behavior (context), and the upper-right corner of each chart shows the average decoder probability \( E[P_D(\tau|c)] \).

of scores more consistent between random seeds (for performances of all seeds separately, see Appendices D.3—D.10).

We also attempted to perform a baseline comparison of all three variational option discovery methods against an approach where we used random reward functions in place of a learned decoder; however, we encountered substantial difficulties in optimizing with random rewards. The details of these experiments are given in Section 4.11.

Hand and Toddler Environments: Optimizing in the Hand environment (Fig. 4.4f) was fairly easy and usually produced some naturalistic behaviors (e.g., pointing, bringing thumb and forefinger together, and one common rude gesture) as well as various unnatural behaviors (hand splayed out in what would be painful poses). Optimizing in the Toddler environment (Fig. 4.4g) was highly challenging; the agent frequently struggled to learn more than a handful of behaviors. The behaviors which the agent did learn were extremely unnatural. We believe that this is because of a fundamental limitation of purely information-theoretic RL objectives: humans have strong priors on what constitutes natural behavior, but for sufficiently complex systems, those behaviors form a set of measure zero in the space of all possible behaviors;
Figure 4.4: Various figures for spotlight experiments. Figs. 4.4a and 4.4e show results from learning hundreds of behaviors in the Point env, with $K_{\text{max}} = 1024$. Fig. 4.4f shows that optimizing Eq. 4.2 in the Hand environment is quite easy with the curriculum approach; all agents master the $K_{\text{max}} = 64$ contexts in $< 2000$ iterations. Fig. 4.4g illustrates the challenge for variational option discovery in Toddler: after 15000 iterations, only $K = 40$ behaviors have been learned. Fig. 4.4d shows the Ant-Maze environment, where red obstacles prevent the ant from reaching the green goal. Fig. 4.4h shows performance in Ant-Maze for different choices of a low-level policy in a hierarchy; in the Random and VALOR experiments, the low-level policy receives no gradient updates.
when a purely information-theoretic objective function is used, it will give no preference to the behaviors humans consider natural.

**Learning Hundreds of Behaviors:** Via the curriculum approach, we are able to train agents in the Point environment to learn hundreds of behaviors which are distinct according to the decoder (Fig. 4.4e). We caution that this does not necessarily expand the space of behaviors which are learnable—it may merely allow for increasingly fine-grained binning of already-learned behaviors into contexts. From various experiments prior to our final results, we developed an intuition that it was important to carefully consider the capacity of the decoder here: the greater the decoder’s capacity, the more easily it would overfit to undetectably-small differences in trajectories.

**Mode Interpolation:** We experimented with interpolating between context embeddings for point and ant policies to see if we could obtain interpolated behaviors. As shown in Fig. 4.5, we found that some reasonably smooth interpolations were possible. This suggests that even though only a discrete number of behaviors are trained, the training procedure learns general-purpose universal policies.

**Downstream Tasks:** We investigated whether behaviors learned by variational option discovery could be used for a downstream task by taking a policy trained with VALOR on the Ant robot (Uniform distribution, seed 10; see Appendix D.7), and using it as the lower level of a two-level hierarchical policy in Ant-Maze. We held the VALOR policy fixed throughout downstream training, and only trained the upper level policy, using A2C as the RL algorithm (with reinforcement occurring only at the lower level—the upper level actions were trained by signals backpropagated through the lower level). Results are shown in Fig. 4.4h. We compared the performance of the VALOR-based agent to three baselines: a hierarchical agent with the same architecture trained from scratch on Ant-Maze (‘Trained’ in Fig. 4.4h), a hierarchical agent with a fixed random network as the lower level (‘Random’ in Fig. 4.4h), and a non-hierarchical agent with the same architecture as the upper level in the hierarchical agents (an MLP with one hidden layer, ‘None’ in Fig. 4.4h). We found that the VALOR agent worked as well as the hierarchy trained from scratch and the non-hierarchical policy, with qualitatively similar learning curves for all three; the fixed random network performed quite poorly by comparison. This indicates that the space of options learned by (the particular run of) VALOR was at least as expressive as primitive actions, for the purposes of the task, and that VALOR options were more expressive than random networks here.
4.6 Conclusions

We performed a thorough empirical examination of variational option discovery techniques, and found they produce interesting behaviors in a variety of environments (such as Cheetah, Ant, and Hand), but can struggle in very high-dimensional control, as shown in the Toddler environment. From our mode interpolation and hierarchy experiments, we found evidence that the learned policies are universal in meaningful ways; however, we did not find clear evidence that hierarchies built on variational option discovery would outperform task-specific policies learned from scratch.

We found that with purely information-theoretic objectives, agents in complex environments will discover behaviors that encode the context in trivial ways—e.g., through tiling a narrow volume of the state space with contexts. Thus a key challenge for future variational option discovery algorithms is to make the decoder distinguish between trajectories in a way which corresponds with human intuition about meaningful differences.

4.7 VAE-Equivalence Proof

The KL-divergence of $P(\tau|\pi,c)$ from $P(\tau|\pi_0)$ is

$$D_{KL}(P(\tau|\pi,c)||P(\tau|\pi_0)) = \mathbb{E}_{\tau \sim \pi,c} \left[ \log \frac{P(\tau|\pi,c)}{P(\tau|\pi_0)} \right]$$

$$= \mathbb{E}_{\tau \sim \pi,c} \left[ \log \frac{\mu(s_0) \prod_{t=0}^{T-1} P(s_{t+1}|s_t, a_t) \pi(a_t|s_t, c)}{\mu(s_0) \prod_{t=0}^{T-1} P(s_{t+1}|s_t, a_t) \pi_0(a_t|s_t)} \right]$$

$$= \mathbb{E}_{\tau \sim \pi,c} \left[ \sum_{t=0}^{T-1} \log \pi(a_t|s_t, c) - \log \pi_0(a_t|s_t) \right]$$

$$= -\mathcal{H}(\pi,c) - \mathbb{E}_{\tau \sim \pi,c} \left[ \sum_{t=0}^{T-1} \log \pi_0(a_t|s_t) \right].$$

The first term is our entropy regularization term. The second term, for a uniform random policy $\pi_0$, is a constant independent of $\pi$ (as long as $T$ is the same for all episodes) and can thus be removed from the objective function without changing the optimization problem.

4.8 Experiment Details

4.8.1 Policy Optimization Algorithm

In this section, we will describe how we performed policy optimization for our experiments. We used vanilla policy gradient to optimize the reinforcement objective for all three variational
option discovery algorithms,

\[ \nabla_{\theta} J(\pi_\theta) = \mathbb{E}_{c \sim G} \left[ \sum_{t=0}^{T} \nabla_{\theta} \log \pi_\theta(a_t|s_t, c) \hat{A}_t \right], \]

although details varied slightly between algorithms and environments. The variation between environments was due to the presence or absence of extrinsic rewards. In all environments except for Ant, there were no extrinsic rewards; however, in Ant, a small penalty was applied for falling over (as opposed to terminating the episode when the agent falls over, as in Eysenbach et al. [2018b]).

- For VALOR and VIC, the advantage function was:

\[ \hat{A}_t = \text{normalize} \left( \log P_D(c|\tau) \right) + \text{normalize} \left( \sum_{t'=t}^{T} \left( \gamma^{t'-t} r_{t'} - V(\psi(s_t, c)) \right) \right), \]

where the normalize function subtracts out the batch mean and divides by the batch standard deviation, and \( V(\psi) \) was a learned value function baseline. \( V(\psi(s_t, c)) \) was learned by taking one gradient descent step on

\[ \min_{\psi} \sum_{(s_t, c) \in D} \left( \gamma^{t'-t} r_{t'} - V(\psi(s_t, c)) \right)^2 \]

per iteration.

- For DIAYN, the advantage function was:

\[ \hat{A}_t = \text{normalize} \left( \sum_{t'=t}^{T} \left( \gamma^{t'-t} \left( \log P_D(c|s_{t'}) + r_{t'} \right) - V(\psi(s_t, c)) \right) \right), \]

where \( V(\psi(s_t, c)) \) was learned by descending on

\[ \min_{\psi} \sum_{(s_t, c) \in D} \left( \gamma^{t'-t} \left( \log P_D(c|s_{t'}) + r_{t'} \right) - V(\psi(s_t, c)) \right)^2. \]

When computing the gradient of the entropy term, we made an approximation that ignored the role of \( \pi \) in the distribution over trajectories:

\[ \nabla_\theta \mathcal{H}(\pi, c) = \nabla_\theta \sum_{t=0}^{T-1} \mathbb{E}_{s_t \sim \pi, c} \left[ \mathcal{H}(\pi(\cdot|s_t, c)) \right] \]

\[ \approx \sum_{t=0}^{T-1} \mathbb{E}_{s_t \sim \pi, c} \left[ \nabla_\theta \mathcal{H}(\pi(\cdot|s_t, c)) \right], \]

resulting in the same entropy regularization as in Mnih et al. [2016]. Following practices for vanilla policy gradient established in Duan et al. [2016], we use the Adam optimizer Kingma and Ba [2015].
4.8.2 Hyperparameters

For all variational option discovery algorithms, we used:

- 1000 paths per epoch for the policy gradient batch
- $\gamma = 0.97$ as the discount factor
- $\beta = 1e^{-3}$ as the entropy regularization coefficient, where applicable (omitted for VIC)
- $1e^{-3}$ as the Adam learning rate
- LSTM(64) followed by MLP(32) with tanh activations as the policy architecture
- 32 as the context embedding dimension (when using context embeddings)

For VALOR, the decoder was a bidirectional LSTM where the cell for each direction was of size 64. For VIC and DIAYN, the decoder was an MLP of size (180, 180).
4.9 Additional Analysis for Best Practices

![Analysis for understanding best training practices for various algorithms with HalfCheetah as the environment.](image)

Figure 4.6: Analysis for understanding best training practices for various algorithms with HalfCheetah as the environment. The x-axis is number of training iterations, and in (a) and (b), the y-axis is $\mathbb{E}[\log P_D(c|\tau)]$; in (c), the y-axis gives the current value of $K$ in the curriculum. (a) shows a direct comparison between learning curves with (dark) and without (dotted) context embeddings, for $K \in \{8, 16, 32, 64\}$. (b) shows learning performance for the curriculum approach with $K_{\text{max}} = 64$, compared against the uniform distribution approach with $K = 64$: the spikes and dips for the curriculum curve are characteristic of points when $K$ changes according to Eq. 4.5. The dashed red line shows when $K = K_{\text{max}}$ for the curriculum approach; prior to it, the curves for Uniform and Curriculum are not directly comparable, but after it, they are. (c) shows $K$ for the curriculum approach throughout the runs from (b). All curves are averaged over three random seeds.
4.10 Complete Experimental Results for Comparison Study

4.10.1 Guide to Reading This Section

In this section we present the results from our core comparison of \{VALOR, VIC, DIAYN\} × \{Uniform, Curriculum\}. Because these algorithms perform unsupervised behavior discovery, analyzing our results is highly-challenging: there is no single, quantitative measure by which to compare the algorithms. We choose to examine our results in a variety of ways:

- Learning curves for the optimization objective.
- Bar charts and histograms to show scores for the learned behaviors. Particularly, we evaluate final $x$-coordinate in the Cheetah environment, final distance traveled in the Swimmer environment, final distance traveled in the Ant environment, and number of $z$-axis rotations in the Ant environment. Scores are evaluated on trajectories of length $T = 1000$ steps, even though agents are trained on trajectories with $T = 250$; we find that using longer horizons at test time clarifies the differences between behaviors.
- X-Y traces for agent trajectories in the Point and Ant environments. (X-Y traces for the center-of-mass in Swimmer are not very insightful: Swimmer behavior is highly oscillatory and so it is difficult to discern what is happening.)

Regarding the bar charts and histograms in subsections 4.10.3—4.10.6:

- The bar charts are arranged in nearly the same way as the charts in 4.3: the $x$-axis is behavior ID, and the $y$-axis shows score in log scale for that behavior. The black bars show standard deviations for behavior scores.
- The histograms show score on the $x$-axis, and number of behaviors that fall into a given bin on the $y$-axis in log scale.
- The charts for ‘all’ show the composite bars for all behaviors from seeds 0, 10, and 20. The ‘s0’, ‘s10’, and ‘s20’ charts show behaviors from particular random seeds. Each single seed corresponds to a single policy with $K = 64$ behaviors.

Regarding the X-Y traces in subsections 4.10.7—4.10.10:

- In the Point traces, the ranges for $x$ and $y$ are $x \in [-1.3, 1.3]$ and $y \in [-1.3, 1.3]$.
- In the Ant traces, the ranges for $x$ and $y$ are $x \in [-15, 15]$ and $y \in [-15, 15]$.
- For the Point environment, traces are taken from trajectories with the same time horizon as training ($T = 65$); for the Ant environment, we use the $T = 1000$ trajectories.
4.10.2 Learning Curves

Figure 4.7: Learning curves for all algorithms and environments in our core comparison, for number of contexts $K = 64$. The curriculum trick generally tends to speed up and stabilize performance, except for DIAYN and VIC in the point environment.
4.10.3 Evaluating Learned Behaviors: Cheetah

VALOR, Uniform Context Distribution:

VIC, Uniform Context Distribution:

DIAYN, Uniform Context Distribution:

Figure 4.8: Final $x$-coordinate in the Cheetah environment.
Figure 4.9: Final $x$-coordinate in the Cheetah environment.
4.10.4 Evaluating Learned Behaviors: Swimmer

VALOR, Uniform Context Distribution:

VIC, Uniform Context Distribution:

DIAYN, Uniform Context Distribution:

Figure 4.10: Final distance from origin in the Swimmer environment.
VALOR, Curriculum Context Distribution:

VIC, Curriculum Context Distribution:

DIAYN, Curriculum Context Distribution:

Figure 4.11: Final distance from origin in the Swimmer environment.
4.10.5 Evaluating Learned Behaviors: Ant (Distance)

Figure 4.12: Final distance from origin in the Ant environment.
Figure 4.13: Final distance from origin in the Ant environment.
4.10.6 Evaluating Learned Behaviors: Ant (Rotations)

Figure 4.14: Number of z-axis rotations in the Ant environment.
VALOR, Curriculum Context Distribution:

VIC, Curriculum Context Distribution:

DIAYN, Curriculum Context Distribution:

Figure 4.15: Number of z-axis rotations in the Ant environment.
4.10.7 Point Env, Uniform Context Distribution, XY-Traces

<table>
<thead>
<tr>
<th>VALOR, Uniform Context Distribution:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) VALOR, Uniform, s0</td>
</tr>
<tr>
<td>(b) VALOR, Uniform, s10</td>
</tr>
<tr>
<td>(c) VALOR, Uniform, s20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VIC, Uniform Context Distribution:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d) VIC, Uniform, s0</td>
</tr>
<tr>
<td>(e) VIC, Uniform, s10</td>
</tr>
<tr>
<td>(f) VIC, Uniform, s20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DIAYN, Uniform Context Distribution:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g) DIAYN, Uniform, s0</td>
</tr>
<tr>
<td>(h) DIAYN, Uniform, s10</td>
</tr>
<tr>
<td>(i) DIAYN, Uniform, s20</td>
</tr>
</tbody>
</table>

Figure 4.16: Learned behaviors in the Point environment with uniform context distributions. Each sub-plot shows X-Y traces for five trajectories conditioned on the same context (because the learned behaviors are highly repeatable, most traces almost entirely overlap). All traces for an algorithm come from a single policy which was trained with $K = 64$ contexts.
4.10.8 Point Env, Curriculum Context Distribution, XY-Traces

Figure 4.17: Learned behaviors in the Point environment with the curriculum trick. Each sub-plot shows X-Y traces for five trajectories conditioned on the same context (because the learned behaviors are highly repeatable, most traces almost entirely overlap). All traces for an algorithm come from a single policy which was trained with $K_{max} = 64$ contexts. Where a blank sub-plot appears, the agent was never trained on that context ($K$ was less than $K_{max}$ at the end of 5000 iterations of training).
4.10.9 Ant Env, Uniform Context Distribution, XY-Traces

Figure 4.18: Learned behaviors in the Ant environment with uniform context distributions. Each sub-plot shows X-Y traces for five trajectories conditioned on the same context (because the learned behaviors are highly repeatable, most traces almost entirely overlap). All traces for an algorithm come from a single policy which was trained with $K = 64$ contexts.
Figure 4.19: Learned behaviors in the Ant environment with the curriculum trick. Each sub-plot shows X-Y traces for five trajectories conditioned on the same context (because the learned behaviors are highly repeatable, most traces almost entirely overlap). All traces for an algorithm come from a single policy which was trained with $K_{\text{max}} = 64$ contexts. Where a blank sub-plot appears, the agent was never trained on that context ($K$ was less than $K_{\text{max}}$ at the end of 5000 iterations of training).
4.11 Learning Multimodal Policies with Random Rewards

We considered a random reward baseline, where an agent acting under context $c$ would receive a reward

$$R(s, a, c) = v_c^T s,$$

(4.6)

where $v_c$ was a random context-specific unit vector, obtained by sampling from $\mathcal{N}(0, I)$ and then normalizing. It seemed plausible that rewards of this form would do a good job of encoding human priors for robot behavior for the simple locomotion tasks in our core comparison. In practice, it turned out to be extremely challenging to train multimodal agents with these rewards; while somewhat easier to train unimodal agents with them, the behaviors that we observed were less interesting than expected. We present results from two sets of experiments:

RR1. a ceteris paribus analogue to our core comparison between variational option discovery algorithms, using all of the same hyperparameters (number of epochs, paths per epoch, number of contexts, the use of embeddings, learning rates, etc.), except with rewards from Eq. 4.6 instead of a learned decoder,

RR2. and a set of experiments where all else is equal except that the number of contexts is $K = 1$ instead of $K = 64$.

RR1 is a direct and fair comparison, while RR2 allows us to gain intuition for the behavior obtained by optimizing these random rewards separately from the challenges of multitask learning.

4.11.1 Results from RR1

The results in Cheetah (Fig. 4.20) look reasonable in composite, but are weak for individual random seeds: in each seed, the results are nearly bimodal, with one mode learning to run forward at some speed, and the other mode learning to run backwards at another speed. In Swimmer (Fig. 4.21), this form of random rewards inspires almost no motion. Results in the Ant environment (Figs. 4.22, 4.23) show extreme variability: no individual behavior was consistent with respect to the score functions we used (the black bars, representing standard deviation, are very large for every behavior).

4.11.2 Results from RR2

We found no significant difference in quality of learned behaviors between the multimodal policies in RR1 and the unimodal policies in RR2, as shown in Fig. 4.24. That is, training with a single random reward function, instead of several at once, did not result in useful or consistent behavior as measured by our score functions.
Figure 4.20: Final $x$-coordinate in the Cheetah environment for random rewards.

Figure 4.21: Final distance from origin in Swimmer for random rewards.

4.11.3 Discussion

Our conclusion is that random rewards based on Eq. 4.6 do not result in interesting behavior in the environments we considered. However, there may exist a functional form for random rewards which performs better.
Figure 4.22: Final distance from origin in Ant for random rewards.

Figure 4.23: Number of $z$-axis rotations in Ant for random rewards.

Figure 4.24: Score distributions for RR2.
Part II

Safe Exploration
Chapter 5

Constrained Reinforcement Learning

5.1 Introduction

The fundamental principle of RL is that an agent tries to maximize a reward signal by trial and error. The general-purpose nature of RL makes it an attractive option for a wide range of applications, including self-driving cars [Kendall et al., 2018], surgical robotics [Richter et al., 2019], energy systems management [Gamble and Gao, 2018, Mason and Grijalva, 2019], and other problems where AI would interact with humans or critical infrastructure. Safety concerns in these settings are paramount, but this is at odds with the trial-and-error nature of RL: agents will sometimes try dangerous or harmful behaviors in the course of learning [Hans et al., 2008, Moldovan and Abbeel, 2012, Pecka and Svoboda, 2014, García and Fernández, 2015, Amodei et al., 2016]. When all training occurs in a simulator, this is usually not concerning, but exploration of this kind in the real world could produce unacceptable catastrophes. To illustrate safety concerns in a few domains where RL might plausibly be applied:

- Robots and autonomous vehicles should not cause physical harm to humans.
- AI systems that manage power grids should not damage critical infrastructure.
- Question-answering systems should not provide false or misleading answers for questions about medical emergencies [Bickmore et al., 2018].
- Recommender systems should not expose users to psychologically harmful or extremist content [Vendrov and Nixon, 2019].

A central question for the field of RL is therefore:

How do we formulate safety specifications to incorporate them into RL, and how do we ensure that these specifications are robustly satisfied throughout exploration?

The focus of this part of the thesis—Chapters 5 through 8—is to make progress on this
question. In this chapter, we propose to standardize constrained RL [Altman, 1999] as the main formalism for incorporating safety specifications into RL algorithms to achieve safe exploration. Our position is that 1) safety specifications should be separate from task performance specifications, and 2) constraints are a natural way to encode safety specifications. We support this argument by reference to standards for safety requirements that typically arise in engineering design and risk management, and we identify the limitations of alternative approaches. Importantly, constrained RL is scalable to the regime of high-dimensional function approximation—the modern deep RL setting. In the chapters that follow, we will develop algorithms for constrained RL and benchmark environments to measure progress.

5.2 Constrained Reinforcement Learning

We take a broad view of constrained RL as the general problem of training an RL agent with constraints, usually with the intention of satisfying constraints throughout exploration in training and at test time. In this sub-section, we’ll describe the quantitative formulation for the constrained RL problem. Let \( \Pi_C \) denote a feasible set of constraint-satisfying policies, and for the moment, put aside the question of how it is constructed. An optimal policy in constrained RL is given by:

\[
\pi^* = \arg \max_{\pi \in \Pi_C} J_r(\pi),
\]

where \( J_r(\pi) \) is a reward-based objective function. As in standard RL, the objective is usually either the infinite-horizon discounted return, the finite-horizon undiscounted return, or the infinite-horizon average reward.

5.2.1 Constrained Markov Decision Processes

The framework of constrained Markov Decision Processes (CMDPs) [Altman, 1999] is the standard way to describe feasible sets in constrained RL. CMDPs extend MDPs by equipping them with a set of cost functions, \( C_1, ..., C_k \) (with each one a function \( C_i : S \times A \times S \rightarrow \mathbb{R} \) mapping transition tuples to costs, like the usual reward), and limits \( d_1, ..., d_k \). Let \( J_{C_i}(\pi) \) denote the expected cumulative cost measure for policy \( \pi \) with respect to cost function \( C_i \) (that is, define it the same way you would define \( J(\pi) \), but substituting \( R \rightarrow C_i \)). The feasible set of stationary policies for a CMDP is then

\[
\Pi_C = \{ \pi \in \Pi : J_{C_i}(\pi) \leq d_i, \ i = 1, ..., k \}. \tag{5.2}
\]

We refer to \( J_{C_i} \) as a constraint return, or \( C_i \)-return for short. Additionally we define on-policy value functions, action-value functions, and advantage functions for the auxiliary costs in analogy to \( V^\pi, Q^\pi, \text{ and } A^\pi \), with \( C_i \) replacing \( R \); respectively, we denote these by \( V^{C_i^\pi}, Q^{C_i^\pi}, \text{ and } A^{C_i^\pi} \).

The CMDP framework can be extended to use different kinds of cost-based constraints; for instance Chow et al. [2015] consider chance constraints (eg, \( P(\sum c_t \geq C) \leq d \)) and
5.2.2 Evaluating Constraint-Satisfying Exploration

While the CMDP framework characterizes feasible sets, optimal policies, and equivalent optimization problems for Eq 5.1, it does not, by itself, describe ways to evaluate or attain constraint-satisfying exploration. A substantial body of recent work has explored this problem [Achiam et al., 2017b, Saunders et al., 2017, Pham et al., 2018, Dalal et al., 2018, Chow et al., 2018, 2019], but there is not yet a universally agreed-upon way to evaluate and compare different methods. Achiam et al. [2017b] and Chow et al. [2018, 2019] qualitatively compared the learning curves for expected cost between methods, preferring the methods that appeared to have fewer or smaller constraint-violating spikes. Saunders et al. [2017], Pham et al. [2018], and Dalal et al. [2018] counted and compared the total number of times an agent entered into an undesired state throughout training for different methods, essentially measuring constraint-satisfaction regret. We endorse quantitative approaches like this and recommend that the degree of constraint-satisfaction throughout exploration should be evaluated by measures of regret, with the regret function accounting for all of the agent’s actual experience (as opposed to, say, only experiences from separate test behavior). Later, when describing our evaluation protocol for benchmarking constrained RL algorithms in Safety Gym, we will make the case that cost rate (the average cost over the entirety of training) is a suitable regret measure.

5.3 Constrained RL and Safe Exploration

Constraints are a natural and universally-relevant way to formulate safety requirements. The work of making a system safe refers to the reduction or avoidance of harm, broadly defined, which in a practical sense means avoiding hazards [Rausand, 2014]—that is, constraining the state and behavior of the system to stay away from the circumstances that lead to harm. This perspective underlies standards and practices in the field of systems safety; see for example Rice [2002] and NASA [2017].

Contrast this with standard reinforcement learning, which just maximizes a reward function. In order to design hazard-avoiding behavior into an agent through a scalar reward function, a designer would have to carefully select a trade-off between a reward for task-solving behavior and a penalty for proximity to hazards. There are two problems with this: 1) There is no invertible map between “desired safety specification” and “correct trade-off parameter” that can be checked before running an RL algorithm. If the designer selects a penalty that is too small, the agent will learn unsafe behavior, and if the penalty is too severe, the agent may
fail to learn anything. 2) A fixed trade-off, even one that results in a hazard-avoiding policy at optimum, does not account for a requirement to satisfy safety requirements throughout training. Both of these problems have been observed in practice, for example by Achiam et al. [2017b], Pham et al. [2018], and Dalal et al. [2018]. The choice to formulate safety requirements as constraints, and to attain constraint-satisfying exploration, resolves both. Aside from the conceptual justification, encouraging results demonstrate that constrained RL algorithms are performant in the high-dimensional control regime (eg Saunders et al. [2017], Achiam et al. [2017b], Dalal et al. [2018], Wang et al. [2018], Bohez et al. [2019], and Chow et al. [2019]) and are therefore viable for making progress on the general safe exploration problem.

5.3.1 Constrained RL and the Alignment Problem

A central concern in safety for advanced RL systems, especially artificial general intelligence (AGI), relates to agent alignment: the problem of ensuring that an agent behaves in accordance with the user’s intentions. (Here, we cite Leike et al. [2018] for the specific term and phrasing, but this problem has been considered in various forms for decades.) In RL, this manifests primarily as an issue in reward specification, where seemingly-correct but misspecified reward functions can result in incorrect and unsafe agent behavior [Clark and Amodei, 2016]. It is not considered obvious whether the framework of constrained RL helps solve this issue, since constrained RL still requires the specification of not only reward functions but also typically cost functions for the constraints. The critique, then, is that errors in designing constraint functions could result in unsafe agents, and so constrained RL is simply moving the alignment problem around instead of solving it.

A mainstream vector in AI safety research tries to address the alignment problem by using data from humans to derive suitable objective or reward functions for training agents. This family of approaches includes cooperative inverse reinforcement learning [Hadfield-Menell et al., 2016], learning from binary or ranked preferences [Christiano et al., 2017], iterated amplification and distillation [Christiano et al., 2018], AI safety via debate [Irving et al., 2018], and recursive reward modeling [Leike et al., 2018]. Other approaches attempt to regularize the impact of agents, based on the prior that agents should prefer task solutions that have minimum side effects [Krakovna et al., 2018] or minimally contradict preferences implicit in the initial state of the environment [Shah et al., 2019]. By and large, this vector of safety work aims to eliminate the need for explicitly designing safety specifications, on the grounds that hand-crafted specifications will fail in various ways (eg by omitting to penalize certain unsafe behaviors, or by inadvertently incentivizing harmful behaviors).

We contend that the use of constraints is compatible with, and complementary to, these data-driven approaches to solving the alignment problem. Straightforwardly, techniques for learning reward functions from human data can also be used to learn cost functions for constraints. Furthermore, we conjecture that the use of constraints may indeed improve 1) the ease with which safety specifications are learned and transferred between tasks, and 2) the robustness with which agents attain those safety requirements.
In support of these conjectures, we note that when learning algorithms exploit priors specific to a problem’s structure, they generally tend to be more sample-efficient, by virtue of searching for solutions in a narrower and more useful set. We regard the partitioning of agent behavior specification into “do”s and “don’t”s (a reward function and constraint functions respectively) to be one such useful prior for safety. Furthermore, whereas a learned reward function for one task may fail to transfer to another (for instance, a reward function for assembling widgets may describe very little about how to assemble doodads), a learned constraint function describing unacceptable behavior seems more likely to transfer successfully. For instance, a cost function for “do not physically strike a human” is relevant regardless of what an agent is tasked with building.

5.3.2 Remarks on Alternate Approaches

We contend that certain other approaches to safe reinforcement learning without constraints are either insufficient or impractical. Approaches to safety that focus solely on measures of return for a single scalar reward function (where such scalar reward function is kept fixed over the course of training)—as either monotonic improvement in expected return, a constraint on the variance of return, return above a minimum value, or a risk measure on return—inappropriately conflate task performance specifications and safety specifications, and are therefore inadequate for the reasons described previously. Another common approach that we consider flawed focuses on ergodicity: the agent is considered safe if it never enters into a state it can’t return from, that is, if every mistake is reversible [Moldovan and Abbeel, 2012, Eysenbach et al., 2018b]. While this can be a good rule of thumb for safety in some practical cases that arise in robotics, it is irrelevant in many more, as discussed by Pecka and Svoboda [2014]: it rules out irreversible good actions as well as bad.

5.3.3 Relation to Multi-Objective RL

We note that constrained RL is closely-related to multi-objective RL, and that our arguments for separating concerns between task objective and safety requirements are also applicable to multi-objective RL. We choose to focus on constrained RL because of the natural “shape” of functions for safety requirements: there is generally a saturation point where the safety requirement is satisfied, and further decreasing the value of the function no longer makes the system meaningfully or usefully safer. In the constrained formulation, this corresponds to the constraint threshold; this has no standard equivalent in the multi-objective formulation.
Chapter 6

Constrained Policy Optimization

We propose Constrained Policy Optimization (CPO), the first general-purpose policy search algorithm for constrained reinforcement learning with guarantees for near-constraint satisfaction at each iteration. Our method allows us to train neural network policies for high-dimensional control while making guarantees about policy behavior all throughout training. Our guarantees are based on a new theoretical result, which is of independent interest: we prove a bound relating the expected returns of two policies to an average divergence between them. We demonstrate the effectiveness of our approach on simulated robot locomotion tasks where the agent must satisfy constraints motivated by safety.

6.1 Introduction

Currently, policy search algorithms enjoy state-of-the-art performance on high-dimensional control tasks [Mnih et al., 2016, Duan et al., 2016, Schulman et al., 2017]. Heuristic algorithms for policy search in CMDPs have been proposed [Uchibe and Doya, 2007], and approaches based on primal-dual methods can be shown to converge to constraint-satisfying policies [Chow et al., 2015], but there is no prior approach for policy search in continuous CMDPs that guarantees every policy during learning will satisfy constraints. In this work, we propose the first such algorithm, allowing applications to constrained deep RL. Driving our approach is a new theoretical result that bounds the difference between the rewards or costs of two different policies. This result, which is of independent interest, tightens known bounds for policy search using trust regions [Kakade and Langford, 2002, Pirotta et al., 2013, Schulman et al., 2015], and provides a tighter connection between the theory and practice of policy search for deep RL. Here, we use this result to derive a policy improvement step that guarantees both an increase in reward and satisfaction of constraints on other costs. This step forms the basis for our algorithm, Constrained Policy Optimization (CPO), which computes an approximation to the theoretically-justified update. In our experiments, we show that CPO can train neural network policies with thousands of parameters on high-dimensional simulated robot locomotion tasks to maximize rewards while successfully enforcing constraints.
6.2 Related Work

Safety has long been a topic of interest in RL research, and a comprehensive overview of safety in RL was given by García and Fernández [2015].

Safe policy search methods have been proposed in prior work. Uchibe and Doya [2007] gave a policy gradient algorithm that uses gradient projection to enforce active constraints, but this approach suffers from an inability to prevent a policy from becoming unsafe in the first place. Bou Ammar et al. [2015] propose a theoretically-motivated policy gradient method for lifelong learning with safety constraints, but their method involves an expensive inner loop optimization of a semi-definite program, making it unsuited for the deep RL setting. Their method also assumes that safety constraints are linear in policy parameters, which is limiting. Chow et al. [2015] propose a primal-dual subgradient method for risk-constrained reinforcement learning which takes policy gradient steps on an objective that trades off return with risk, while simultaneously learning the trade-off coefficients (dual variables).

Some approaches specifically focus on application to the deep RL setting. Held et al. [2017] study the problem for robotic manipulation, but the assumptions they make restrict the applicability of their methods. Lipton et al. [2017] use an ‘intrinsic fear’ heuristic, as opposed to constraints, to motivate agents to avoid rare but catastrophic events. Shalev-Shwartz et al. [2016] avoid the problem of enforcing constraints on parametrized policies by decomposing ‘desires’ from trajectory planning; the neural network policy learns desires for behavior, while the trajectory planning algorithm (which is not learned) selects final behavior and enforces safety constraints.

In contrast to prior work, our method is the first policy search algorithm for CMDPs that both 1) guarantees constraint satisfaction throughout training, and 2) works for arbitrary policy classes (including neural networks).

6.3 Preliminaries

Recall that a stationary policy $\pi : S \rightarrow \mathcal{P}(A)$ is a map from states to probability distributions over actions, with $\pi(a|s)$ denoting the probability of selecting action $a$ in state $s$. We denote the set of all stationary policies by $\Pi$. In this chapter we take the policy performance measure $J(\pi)$ to be the infinite horizon discounted total return,

$$J(\pi) = \mathbb{E}_{\tau \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t, s_{t+1}) \right].$$

A quantity central to the mathematical analysis in this chapter is the discounted future state distribution, $d^\pi$, defined by $d^\pi(s) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t P(s_t = s|\pi)$. It allows us to compactly express the difference in performance between two policies $\pi', \pi$ as

$$J(\pi') - J(\pi) = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi', a \sim \pi'} [A^\pi(s, a)].$$  \hspace{1cm} (6.1)
where by \( a \sim \pi' \), we mean \( a \sim \pi'(|s) \), with explicit notation dropped to reduce clutter. For proof of (6.1), see Kakade and Langford [2002] or Section 6.9.

### 6.4 Constrained Policy Optimization

For large or continuous MDPs, solving for the exact optimal policy is intractable due to the curse of dimensionality [Sutton and Barto, 1998]. Policy search algorithms approach this problem by searching for the optimal policy within a set \( \Pi_\theta \subseteq \Pi \) of parametrized policies with parameters \( \theta \) (for example, neural networks of a fixed architecture). In local policy search [Peters and Schaal, 2008], the policy is iteratively updated by maximizing \( J(\pi) \) over a local neighborhood of the most recent iterate \( \pi_k \):

\[
\pi_{k+1} = \arg \max_{\pi \in \Pi_\theta} J(\pi) \quad \text{s.t. } D(\pi, \pi_k) \leq \delta, \tag{6.2}
\]

where \( D \) is some distance measure, and \( \delta > 0 \) is a step size. When the objective is estimated by linearizing around \( \pi_k \) as \( J(\pi_k) + g^T(\theta - \theta_k) \), \( g \) is the policy gradient, and the standard policy gradient update is obtained by choosing \( D(\pi, \pi_k) = ||\theta - \theta_k||_2 \) [Schulman et al., 2015].

In local policy search for CMDPs, we additionally require policy iterates to be feasible for the CMDP, so instead of optimizing over \( \Pi_\theta \), we optimize over \( \Pi_\theta \cap \Pi_C \):

\[
\pi_{k+1} = \arg \max_{\pi \in \Pi_\theta} J(\pi) \quad \text{s.t. } J_{C_i}(\pi) \leq d_i \quad i = 1, \ldots, m \quad D(\pi, \pi_k) \leq \delta. \tag{6.3}
\]

This update is difficult to implement in practice because it requires evaluation of the constraint functions to determine whether a proposed point \( \pi \) is feasible. When using sampling to compute policy updates, as is typically done in high-dimensional control [Duan et al., 2016], this requires off-policy evaluation, which is known to be challenging [Jiang and Li, 2015]. In this work, we take a different approach, motivated by recent methods for trust region optimization [Schulman et al., 2015].

We develop a principled approximation to (6.3) with a particular choice of \( D \), where we replace the objective and constraints with surrogate functions. The surrogates we choose are easy to estimate from samples collected on \( \pi_k \), and are good local approximations for the objective and constraints. Our theoretical analysis shows that for our choices of surrogates, we can bound our update’s worst-case performance and worst-case constraint violation with values that depend on a hyperparameter of the algorithm.

To prove the performance guarantees associated with our surrogates, we first prove new bounds on the difference in returns (or constraint returns) between two arbitrary stochastic policies in terms of an average divergence between them. We then show how our bounds permit a new analysis of trust region methods in general: specifically, we prove a worst-case
performance degradation at each update. We conclude by motivating, presenting, and proving
guarantees on our algorithm, Constrained Policy Optimization (CPO), a trust region method
for CMDPs.

6.4.1 Policy Performance Bounds

In this section, we present the theoretical foundation for our approach—a new bound on
the difference in returns between two arbitrary policies. This result, which is of independent
interest, extends the works of Kakade and Langford [2002], Pirotta et al. [2013], and Schulman
et al. [2015], providing tighter bounds. As we show later, it also relates the theoretical bounds
for trust region policy improvement with the actual trust region algorithms that have been
demonstrated to be successful in practice [Duan et al., 2016]. In the context of constrained
policy search, we later use our results to propose policy updates that both improve the
expected return and satisfy constraints.

The following theorem connects the difference in returns (or constraint returns) between two
arbitrary policies to an average divergence between them.

**Theorem 1.** For any function \( f : S \to \mathbb{R} \) and any policies \( \pi' \) and \( \pi \), define
\[
e_{f}(\pi') = \max_s \left| \mathbb{E}_{a \sim \pi', s' \sim P} [\delta_f(s, a, s')] \right|,
\]
\[
L_{\pi,f}(\pi') = \mathbb{E}_{s \sim d_s, a \sim \pi'} \left[ \left( \frac{\pi'(a|s)}{\pi(a|s)} - 1 \right) \delta_f(s, a, s') \right], \text{ and}
\]
\[
D^\pm_{\pi,f}(\pi') = \frac{L_{\pi,f}(\pi')}{1 - \gamma} \pm \frac{2\gamma e_{f}(\pi')}{(1 - \gamma)^2} \mathbb{E}_{s \sim d_s} \left[ D_{TV}(\pi'||\pi)|s] \right] ,
\]
where \( D_{TV}(\pi'||\pi)|s] = (1/2) \sum_a |\pi'(a|s) - \pi(a|s)| \) is the total variational divergence between
action distributions at \( s \). The following bounds hold:
\[
D^+_{\pi,f}(\pi') \geq J(\pi') - J(\pi) \geq D^-_{\pi,f}(\pi'). \tag{6.4}
\]
Furthermore, the bounds are tight (when \( \pi' = \pi \), all three expressions are identically zero).

Before proceeding, we connect this result to prior work. By bounding the expectation
\( \mathbb{E}_{s \sim d_s} \left[ D_{TV}(\pi'||\pi)|s] \right] \) with \( \max_s D_{TV}(\pi'||\pi)|s] \), picking \( f = V^\pi \), and bounding \( e_{f}(\pi') \) to get a
second factor of \( \max_s D_{TV}(\pi'||\pi)|s] \), we recover (up to assumption-dependent factors) the
bounds given by Pirotta et al. [2013] as Corollary 3.6, and by Schulman et al. [2015] as
Theorem 1a.

The choice of \( f = V^\pi \) allows a useful form of the lower bound, so we give it as a corollary.

**Corollary 1.** For any policies \( \pi', \pi \), with \( e_{f}(\pi') = \max_s |\mathbb{E}_{a \sim \pi'} [A^\pi(s, a)]| \), the following bound holds:
\[
J(\pi') - J(\pi) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d_s, a \sim \pi'} \left[ A^\pi(s, a) - \frac{2\gamma e_{f}(\pi')}{1 - \gamma} D_{TV}(\pi'||\pi)|s] \right]. \tag{6.5}
\]
The bound (6.5) should be compared with equation (6.1). The term \((1-\gamma)^{-1}E_{\pi\sim d^\pi, a\sim \pi}[A^\pi(s, a)]\) in (6.5) is an approximation to \(J(\pi') - J(\pi)\), using the state distribution \(d^\pi\) instead of \(d^{\pi'}\), which is known to equal \(J(\pi') - J(\pi)\) to first order in the parameters of \(\pi'\) on a neighborhood around \(\pi\) [Kakade and Langford, 2002]. The bound can therefore be viewed as describing the worst-case approximation error, and it justifies using the approximation as a surrogate for \(J(\pi') - J(\pi)\).

Equivalent expressions for the auxiliary costs, based on the upper bound, also follow immediately; we will later use them to make guarantees for the safety of CPO.

**Corollary 2.** For any policies \(\pi', \pi\), and any cost function \(C_i\), with \(\epsilon^\pi_{C_i} = \max_s |E_{a\sim \pi'}[A^\pi_{C_i}(s, a)]|\), the following bound holds:

\[
J_{C_i}(\pi') - J_{C_i}(\pi) \leq \frac{1}{1 - \gamma} E_{s \sim d^\pi} \left[ A^\pi_{C_i}(s, a) + \frac{2\gamma \epsilon^\pi_{C_i}}{1 - \gamma} D_{TV}(\pi' || \pi)[s] \right].
\] (6.6)

The bounds we have given so far are in terms of the TV-divergence between policies, but trust region methods constrain the KL-divergence between policies, so bounds that connect performance to the KL-divergence are desirable. We make the connection through Pinsker’s inequality [Csiszar and Körner, 1981]: for arbitrary distributions \(p, q\), the TV-divergence and KL-divergence are related by \(D_{TV}(p||q) \leq \sqrt{D_{KL}(p||q)/2}\). Combining this with Jensen’s inequality, we obtain

\[
E_{s \sim d^\pi} [D_{TV}(\pi' || \pi)[s]] \leq \sqrt{\frac{1}{2} E_{s \sim d^\pi} [D_{KL}(\pi' || \pi)[s]]}
\]

(6.7)

From (6.7) we immediately obtain the following.

**Corollary 3.** In bounds (6.4), (6.5), and (6.6), make the substitution

\[
E_{s \sim d^\pi} [D_{TV}(\pi' || \pi)[s]] \rightarrow \sqrt{\frac{1}{2} E_{s \sim d^\pi} [D_{KL}(\pi' || \pi)[s]]}.
\]

The resulting bounds hold.

### 6.4.2 Trust Region Methods

Trust region algorithms for reinforcement learning [Schulman et al., 2015, 2016] have policy updates of the form

\[
\pi_{k+1} = \arg \max_{\pi \in \Pi_\theta} E_{s \sim d^\pi, a \sim \pi} [A^\pi_k(s, a)]
\]

s.t. \(D_{KL}(\pi || \pi_k) \leq \delta\),

(6.8)

where \(D_{KL}(\pi || \pi_k) = E_{s \sim \pi_k} [D_{KL}(\pi || \pi_k)[s]]\), and \(\delta > 0\) is the step size. The set \(\{\pi_\theta \in \Pi_\theta : D_{KL}(\pi || \pi_k) \leq \delta\}\) is called the trust region.
The primary motivation for this update is that it is an approximation to optimizing the lower bound on policy performance given in (6.5), which would guarantee monotonic performance improvements. This is important for optimizing neural network policies, which are known to suffer from performance collapse after bad updates [Duan et al., 2016]. Despite the approximation, trust region steps usually give monotonic improvements [Schulman et al., 2015, Duan et al., 2016] and have shown state-of-the-art performance in the deep RL setting [Duan et al., 2016, Gu et al., 2017], making the approach appealing for developing policy search methods for CMDPs.

Until now, the particular choice of trust region for (6.8) was heuristically motivated; with (6.5) and Corollary 3, we are able to show that it is principled and comes with a worst-case performance degradation guarantee that depends on $\delta$.

**Proposition 1** (Trust Region Update Performance). Suppose $\pi_k, \pi_{k+1}$ are related by (6.8), and that $\pi_k \in \Pi_\theta$. A lower bound on the policy performance difference between $\pi_k$ and $\pi_{k+1}$ is

$$J(\pi_{k+1}) - J(\pi_k) \geq -\frac{\sqrt{2\delta \gamma \epsilon_{\pi_{k+1}}}}{(1 - \gamma)^2},$$

(6.9)

where $\epsilon_{\pi_{k+1}} = \max_s |E_{a \sim \pi_{k+1}} [A_{\pi_k}(s, a)]|$.

**Proof.** $\pi_k$ is a feasible point of (6.8) with objective value 0, so $E_{s \sim d_\pi k, a \sim \pi_k} [A_{\pi_k}(s, a)] \geq 0$. The rest follows by (6.5) and Corollary 3, noting that (6.8) bounds the average KL-divergence by $\delta$.\qed

This result is useful for two reasons: 1) it is of independent interest, as it helps tighten the connection between theory and practice for deep RL, and 2) the choice to develop CPO as a trust region method means that CPO inherits this performance guarantee.

### 6.4.3 Trust Region Optimization for Constrained MDPs

**Constrained policy optimization** (CPO), which we present and justify in this section, is a policy search algorithm for CMDPs with updates that approximately solve (6.3) with a particular choice of $D$. First, we describe a policy search update for CMDPs that alleviates the issue of off-policy evaluation, and comes with guarantees of monotonic performance improvement and constraint satisfaction. Then, because the theoretically guaranteed update will take too-small steps in practice, we propose CPO as a practical approximation based on trust region methods.

By corollaries 1, 2, and 3, for appropriate coefficients $\alpha_k, \beta_k^i$, the update

$$\pi_{k+1} = \arg \max_{\pi \in \Pi_\theta} \mathbb{E}_{s \sim d^\pi_k, a \sim \pi} [A_{\pi_k}(s, a)] - \alpha_k \sqrt{D_{KL}(\pi||\pi_k)}$$

s.t. $J_{C_i}(\pi_k) + \mathbb{E}_{s \sim d^\pi_k, a \sim \pi} \left[ \frac{A_{\pi_k}(s, a)}{1 - \gamma} \right] + \beta_k^i \sqrt{D_{KL}(\pi||\pi_k)} \leq d_i$
is guaranteed to produce policies with monotonically nondecreasing returns that satisfy the original constraints. (Observe that the constraint here is on an upper bound for $J_{C_i}(\pi)$ by (6.6).) The off-policy evaluation issue is alleviated, because both the objective and constraints involve expectations over state distributions $d^{\pi_k}$, which we presume to have samples from. Because the bounds are tight, the problem is always feasible (as long as $\pi_0$ is feasible). However, the penalties on policy divergence are quite steep for discount factors close to 1, so steps taken with this update might be small.

Inspired by trust region methods, we propose CPO, which uses a trust region instead of penalties on policy divergence to enable larger step sizes:

$$
\pi_{k+1} = \arg \max_{\pi \in \Pi_{\theta}} \mathbb{E}_{s \sim \pi_k^k} \left[ A^{\pi_k}(s,a) \right]
$$

s.t. $J_{C_i}(\pi_k) + \frac{1}{1 - \gamma} \mathbb{E}_{s \sim \pi_k^k} \left[ A^{\pi_k^*}_i(s,a) \right] \leq d_i \ \forall i \tag{6.10}
$

$$
D_{KL}(\pi||\pi_k) \leq \delta.
$$

Because this is a trust region method, it inherits the performance guarantee of Proposition 1. Furthermore, by corollaries 2 and 3, we have a performance guarantee for approximate satisfaction of constraints:

**Proposition 2** (CPO Update Worst-Case Constraint Violation). Suppose $\pi_k, \pi_{k+1}$ are related by (6.10), and that $\Pi_{\theta}$ in (6.10) is any set of policies with $\pi_k \in \Pi_{\theta}$. An upper bound on the $C_i$-return of $\pi_{k+1}$ is

$$
J_{C_i}(\pi_{k+1}) \leq d_i + \frac{\sqrt{2\delta \gamma \epsilon_{C_i}^{\pi_{k+1}}}}{(1 - \gamma)^2},
$$

where $\epsilon_{C_i}^{\pi_{k+1}} = \max_{s} |\mathbb{E}_{a \sim \pi_{k+1}} \left[ A^{\pi_k}_i(s,a) \right]|$.

### 6.5 Practical Implementation

In this section, we show how to implement an approximation to the update (6.10) that can be efficiently computed, even when optimizing policies with thousands of parameters. To address the issue of approximation and sampling errors that arise in practice, as well as the potential violations described by Proposition 2, we also propose to tighten the constraints by constraining upper bounds of the auxiliary costs, instead of the auxiliary costs themselves.

#### 6.5.1 Approximately Solving the CPO Update

For policies with high-dimensional parameter spaces like neural networks, (6.10) can be impractical to solve directly because of the computational cost. However, for small step sizes $\delta$, the objective and cost constraints are well-approximated by linearizing around $\pi_k$, and the KL-divergence constraint is well-approximated by second order expansion (at $\pi_k = \pi$,
the KL-divergence and its gradient are both zero). Denoting the gradient of the objective as \( g \), the gradient of constraint \( i \) as \( b_i \), the Hessian of the KL-divergence as \( H \), and defining \( c_i = J_{C_i}(\pi_k) - d_i \), the approximation to (6.10) is:

\[
\theta_{k+1} = \arg \max_{\theta} \ g^T(\theta - \theta_k) \\
\text{s.t.} \quad c_i + b_i^T(\theta - \theta_k) \leq 0 \quad i = 1, ..., m \\
\frac{1}{2}(\theta - \theta_k)^T H(\theta - \theta_k) \leq \delta. \tag{6.11}
\]

Because the Fisher information matrix (FIM) \( H \) is always positive semi-definite (and we will assume it to be positive-definite in what follows), this optimization problem is convex and, when feasible, can be solved efficiently using duality. (We reserve the case where it is not feasible for the next subsection.) With \( B = [b_1, ..., b_m] \) and \( c = [c_1, ..., c_m]^T \), a dual to (6.11) can be expressed as

\[
\max_{\lambda \geq 0, \nu \geq 0} -\frac{1}{2\lambda} (g^T H^{-1} g - 2r^T \nu + \nu^T S \nu) + \nu^T c - \frac{\lambda \delta}{2}, \tag{6.12}
\]

where \( r = g^T H^{-1} B, \ S = B^T H^{-1} B \). This is a convex program in \( m + 1 \) variables; when the number of constraints is small by comparison to the dimension of \( \theta \), this is much easier to solve than (6.11). If \( \lambda^*, \nu^* \) are a solution to the dual, the solution to the primal is

\[
\theta^* = \theta_k + \frac{1}{\lambda^*} H^{-1}(g - B \nu^*). \tag{6.13}
\]

Our algorithm solves the dual for \( \lambda^*, \nu^* \) and uses it to propose the policy update (6.13). For the special case where there is only one constraint, we give an analytical solution in the supplementary material (Theorem 2) which removes the need for an inner-loop optimization. Our experiments have only a single constraint, and make use of the analytical solution.

Because of approximation error, the proposed update may not satisfy the constraints in (6.10); a backtracking line search is used to ensure surrogate constraint satisfaction. Also, for high-dimensional policies, it is impractically expensive to invert the FIM. This poses a challenge for computing \( H^{-1} g \) and \( H^{-1} b_i \), which appear in the dual. Like Schulman et al. [2015], we approximately compute them using the conjugate gradient method.

### 6.5.2 Feasibility

Due to approximation errors, CPO may take a bad step and produce an infeasible iterate \( \pi_k \). Sometimes (6.11) will still be feasible and CPO can automatically recover from its bad step, but for the infeasible case, a recovery method is necessary. In our experiments, where we only have one constraint, we recover by proposing an update to purely decrease the constraint value:

\[
\theta^* = \theta_k - \sqrt{\frac{2\delta}{b^T H^{-1} b}} H^{-1} b. \tag{6.14}
\]
As before, this is followed by a line search. This approach is principled in that it uses the limiting search direction as the intersection of the trust region and the constraint region shrinks to zero. We give the pseudocode for our algorithm (for the single-constraint case) as Algorithm 4, and have made our code implementation available online.\(^1\)

**Algorithm 4 Constrained Policy Optimization**

**Input:** Initial policy \(\pi_0 \in \Pi_\theta\) tolerance \(\alpha\)

for \(k = 0, 1, 2, \ldots\) do

Sample a set of trajectories \(\mathcal{D} = \{\tau\} \sim \pi_k = \pi(\theta_k)\)

Form sample estimates \(\hat{g}, \hat{b}, \hat{H}, \hat{c}\) with \(\mathcal{D}\)

if approximate CPO is feasible then

Solve dual problem (6.12) for \(\lambda^*_{k}, \nu^*_{k}\)

Compute policy proposal \(\theta^*\) with (6.13)

else

Compute recovery policy proposal \(\theta^*\) with (6.14)

end if

Obtain \(\theta_{k+1}\) by backtracking linesearch to enforce satisfaction of sample estimates of constraints in (6.10)

end for

\[6.5.3 \text{ Tightening Constraints via Cost Shaping}\]

Because of the various approximations between (6.3) and our practical algorithm, it is important to build a factor of safety into the algorithm to minimize the chance of constraint violations. To this end, we choose to constrain upper bounds on the original constraints, \(C^+_i\), instead of the original constraints themselves. We do this by cost shaping:

\[C^+_i(s, a, s') = C_i(s, a, s') + \Delta_i(s, a, s'),\]

(6.15)

where \(\Delta_i : S \times A \times S \rightarrow \mathbb{R}_+\) correlates in some useful way with \(C_i\).

In our experiments, where we have only one constraint, we partition states into safe states and unsafe states, and the agent suffers a safety cost of 1 for being in an unsafe state. We choose \(\Delta\) to be the probability of entering an unsafe state within a fixed time horizon, according to a learned model that is updated at each iteration. This choice confers the additional benefit of smoothing out sparse constraints.

\[6.6 \text{ Connections to Prior Work}\]

Our method has similar policy updates to Lagrangian primal-dual methods like those proposed by Chow et al. [2015], but crucially, we differ in computing the dual variables (the Lagrange

\(^{1}\text{https://github.com/jachiam/cpo}\)
multipliers for the constraints). In primal-dual optimization (PDO), dual variables are stateful and learned concurrently with the primal variables [Boyd et al., 2003]. In a PDO algorithm for solving (6.3), dual variables would be updated according to

\[ \nu_{k+1} = (\nu_k + \alpha_k (J_C(\pi_k) - d))_+ , \] 

(6.16)

where \( \alpha_k \) is a learning rate. In this approach, intermediary policies are not guaranteed to satisfy constraints—only the policy at convergence is. By contrast, CPO computes new dual variables from scratch at each update to exactly enforce constraints.

### 6.7 Experiments

In our experiments, we aim to answer the following:

- Does CPO succeed at enforcing behavioral constraints when training neural network policies with thousands of parameters?
- How does CPO compare with a baseline that uses primal-dual optimization? Does CPO behave better with respect to constraints?
- How much does it help to constrain a cost upper bound (6.15), instead of directly constraining the cost?
- What benefits are conferred by using constraints instead of fixed penalties?

We designed experiments that are easy to interpret and motivated by safety. We consider two tasks, and train multiple different agents (robots) for each task:

- **Circle**: The agent is rewarded for running in a wide circle, but is constrained to stay within a safe region smaller than the radius of the target circle.

- **Gather**: The agent is rewarded for collecting green apples, and constrained to avoid red bombs.

For the Circle task, the exact geometry is illustrated in Figure 6.5 in the supplementary material. Note that there are no physical walls: the agent only interacts with boundaries through the constraint costs. The reward and constraint cost functions are described in supplementary material (Section 6.11.1). In each of these tasks, we have only one constraint; we refer to it as \( C \) and its upper bound from (6.15) as \( C^+ \).

We experiment with three different agents: a point-mass \((S \subseteq \mathbb{R}^3, A \subseteq \mathbb{R}^2)\), a quadruped robot (called an ‘ant’) \((S \subseteq \mathbb{R}^{32}, A \subseteq \mathbb{R}^8)\), and a simple humanoid \((S \subseteq \mathbb{R}^{102}, A \subseteq \mathbb{R}^{10})\). We train all agent-task combinations except for Humanoid-Gather.

For all experiments, we use neural network policies with two hidden layers of size \((64, 32)\). Our experiments are implemented in rllab [Duan et al., 2016].
Returns:

Constraint values: (closer to the limit is better)

Figure 6.1: Average performance for CPO, PDO, and TRPO over several seeds (5 in the Point environments, 10 in all others); the $x$-axis is training iteration. CPO drives the constraint function almost directly to the limit in all experiments, while PDO frequently suffers from over- or under-correction. TRPO is included to verify that optimal unconstrained behaviors are infeasible for the constrained problem.

Figure 6.2: The Humanoid-Circle and Point-Gather environments. In Humanoid-Circle, the safe area is between the blue panels.
6.7.1 Evaluating CPO and Comparison Analysis

Learning curves for CPO and PDO are compiled in Figure 6.1. Note that our constraint value graphs show $C^+$ return, instead of the $C$ return (except for in Point-Gather, where we did not use cost shaping due to that environment’s short time horizon), because this is what the algorithm actually constrains in these experiments.

For our comparison, we implement PDO with (6.16) as the update rule for the dual variables, using a constant learning rate $\alpha$; details are available in supplementary material (Section 6.11.3). We emphasize that in order for the comparison to be fair, we give PDO every advantage that is given to CPO, including equivalent trust region policy updates. To benchmark the environments, we also include TRPO (trust region policy optimization) [Schulman et al., 2015], a strong baseline unconstrained reinforcement learning algorithm. The TRPO experiments show that optimal unconstrained behaviors for these environments are constraint-violating.

We find that CPO is successful at approximately enforcing constraints in all environments. In the simpler environments (Point-Circle and Point-Gather), CPO tracks the constraint return almost exactly to the limit value. By contrast, although PDO usually converges to constraint-satisfying policies in the end, it is not consistently constraint-satisfying throughout training (as expected). For example, see the spike in constraint value that it experiences in Ant-Circle. Additionally, PDO is sensitive to the initialization of the dual variable. By default, we initialize $\nu_0 = 0$, which exploits no prior knowledge about the environment and makes sense when the initial policies are feasible. However, it may seem appealing to set $\nu_0$ high, which would make PDO more conservative with respect to the constraint; PDO could then decrease $\nu$ as necessary after the fact. In the Point environments, we experiment with $\nu_0 = 1000$ and show that although this does assure constraint satisfaction, it also can substantially harm performance with respect to return. While this suffices in our experiment, it may not be adequate in general: after the dual variable decreases, an agent could learn a new behavior that increases the correct dual variable more quickly than PDO can attain it (as happens in Ant-Circle for PDO; observe that performance is approximately constraint-satisfying until the agent learns how to run at around iteration 350).

We find that CPO generally outperforms PDO on enforcing constraints in these experiments, without compromising performance with respect to return. CPO quickly stabilizes the constraint return around to the limit value, while PDO is not consistently able to enforce constraints all throughout training. However, while these qualitative comparisons suggest an edge for CPO over the Lagrangian-based PDO methods, the story is complicated and merits further analysis. We will return to this in the next chapter, where we develop a better benchmark for evaluating constrained RL algorithms.
Figure 6.3: Using cost shaping (CS) in the constraint while optimizing generally improves the agent’s adherence to the true constraint on $C$ return.

### 6.7.2 Ablation on Cost Shaping

In Figure 6.3, we compare performance of CPO with and without cost shaping in the constraint. Our metric for comparison is the $C$ return, the ‘true’ constraint. The cost shaping does help, almost completely accounting for CPO’s inherent approximation errors. However, CPO is nearly constraint-satisfying even without cost shaping.

### 6.7.3 Constraint vs. Fixed Penalty

In Figure 6.4, we compare CPO to a fixed penalty method, where policies are learned using TRPO with rewards $R(s, a, s') - \nu C^+(s, a, s')$ for $\nu \in \{1, 5, 50\}$.

We find that fixed penalty methods can be highly sensitive to the choice of penalty coefficient: in Ant-Circle, a penalty coefficient of 1 results in reward-maximizing policies that accumulate massive constraint costs, while a coefficient of 5 (less than an order of magnitude difference) results in cost-minimizing policies that never learn how to acquire any rewards. In contrast, CPO automatically picks penalty coefficients to attain the desired trade-off between reward and constraint cost.
6.8 Discussion

In this article, we showed that a particular optimization problem results in policy updates that are guaranteed to both improve return and satisfy constraints. This enabled the development of CPO, our policy search algorithm for CMDPs, which approximates the theoretically-guaranteed algorithm in a principled way. We demonstrated that CPO can train neural network policies with thousands of parameters on high-dimensional constrained control tasks, simultaneously maximizing reward and approximately satisfying constraints. Our work represents a step towards applying reinforcement learning in the real world, where constraints on agent behavior are sometimes necessary for the sake of safety.

6.9 Proof of Policy Performance Bound

6.9.1 Preliminaries

Our analysis will make extensive use of the discounted future state distribution, \( d^\pi \), which is defined as

\[
d^\pi(s) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t P(s_t = s|\pi).
\]

It allows us to express the expected discounted total reward compactly as

\[
J(\pi) = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi, \ a \sim \pi, \ s' \sim P} [R(s, a, s')],
\]

where by \( a \sim \pi \), we mean \( a \sim \pi(\cdot|s) \), and by \( s' \sim P \), we mean \( s' \sim P(\cdot|s, a) \). We drop the explicit notation for the sake of reducing clutter, but it should be clear from context that \( a \) and \( s' \) depend on \( s \).
First, we examine some useful properties of \(d^\pi\) that become apparent in vector form for finite state spaces. Let \(p_t^\pi \in \mathbb{R}^{|S|}\) denote the vector with components \(p_t^\pi(s) = P(s_t = s|\pi)\), and let \(P_\pi \in \mathbb{R}^{|S| \times |S|}\) denote the transition matrix with components \(P_\pi(s'|s) = \int da P(s'|s,a)\pi(a|s);\) then

\[
p_t^\pi = P_\pi p_{t-1}^\pi = P_t^\pi \mu \quad \text{and} \quad d^\pi = (1 - \gamma)^{\infty} \sum_{t=0}^{\infty} (\gamma P_\pi)^t \mu.
\]

This formulation helps us easily obtain the following lemma.

**Lemma 1.** For any function \(f : S \to \mathbb{R}\) and any policy \(\pi\),

\[
(1 - \gamma) \mathbb{E}_{s \sim \mu} [f(s)] + \mathbb{E}_{s \sim d^\pi} [\gamma f(s')] - \mathbb{E}_{s \sim d^{\pi'}} [f(s)] = 0.
\]

**Proof.** Multiply both sides of (6.18) by \((I - \gamma P_\pi)\) and take the inner product with the vector \(f \in \mathbb{R}^{|S|}\). \(\square\)

Combining this with (6.17), we obtain the following, for any function \(f\) and any policy \(\pi\):

\[
J(\pi) = \mathbb{E}_{s \sim \mu} [f(s)] + \frac{1}{1 - \gamma s \sim d^\pi} \mathbb{E}_{s \sim d^\pi} [R(s,a,s') + \gamma f(s') - f(s)].
\]

This identity is nice for two reasons. First: if we pick \(f\) to be an approximator of the value function \(V^{\pi}\), then (6.20) relates the true discounted return of the policy \((J(\pi))\) to the estimate of the policy return \(\mathbb{E}_{s \sim \mu} [f(s)]\) and to the on-policy average TD-error of the approximator; this is aesthetically satisfying. Second: it shows that reward-shaping by \(\gamma f(s') - f(s)\) has the effect of translating the total discounted return by \(\mathbb{E}_{s \sim \mu} [f(s)]\), a fixed constant independent of policy; this illustrates the finding of Ng et al. [1999] that reward shaping by \(\gamma f(s') + f(s)\) does not change the optimal policy.

It is also helpful to introduce an identity for the vector difference of the discounted future state visitation distributions on two different policies, \(\pi'\) and \(\pi\). Define the matrices \(G = (I - \gamma P_\pi)^{-1}\), \(\bar{G} = (I - \gamma P_{\pi'})^{-1}\), and \(\Delta = P_{\pi'} - P_\pi\). Then:

\[
G^{-1} - \bar{G}^{-1} = (I - \gamma P_\pi) - (I - \gamma P_{\pi'}) = \gamma \Delta;
\]

left-multiplying by \(G\) and right-multiplying by \(\bar{G}\), we obtain

\[
\bar{G} - G = \gamma \bar{G} \Delta G.
\]

Thus

\[
d^{\pi'} - d^\pi = (1 - \gamma) (\bar{G} - G) \mu = \gamma (1 - \gamma) \bar{G} \Delta G \mu = \gamma \bar{G} \Delta d^\pi.
\]

(6.21)
For simplicity in what follows, we will only consider MDPs with finite state and action spaces, although our attention is on MDPs that are too large for tabular methods.

### 6.9.2 Main Results

In this section, we will derive and present the new policy improvement bound. We will begin with a lemma:

**Lemma 2.** For any function \( f : S \to \mathbb{R} \) and any policies \( \pi' \) and \( \pi \), define

\[
L_{\pi,f}(\pi') = \mathbb{E}_{a \sim A_{\pi}, s' \sim P} \left[ \left( \frac{\pi'(a|s)}{\pi(a|s)} - 1 \right) (R(s,a,s') + \gamma f(s') - f(s)) \right],
\]

and \( \epsilon_f = \max_{a} |E_{a \sim \pi', s' \sim P}[R(s,a,s') + \gamma f(s') - f(s)]| \). Then the following bounds hold:

\[
\begin{align*}
J(\pi') - J(\pi) &\geq \frac{1}{1 - \gamma} \left( L_{\pi,f}(\pi') - 2\epsilon_f D_{\text{TV}}(d^\pi || d^{\pi'}) \right) , \\
J(\pi') - J(\pi) &\leq \frac{1}{1 - \gamma} \left( L_{\pi,f}(\pi') + 2\epsilon_f D_{\text{TV}}(d^\pi || d^{\pi'}) \right) ,
\end{align*}
\]

where \( D_{\text{TV}} \) is the total variational divergence. Furthermore, the bounds are tight (when \( \pi' = \pi \), the LHS and RHS are identically zero).

**Proof.** First, for notational convenience, let \( \delta_f(s,a,s') = R(s,a,s') + \gamma f(s') - f(s) \). (The choice of \( \delta \) to denote this quantity is intentionally suggestive—this bears a strong resemblance to a TD-error.) By (6.20), we obtain the identity

\[
J(\pi') - J(\pi) = \frac{1}{1 - \gamma} \left( \mathbb{E}_{s \sim d^\pi} \left[ \delta_f(s,a,s') \right] - \mathbb{E}_{s \sim d^{\pi'}} \left[ \delta_f(s,a,s') \right] \right).
\]

Now, we restrict our attention to the first term in this equation. Let \( \bar{\delta} \in \mathbb{R}^{|S|} \) denote the vector of components \( \bar{\delta}_f(s) = E_{a \sim \pi', s' \sim P}[\delta_f(s,a,s')] \). Observe that

\[
\mathbb{E}_{s \sim d^\pi} \left[ \delta_f(s,a,s') \right] = \left\langle d^\pi, \bar{\delta}_f \right\rangle \\
= \left\langle d^\pi, \bar{\delta}^\pi \right\rangle + \left\langle d^\pi - d^{\pi'} - d^{\pi'}, \bar{\delta}_f \right\rangle
\]

This term is then straightforwardly bounded by applying Hölder’s inequality; for any \( p, q \in [1,\infty] \) such that \( 1/p + 1/q = 1 \), we have

\[
\left\langle d^\pi, \bar{\delta}^\pi \right\rangle + \left\| d^\pi - d^{\pi'} \right\|_p \left\| \bar{\delta}_f \right\|_q \geq \mathbb{E}_{s \sim d^\pi} \left[ \delta_f(s,a,s') \right] \geq \left\langle d^\pi, \bar{\delta}_f \right\rangle - \left\| d^\pi - d^{\pi'} \right\|_p \left\| \bar{\delta}_f \right\|_q .
\]
The lower bound leads to (6.23), and the upper bound leads to (6.24).

We choose $p = 1$ and $q = \infty$; however, we believe that this step is very interesting, and different choices for dealing with the inner product $\langle d^\pi - d^{\pi'}, \delta_f^{\pi'} \rangle$ may lead to novel and useful bounds.

With $\|d^\pi - d^{\pi'}\|_1 = 2D_{TV}(d^\pi || d^{\pi'})$ and $\|\delta_f^{\pi'}\|_\infty = \epsilon_f^{\pi'}$, the bounds are almost obtained. The last step is to observe that, by the importance sampling identity,

$$\langle d^\pi, \delta_f^{\pi'} \rangle = \mathbb{E}_{s \sim d^\pi, a \sim P} [\delta_f(s, a, s')]$$

$$= \mathbb{E}_{s \sim d^\pi, a \sim P} \left[ \frac{\pi'(a|s)}{\pi(a|s)} \delta_f(s, a, s') \right].$$

After grouping terms, the bounds are obtained. \hfill \Box

This lemma makes use of many ideas that have been explored before; for the special case of $f = V^\pi$, this strategy (after bounding $D_{TV}(d^\pi || d^{\pi'})$) leads directly to some of the policy improvement bounds previously obtained by Pirotta et al. and Schulman et al. The form given here is slightly more general, however, because it allows for freedom in choosing $f$.

**Remark.** It is reasonable to ask if there is a choice of $f$ which maximizes the lower bound here. This turns out to trivially be $f = V^{\pi'}$. Observe that $\mathbb{E}_{a \sim \pi'} [A^{\pi'}(s, a)|s, a] = A^{\pi'}(s, a)$. For all states, $\mathbb{E}_{a \sim \pi'} [A^{\pi'}(s, a)] = 0$ (by the definition of $A^{\pi'}$); thus $\delta^{\pi'}_{V^{\pi'}} = 0$ and $\epsilon^{\pi'}_{V^{\pi'}} = 0$. Also, $L_{\pi, V^{\pi'}}(\pi') = -\mathbb{E}_{s \sim d^\pi, a \sim \pi} [A^{\pi'}(s, a)];$ from (6.20) with $f = V^{\pi'}$, we can see that this exactly equals $J(\pi') - J(\pi)$. Thus, for $f = V^{\pi'}$, we recover an exact equality. While this is not practically useful to us (because, when we want to optimize a lower bound with respect to $\pi'$, it is too expensive to evaluate $V^{\pi'}$ for each candidate to be practical), it provides insight: the penalty coefficient on the divergence captures information about the mismatch between $f$ and $V^{\pi'}$.

Next, we are interested in bounding the divergence term, $\|d^\pi - d^{\pi'}\|_1$. We give the following lemma; to the best of our knowledge, this is a new result.

**Lemma 3.** The divergence between discounted future state visitation distributions, $\|d^\pi - d^{\pi'}\|_1$, is bounded by an average divergence of the policies $\pi'$ and $\pi$:

$$\|d^\pi - d^{\pi'}\|_1 \leq \frac{2\gamma}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} [D_{TV}(\pi'||\pi)|s]], \quad (6.25)$$

where $D_{TV}(\pi'||\pi)|s] = (1/2) \sum_a |\pi'(a|s) - \pi(a|s)|$.

**Proof.** First, using (6.21), we obtain

$$\|d^\pi - d^{\pi'}\|_1 = \gamma \|\tilde{G}\Delta d^\pi\|_1$$

$$\leq \gamma \|\tilde{G}\|_1 \|\Delta d^\pi\|_1.$$
$\|G\|_1$ is bounded by:

$$\|G\|_1 = \|(I - \gamma P_\pi)^{-1}\|_1 \leq \sum_{t=0}^{\infty} \gamma^t \|P_\pi\|_1 = (1 - \gamma)^{-1}$$

To conclude the lemma, we bound $\|\Delta d_\pi\|_1$.

$$\|\Delta d_\pi\|_1 = \sum_{s'} \left| \sum_s \Delta(s'|s)d_\pi(s) \right|$$

$$\leq \sum_{s,s'} |\Delta(s'|s)| d_\pi(s)$$

$$= \sum_{s,s'} \left| \sum_a P(s'|s,a)(\pi'(a|s) - \pi(a|s)) \right| d_\pi(s)$$

$$\leq \sum_{s,a,s'} P(s'|s,a)|\pi'(a|s) - \pi(a|s)| d_\pi(s)$$

$$= \sum_{s,a} |\pi'(a|s) - \pi(a|s)| d_\pi(s)$$

$$= 2 E_{s\sim d_\pi} [D_{TV}(\pi'||\pi)[s]].$$

The new policy improvement bound follows immediately.

**Theorem 1.** For any function $f : S \to \mathbb{R}$ and any policies $\pi'$ and $\pi$, define $\delta_f(s,a,s') = R(s,a,s') + \gamma f(s') - f(s)$,

$$\epsilon_f' = \max_s |E_{a\sim \pi',s'\sim P}[\delta_f(s,a,s')]|,$$

$$L_{\pi,f}(\pi') = \frac{E_{s\sim d_\pi}}{s\sim d_\pi, a\sim \pi} \left[ \left( \frac{\pi'(a|s)}{\pi(a|s)} - 1 \right) \delta_f(s,a,s') \right],$$

and

$$D_{\pi,f}^+(\pi') \leq L_{\pi,f}(\pi') + \frac{2\gamma \epsilon_f'}{1 - \gamma} E_{s\sim d_\pi} [D_{TV}(\pi'||\pi)[s]],$$

where $D_{TV}(\pi'||\pi)[s] = (1/2) \sum_a |\pi'(a|s) - \pi(a|s)|$ is the total variational divergence between action distributions at $s$. The following bounds hold:

$$D_{\pi,f}^+(\pi') \geq J(\pi') - J(\pi) \geq D_{\pi,f}^-(\pi').$$

(6.4)

Furthermore, the bounds are tight (when $\pi' = \pi$, all three expressions are identically zero).

**Proof.** Begin with the bounds from lemma 2 and bound the divergence $D_{TV}(d_\pi'||d_\pi)$ by lemma 3. \qed
6.10 Proof of Analytical Solution to LQCLP

Theorem 2 (Optimizing Linear Objective with Linear and Quadratic Constraints). Consider the problem

\[ p^* = \min_{x} g^T x \]
\[ \text{s.t. } b^T x + c \leq 0 \]
\[ x^T H x \leq \delta, \] (6.26)

where \( g, b, x \in \mathbb{R}^n, c, \delta \in \mathbb{R}, \delta > 0, H \in \mathbb{S}^n, \) and \( H \succ 0. \) When there is at least one strictly feasible point, the optimal point \( x^* \) satisfies

\[ x^* = -\frac{1}{\lambda^*} H^{-1} (g + \nu^* b), \]

where \( \lambda^* \) and \( \nu^* \) are defined by

\[ \nu^* = \left( \frac{\lambda^* c - r}{s} \right)_+, \]

\[ \lambda^* = \arg\max_{\lambda \geq 0} \begin{cases} f_a(\lambda) = \frac{1}{2\lambda} \left( \frac{r^2}{s} - q \right) + \frac{\lambda}{2} \left( \frac{c^2}{s} - \delta \right) - \frac{rc}{s} & \text{if } \lambda c - r > 0 \\ f_b(\lambda) = -\frac{1}{2} \left( \frac{q}{\lambda} + \lambda \delta \right) & \text{otherwise,} \end{cases} \]

with \( q = g^T H^{-1} g, r = g^T H^{-1} b, \) and \( s = b^T H^{-1} b. \)

Furthermore, let \( \Lambda_a = \{ \lambda | \lambda c - r > 0, \lambda \geq 0 \} \), and \( \Lambda_b = \{ \lambda | \lambda c - r \leq 0, \lambda \geq 0 \}. \) The value of \( \lambda^* \) satisfies

\[ \lambda^* \in \left\{ \lambda^*_a \doteq \text{Proj} \left( \sqrt{\frac{q - r^2}{s} \Lambda_a}, \Lambda_a \right), \lambda^*_b \doteq \text{Proj} \left( \sqrt{\frac{q}{\delta} \Lambda_b}, \Lambda_b \right) \right\}, \]

with \( \lambda^* = \lambda^*_a \) if \( f_a(\lambda^*_a) > f_b(\lambda^*_b) \) and \( \lambda^* = \lambda^*_b \) otherwise, and \( \text{Proj}(a, S) \) is the projection of a point \( a \) on to a set \( S. \) Note: the projection of a point \( x \in \mathbb{R} \) onto a convex segment of \( \mathbb{R}, [a, b], \) has value \( \text{Proj}(x, [a, b]) = \max(a, \min(b, x)). \)

Proof. This is a convex optimization problem. When there is at least one strictly feasible point, strong duality holds by Slater’s theorem. We exploit strong duality to solve the problem analytically.
We follow the procedure below.

Notes on interpreting the coefficients in the dual problem:

If \( c \) intersects the quadratic trust region. An intersection occurs if there exists an \( x \) such that \( c + b^T x = 0 \) with \( x^T H x \leq \delta \). To check whether this is the case, we solve

\[
x^* = \arg \min_x x^T H x : c + b^T x = 0
\]

and see if \( x^T H x^* \leq \delta \). The solution to this optimization problem is \( x^* = c H^{-1} b / s \), thus \( x^T H x^* = c^2 / s \). If \( c^2 / s - \delta \leq 0 \), then the plane intersects the trust region; otherwise, it does not.

If \( c^2 / s - \delta > 0 \) and \( c < 0 \), then the quadratic trust region lies entirely within the linear constraint-satisfying halfspace, and we can remove the linear constraint without changing the optimization problem. If \( c^2 / s - \delta > 0 \) and \( c > 0 \), the problem is infeasible (the intersection of the quadratic trust region and linear constraint-satisfying halfspace is empty). Otherwise, we follow the procedure below.

Observe that when \( c < 0 \), \( \Lambda_a = [0, r/c) \) and \( \Lambda_b = [r/c, \infty) \); when \( c > 0 \), \( \Lambda_a = [r/c, \infty) \) and \( \Lambda_b = [0, r/c) \).

Notes on interpreting the coefficients in the dual problem:

- We are guaranteed to have \( r^2 / s - q \leq 0 \) by the Cauchy-Schwarz inequality. Recall that

\[
q = g^T H^{-1} g, \quad r = g^T H^{-1} b, \quad s = b^T H^{-1} b.
\]

The Cauchy-Schwarz inequality gives:

\[
\| H^{-1/2} b \|_2^2 \| H^{-1/2} g \|_2^2 \geq \left( (H^{-1/2} b)^T (H^{-1/2} g) \right)^2
\]

\[
\implies (b^T H^{-1} b) \left( g^T H^{-1} g \right) \geq (b^T H^{-1} g)^2
\]

\[
\therefore \quad q s \geq r^2.
\]

- The coefficient \( c^2 / s - \delta \) relates to whether or not the plane of the linear constraint intersects the quadratic trust region. An intersection occurs if there exists an \( x \) such that \( c + b^T x = 0 \) with \( x^T H x \leq \delta \). To check whether this is the case, we solve

\[
x^* = \arg \min_x x^T H x : c + b^T x = 0
\]

and see if \( x^T H x^* \leq \delta \).
Solving the dual for $\lambda$: for any $A > 0$, $B > 0$, the problem

$$\max_{\lambda \geq 0} f(\lambda) = -\frac{1}{2} \left( \frac{A}{\lambda} + B\lambda \right)$$

has optimal point $\lambda^* = \sqrt{A/B}$ and optimal value $f(\lambda^*) = -\sqrt{AB}$.

We can use this solution form to obtain the optimal point on each segment of the piecewise continuous dual function for $\lambda$:

<table>
<thead>
<tr>
<th>objective</th>
<th>optimal point (before projection)</th>
<th>optimal point (after projection)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_a(\lambda) = \frac{1}{2\lambda} \left( \frac{r^2}{s} - q \right) + \frac{\lambda}{2} \left( \frac{c^2}{s} - \delta \right) - \frac{rc}{s}$</td>
<td>$\lambda_a = \sqrt{\frac{q - r^2/s}{\delta - c^2/s}}$</td>
<td>$\lambda_a^* = \text{Proj}(\lambda_a, \Lambda_a)$</td>
</tr>
<tr>
<td>$f_b(\lambda) = -\frac{1}{2} \left( \frac{q}{\lambda} + \lambda\delta \right)$</td>
<td>$\lambda_b = \sqrt{\frac{q}{\delta}}$</td>
<td>$\lambda_b^* = \text{Proj}(\lambda_b, \Lambda_b)$</td>
</tr>
</tbody>
</table>

The optimization is completed by comparing $f_a(\lambda_a^*)$ and $f_b(\lambda_b^*)$:

$$\lambda^* = \begin{cases} 
\lambda_a^* & f_a(\lambda_a^*) \geq f_b(\lambda_b^*) \\
\lambda_b^* & \text{otherwise}
\end{cases}$$

6.11 Experiment Details

6.11.1 Environments

In the Circle environments, the reward and cost functions are

$$R(s) = \frac{v^T[-y, x]}{1 + ||[x, y]||_2 - d},$$
$$C(s) = 1 \, ||x > x_{lim}||,$$

where $x, y$ are the coordinates in the plane, $v$ is the velocity, and $d, x_{lim}$ are environmental parameters. We set these parameters to be

<table>
<thead>
<tr>
<th>$d$</th>
<th>Point-mass</th>
<th>Ant</th>
<th>Humanoid</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{lim}$</td>
<td>15</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2.5</td>
<td>3</td>
<td>2.5</td>
<td></td>
</tr>
</tbody>
</table>

In Point-Gather, the agent receives a reward of +10 for collecting an apple, and a cost of 1 for collecting a bomb. Two apples and eight bombs spawn on the map at the start of each episode. In Ant-Gather, the reward and cost structure was the same, except that the agent also receives a reward of $-10$ for falling over (which results in the episode ending). Eight apples and eight bombs spawn on the map at the start of each episode.
Figure 6.5: In the Circle task, reward is maximized by moving along the green circle. The agent is not allowed to enter the blue regions, so its optimal constrained path follows the line segments $AD$ and $BC$.

### 6.11.2 Algorithm Parameters

In all experiments, we use Gaussian policies with mean vectors given as the outputs of neural networks, and with variances that are separate learnable parameters. The policy networks for all experiments have two hidden layers of sizes $(64, 32)$ with tanh activation functions.

We use GAE-λ Schulman et al. [2016] to estimate the advantages and constraint advantages, with neural network value functions. The value functions have the same architecture and activation functions as the policy networks. We found that having different $\lambda_{GAE}$ values for the regular advantages and the constraint advantages worked best. We denote the $\lambda_{GAE}$ used for the constraint advantages as $\lambda_{GAE}^C$.

For the failure prediction networks $P_\phi(s \rightarrow U)$, we use neural networks with a single hidden layer of size $(32)$, with output of one sigmoid unit. At each iteration, the failure prediction network is updated by some number of gradient descent steps using the Adam update rule to minimize the prediction error. To reiterate, the failure prediction network is a model for the probability that the agent will, at some point in the next $T$ time steps, enter an unsafe state. The cost bonus was weighted by a coefficient $\alpha$, which was 1 in all experiments except for Ant-Gather, where it was 0.01. Because of the short time horizon, no cost bonus was used for Point-Gather.

For all experiments, we used a discount factor of $\gamma = 0.995$, a GAE-λ for estimating the regular advantages of $\lambda_{GAE} = 0.95$, and a KL-divergence step size of $\delta_{KL} = 0.01$.

Experiment-specific parameters are as follows:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Point-Circle</th>
<th>Ant-Circle</th>
<th>Humanoid-Circle</th>
<th>Point-Gather</th>
<th>Ant-Gather</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size</td>
<td>50,000</td>
<td>100,000</td>
<td>50,000</td>
<td>50,000</td>
<td>100,000</td>
</tr>
<tr>
<td>Rollout length</td>
<td>50-65</td>
<td>500</td>
<td>1000</td>
<td>15</td>
<td>500</td>
</tr>
<tr>
<td>Maximum constraint value $d$</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Failure prediction horizon $T$</td>
<td>5</td>
<td>20</td>
<td>20</td>
<td>(N/A)</td>
<td>20</td>
</tr>
<tr>
<td>Failure predictor SGD steps per itr</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>(N/A)</td>
<td>10</td>
</tr>
<tr>
<td>Predictor coeff $\alpha$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(N/A)</td>
<td>0.01</td>
</tr>
<tr>
<td>$\lambda_{GAE}^C$</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Note that these same parameters were used for all algorithms.

We found that the Point environment was agnostic to $\lambda_{GAE}^C$, but for the higher-dimensional environments, it was necessary to set $\lambda_{GAE}^C$ to a value $< 1$. Failing to discount the constraint...
advantages led to substantial overestimates of the constraint gradient magnitude, which led
the algorithm to take unsafe steps. The choice $\lambda_{G}^{C} = 0.5$ was obtained by a hyperparameter
search in $\{0.5, 0.92, 1\}$, but 0.92 worked nearly as well.

### 6.11.3 Primal-Dual Optimization Implementation

Our primal-dual implementation is intended to be as close as possible to our CPO implement-
ation. The key difference is that the dual variables for the constraints are stateful, learnable
parameters, unlike in CPO where they are solved from scratch at each update.

The update equations for our PDO implementation are

\[
\begin{align*}
\theta_{k+1} &= \theta_k + s^j \sqrt{\frac{2\delta}{(g - \nu_k b)^T H^{-1} (g - \nu_k b) H^{-1} (g - \nu_k b)}} \\
\nu_{k+1} &= (\nu_k + \alpha (J_C(\pi_k) - d))_+,
\end{align*}
\]

where $s^j$ is from the backtracking line search ($s \in (0, 1)$ and $j \in \{0, 1, ..., J\}$, where $J$ is the
backtrack budget; this is the same line search as is used in CPO and TRPO), and $\alpha$ is a
learning rate for the dual parameters. $\alpha$ is an important hyperparameter of the algorithm:
if it is set to be too small, the dual variable won’t update quickly enough to meaningfully
enforce the constraint; if it is too high, the algorithm will overcorrect in response to constraint
violations and behave too conservatively. We experimented with a relaxed learning rate,
$\alpha = 0.001$, and an aggressive learning rate, $\alpha = 0.01$. The aggressive learning rate performed
better in our experiments, so all of our reported results are for $\alpha = 0.01$. 
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Chapter 7

Benchmarking Safe Exploration

In this chapter, we present the Safety Gym benchmark suite, a new slate of high-dimensional continuous control environments for measuring research progress on constrained RL. We benchmark several constrained deep RL algorithms on Safety Gym environments to establish baselines that future work can build on. Safety Gym and the baseline algorithm implementations are available online.¹

7.1 Introduction

The field of RL has greatly benefited in recent years from benchmark environments for evaluating algorithmic progress, including the Arcade Learning Environment [Bellemare et al., 2012], OpenAI Gym [Brockman et al., 2016], Deepmind Control Suite [Tassa et al., 2018], and Deepmind Lab [Beattie et al., 2016], to name a few. However, there is not yet a standard set of environments for making progress on safe exploration specifically.² Different papers use different environments and evaluation procedures, making it difficult to compare methods—and in turn to identify the most promising research directions. To address the gap, we present Safety Gym: a set of tools for accelerating safe exploration research. Safety Gym includes a benchmark suite of 18 high-dimensional continuous control environments for safe exploration, plus 9 additional environments for debugging task performance separately from safety requirements, and tools for building additional environments.

Consistent with our proposal to standardize on constrained RL, each Safety Gym environment has separate objectives for task performance and safety. These are expressed via a reward function and a set of auxiliary cost functions respectively. We recommend a protocol for evaluating constrained RL algorithms on Safety Gym environments based on three metrics: task performance of the final policy, constraint satisfaction of the final policy, and average regret with respect to safety costs throughout training.

²Leike et al. [2017] give gridworld environments for evaluating various aspects of AI safety, but they only designate one of these environments for measuring safe exploration progress.
We highlight three particularly desirable features of Safety Gym:

1. There is a gradient of difficulty across benchmark environments. This allows practitioners to quickly iterate on the simplest tasks before proceeding to the hardest ones.

2. In all Safety Gym benchmark environments, the layout of environment elements is randomized at the start of each episode. Each distribution over layouts is continuous and minimally restricted, allowing for essentially infinite variations within each environment. This prevents RL algorithms from learning trivial solutions that memorize particular trajectories, and requires agents to learn more-general behaviors to succeed.

3. Safety Gym is highly extensible. The tools used to build Safety Gym allow the easy creation of new environments with different layout distributions, including combinations of constraints not present in our standard benchmark environments.

To make Safety Gym relevant out-of-the-box and to partially clarify state-of-the-art in safe exploration, we benchmark several existing constrained and unconstrained RL algorithms on the Safety Gym environments, and we provide the results as baselines for future work. We include unconstrained RL algorithms to demonstrate that the environments are not “trivially” safe—that is, to demonstrate that task objectives and safety objectives have meaningful trade-offs, and performing well at the task does not automatically result in safe behavior. Our baseline algorithms include Trust Region Policy Optimization (TRPO) [Schulman et al., 2015] and Proximal Policy Optimization (PPO) [Schulman et al., 2017] in their original unconstrained forms, as well as forms with adaptive penalties for safety costs based on the Lagrangian approach to constrained optimization. Additionally, we include Constrained Policy Optimization (CPO) [Achiam et al., 2017b], a constrained form of TRPO that calculates a penalty coefficient from scratch at each update. Surprisingly, we find that CPO performs poorly on Safety Gym environments by comparison to Lagrangian methods.

7.2 Related Work

Safety Overviews: Amodei et al. [2016] and Leike et al. [2017] give taxonomies and examples of AI safety problems, including safe exploration and others that overlap with safe exploration. Pecka and Svoboda [2014] and García and Fernández [2015] give taxonomies of approaches to safe exploration covering a wide range of work, and offer valuable historical perspectives not covered here due to our choice to focus on modern RL with deep neural network function approximators.

Safety Definitions and Algorithms: A foundational problem in safe exploration work is the question of what safety means in the first place. One definition for safety requires humans to label states of the environment as “safe” and “unsafe,” and considers agents safe if they never enter into unsafe states [Hans et al., 2008]; this approach is often connected to constraints [Altman, 1999] and sometimes to reachability [Fisac et al., 2019] or stability [Berkenkamp et al., 2017]. A wide body of work considers agents to be safe if they act,
reason, and generalize in accordance with human preferences, eg [Hadfield-Menell et al., 2016, Christiano et al., 2017, 2018, Irving et al., 2018, Leike et al., 2018]. Moldovan and Abbeel [2012] consider an agent safe if it satisfies an ergodicity requirement: that is, if it can reach any state it visits from any other state it visits, so that errors are reversible. Krakovna et al. [2018] consider safety issues related to “side effects,” negative externalities that can arise when an agent lacks suitable priors on what behaviors are safe. Shah et al. [2019] consider a safety condition based on the assumption that the initial state of an environment arranged by humans will contain information about their preferences for safe and unsafe behavior. Gehring and Precup [2013] consider agents to be safer when they avoid higher-variance outcomes. Another branch of work concerns the monotonic improvement of return over the course of learning, where degradation in return is considered unsafe [Pirotta et al., 2013, Papini et al., 2019]. Other methods to address safety in RL have been proposed, including: using ensembles to improve generalization of learned safety-critical behavior [Kenton et al., 2019], learning action-time interventions to prevent and correct actions that would lead to unsafe states [Dalal et al., 2018, Chow et al., 2019], using human interventions to override unsafe actions [Saunders et al., 2017], learning “reverse” policies to verify ergodicity [Eysenbach et al., 2018a], and using “intrinsic fear” to penalize unsafe behavior [Lipton et al., 2017].

**Benchmarking RL and RL Safety:** Various benchmark environments have been proposed to measure progress on different RL problems. Bellemare et al. [2012] proposed the Arcade Learning Environment (ALE), where Atari games are RL environments with score-based reward functions. Brockman et al. [2016] proposed OpenAI Gym, an interface to a wide variety of standard tasks including classical control environments, high-dimensional continuous control environments, ALE Atari games, and others. Tassa et al. [2018] proposed the Deepmind Control Suite, a set of high-dimensional physics simulation-based tasks (similar in nature to our environments), based on the MuJoCo simulator [Todorov et al., 2012]. Leike et al. [2017] gave grid worlds that demonstrate AI safety issues, using an observable reward function to encode objectives and a hidden performance function to evaluate whether the agent is accomplishing the objective safely. Cobbe et al. [2018] developed CoinRun, an arbitrarily-large set of RL environments based on extensive randomization, as a platform to study generalization and transfer in RL.

### 7.3 Safety Gym

We now introduce Safety Gym, a set of tools for accelerating safe exploration research. Safety Gym consists of two components:

- an environment-builder that allows a user to create a new environment by mixing and matching from a wide range of physics elements, goals, and safety requirements,

- and a suite of pre-configured benchmark environments to help standardize the measurement of progress on the safe exploration problem.

We will first give a high-level overview of features and design desiderata for Safety Gym, before diving into deeper explanations and explicitly listing the benchmark environments.
**Framework:** Safety Gym is implemented as a standalone module that uses the OpenAI Gym [Brockman et al., 2016] interface for instantiating and interacting with RL environments, and the MuJoCo physics simulator [Todorov et al., 2012] to construct and forward-simulate each environment.

**Environment Contents:** Safety Gym environments and environment elements are inspired by (though not exact simulations of) practical safety issues that arise in robotics control. Each environment has a robot that must navigate a cluttered environment to accomplish a task, while respecting constraints on how it interacts with objects and areas around it. Consistent with our proposal to standardize safe exploration research around the formalism of constrained RL, each Safety Gym environment has separate reward and cost functions, which respectively specify task objectives and safety requirements.

**Generalization:** Similar to Cobbe et al. [2018], we are concerned that many prior benchmarks for RL (such as the Atari environments [Bellemare et al., 2012] or MuJoCo-Gym [Brockman et al., 2016]) require little-to-no generalization by the agents to succeed; this is of special interest for safety, where robustness to distributional shift is a key issue [Amodei et al., 2016]. We address this by incorporating extensive layout randomization into Safety Gym benchmark environments, so that agents are required to generalize in order to safely navigate and solve tasks: the layout is randomized at the start of each new episode. While we do not explicitly partition our environment layouts into train and test sets like Cobbe et al. [2018], our environment-building tool readily supports extensions of this form, and our pre-configured benchmark environments admit many natural choices of train/test splits.

### 7.3.1 Safety Gym Environment-Builder

While we leave detailed documentation of the environment-builder tool for the code repository itself, we will give a brief introduction to its basic use, features, and design principles here.

The environment-builder is implemented as a class, `safety_gym.envs.engine.Engine`. The user specifies an environment by providing an appropriate configuration dict, eg:

```python
de from safety_gym.envs.engine.Engine import Engine
d config_dict = ...
d env = Engine(config=config_dict)
```

The user is able to configure a wide variety of environment features, including the robot, the task, the constraints, the observation space, and the layout randomization.

**Robot Options and Desiderata**

In Safety Gym environments, the agent perceives the world through a robot’s sensors and interacts with the world through its actuators.
Robots are specified through MuJoCo XML files. Safety Gym ships with three pre-made robots that we use in our benchmark environments, but a user could create an environment with a new robot by passing the filepath to its XML in the config for an Engine object. The pre-made robots are:

- **Point**: (Fig. 7.1a.) A simple robot constrained to the 2D-plane, with one actuator for turning and another for moving forward/backwards. This factored control scheme makes the robot particularly easy to control for navigation. Point has a small square in front that makes it both easier to visually determine the robots direction, and helps the point push a box element that appears in one of our tasks.

- **Car**: (Fig. 7.1b.) Car is a slightly more complex robot that has two independently-driven parallel wheels and a free rolling rear wheel. Car is not fixed to the 2D-plane, but mostly resides in it. For this robot, both turning and moving forward/backward require coordinating both of the actuators. It is similar in design to simple robots used in education.

- **Doggo**: (Fig. 7.1c.) Doggo is a quadrupedal robot with bilateral symmetry. Each of the four legs has two controls at the hip, for azimuth and elevation relative to the torso, and one in the knee, controlling angle. It is designed such that a uniform random policy should keep the robot from falling over and generate some travel.

All actions for all robots are continuous, and linearly scaled to [-1, +1], which is common for 3D robot-based RL environments and (anecdotally) improves learning with neural nets. Modulo scaling, the action parameterization is based on a mix of hand-tuning and MuJoCo actuator defaults, and we caution that it is not clear if these choices are optimal. Some safe exploration techniques are action-layer interventions, like projecting to the closest predicted safe action [Dalal et al., 2018, Chow et al., 2019], and these methods can be sensitive to action parameterization. As a result, action parameterization may merit more careful consideration than is usually given. Future work on action space design might be to find action parameterizations that respect physical measures we care about—for example, an action space where a fixed distance corresponds to a fixed amount of energy.
Figure 7.2: Tasks for our environments. From left to right: Goal, Button, Push. In “Goal,”
the objective is to move the robot inside the green goal area. In “Button,” the objective is to
press the highlighted button (visually indicated with a faint gray cylinder). In “Push,” the
objective is to push the yellow box inside of the green goal area.

Task Options and Desiderata

The Safety Gym environment-builder currently supports three main tasks: Goal, Button, and
Push (depicted in Fig. 7.2). Tasks in Safety Gym are mutually exclusive, and an individual
environment can only make use of a single task. Reward functions are configurable, allowing
rewards to be either sparse (rewards only obtained on task completion) or dense (rewards
have helpful, hand-crafted shaping terms). Task details follow:

- **Goal**: (Fig. 7.2a.) Move the robot to a series of goal positions. When a goal is achieved,
  the goal location is randomly reset to someplace new, while keeping the rest of the
  layout the same. The sparse reward component is attained on achieving a goal position
  (robot enters the goal circle). The dense reward component gives a bonus for moving
  towards the goal.

- **Button**: (Fig. 7.2b.) Press a series of goal buttons. Several immobile “buttons” are
  scattered throughout the environment, and the agent should navigate to and press
  (contact) the currently-highlighted button, which is the goal button. After the agent
  presses the correct button, the environment will select and highlight a new goal button,
  keeping everything else fixed. The sparse reward component is attained on pressing the
  current goal button. The dense reward component gives a bonus for moving towards
  the current goal button.

- **Push**: (Fig. 7.2c.) Move a box to a series of goal positions. Like the goal task, a new
  goal location is drawn each time a goal is achieved. The sparse reward component
  is attained when the yellow box enters the goal circle. The dense reward component
  consists of two parts: one for getting the agent closer to the box, and another for getting
  the box closer to the goal.

The code also includes support for additional debug tasks X, Z, and Circle. These respectively
reward the agent for running as far as possible along the x-axis, traveling upwards on the
z-axis, and running in a circle (similar to the Circle environments of [Achiam et al., 2017b]).
The debug tasks are not used in our benchmark environments.
Constraint Options and Desiderata

The Safety Gym environment-builder supports five main kinds of elements relevant to safety requirements: Hazards, Vases, Pillars, Buttons, and Gremlins (depicted in Fig. 7.3). These elements in Safety Gym can be mixed and matched freely: the user can add any number of any kind of element to the environment, and can decide for each kind whether the agent is required to satisfy a constraint. At every timestep, the environment will provide a separate cost signal for each kind of unsafe element that has an associated constraint, and an aggregate cost signal reflecting overall interaction with unsafe elements. As discussed earlier, these costs are separate from the task-based reward signal. A few details:

- Safety Gym environments provide per-state cost functions for use in constraints, but do not specify the choice of constraint function or constraint threshold. We treat these as belonging to the algorithm and the human designer of the system, respectively.

- The standard Gym API for RL environments produces the following signature for the environment step function:

  ```python
  next_observation, reward, done, info = env.step(action)
  ```

  We use the same signature, and provide cost information through the `info` dict. At each timestep, `info` contains keys of the form `cost_{kind}`, one for each kind of cost present. (Some unsafe elements have multiple associated kinds of costs.) The `info` dict also contains a `cost` key that gives an aggregate cost: either the total cost (sum of all costs) or a binary indicator whether any cost was nonzero.

The constraint elements themselves are:

- **Hazards**: (Fig. 7.3a.) Dangerous areas to avoid. These are circles on the ground that are non-physical, and the agent is penalized for entering them.

- **Vases**: (Fig. 7.3b.) Objects to avoid. These are small blocks that represent fragile objects. The agent is penalized for touching or moving them.

- **Pillars**: (Fig. 7.3d.) Immobile obstacles. These are rigid barriers in the environment, which the agent should not touch.

- **Buttons**: (Fig. 7.3c.) Incorrect goals. When using the “buttons” goal, pressing an incorrect button is penalized.
• **Gremlins:** (Fig. 7.3e.) Moving objects. These are simple moving objects that the agent must avoid contacting. Since they are moving quickly, the agent must stay out of the way of their path of travel.

Although all constraint elements represent things for the agent to avoid, they pose different challenges for the agent by virtue of having different dynamics. To illustrate the contrast: hazards provide no physical obstacle, vases are moveable obstacles, pillars are immovable obstacles, buttons can sometimes be perceived as goals, and gremlins are actively-moving obstacles.

Like reward functions in Safety Gym, cost functions are configurable in various ways; see the code for details. By default, cost functions are simple indicators for whether an unsafe interaction has occurred \( c_t = 1 \) if the agent has done the unsafe thing, otherwise \( c_t = 0 \).

### Observation Space Options and Desiderata

Observation spaces in Safety Gym are highly configurable. Options for observation space components include standard robot sensors (accelerometer, gyroscope, magnetometer, and velocimeter), joint position and velocity sensors, compasses for pointing to goals, and lidar (where each lidar sensor perceives objects of a single kind). A user can add these to an environment by passing the appropriate configuration flags to the Engine.

A guiding principle in designing the observation space was to try and keep feature values small (ideally mean zero, between -1 and 1) and in the regime where small changes in state cause small changes in observation. For instance, to avoid wrap-around effects from representing angles in degrees or radians, we represented angles \( \theta \) with \((\sin \theta, \cos \theta)\). However, we later found that some observation components would still sometimes take on large values; as a result, algorithmic tricks for shifting and scaling observation values may be useful in practice.

**Natural Lidar and Pseudo-Lidar:** Lidar observations can be computed using either “natural lidar” or “pseudo-lidar.” Natural lidar is computed using ray-tracing tools in MuJoCo, whereas pseudo-lidar is computed by looping over objects and filling bins with appropriate values. Pseudo-lidar is better-behaved for some object types and so we consider it to be preferred; as a result, all lidar observations in Safety Gym default to pseudo-lidar. If desired, however, a user can change the lidar computation type through a flag to Engine.

**Lidar Visualization:** To help humans understand what agents are perceiving, when rendering a scene we visualize agents’ lidar observations with nonphysical “lidar halos” that float above the agents. Lidar halos are depicted in Fig. 7.4.

### Layout Randomization Options and Desiderata

A user can configure layout randomization by selecting random placement areas for each object kind. As discussed earlier, the randomization options in Safety Gym allow us to build
Figure 7.4: Visualizations of pseudo-lidar observation spaces. On the left, we see a lidar halo representing the goal pseudo-lidar for this agent. On the right, we see lidar halos representing the goal pseudo-lidar and the box pseudo-lidar.

Figure 7.5: Images of benchmark environments. Top row: Goal environments. Middle row: Button environments. Bottom row: Push environments. In each subfigure, the left column shows the Level 0 environments, the middle column shows the Level 1 environments, and the right column shows the Level 2 environments.

environments where agents must generalize in order to successfully navigate, solve tasks, and respect safety constraints.

7.3.2 Safety Gym Benchmark Suite

Safety Gym ships with a suite of pre-configured benchmark environments, built using the Safety Gym Engine, for measuring progress on safe exploration. All combinations of robot (Point, Car, and Doggo) and task (Goal, Button, and Push) are represented in the suite; each combination has three levels of difficulty (0, 1, and 2) corresponding to the density of unsafe

Figure 7.6: Diversity of generated layouts for the Safexp-PointPush2-v0 env.
elements in that environment.

All level 0 environments are unconstrained, and no unsafe elements appear. Level 1 environments have some unsafe elements, and level 2 environments are very dense in unsafe elements. The 18 level 1 and 2 environments are intended for measuring progress on constrained RL, while the 9 level 0 environments allow debugging pure RL.

The full set of environments is depicted in Fig. 7.5, and described below:

- **Safexp-{Robot}Goal0-v0**: A robot must navigate to a goal.
- **Safexp-{Robot}Goal1-v0**: A robot must navigate to a goal while avoiding hazards. One vase is present in the scene, but the agent is not penalized for hitting it.
- **Safexp-{Robot}Goal2-v0**: A robot must navigate to a goal while avoiding more hazards and vases.
- **Safexp-{Robot}Button0-v0**: A robot must press a goal button.
- **Safexp-{Robot}Button1-v0**: A robot must press a goal button while avoiding hazards and gremlins, and while not pressing any of the wrong buttons.
- **Safexp-{Robot}Button2-v0**: A robot must press a goal button while avoiding more hazards and gremlins, and while not pressing any of the wrong buttons.
- **Safexp-{Robot}Push0-v0**: A robot must push a box to a goal.
- **Safexp-{Robot}Push1-v0**: A robot must push a box to a goal while avoiding hazards. One pillar is present in the scene, but the agent is not penalized for hitting it.
- **Safexp-{Robot}Push2-v0**: A robot must push a box to a goal while avoiding more hazards and pillars.

Environments are instantiated using the OpenAI Gym [Brockman et al., 2016] `make` function:

```python
import gym, safety_gym
env = gym.make('Safexp-DoggoGoal1-v0')
```

The layouts of the benchmark environments are randomly rearranged at the start of every episode. We show examples of random layouts in Fig. 7.6.

All benchmark environments are configured to use dense reward signals and indicator cost functions.

### 7.4 Experiments

In this section, we describe our experiments to baseline existing unconstrained and constrained RL algorithms on Safety Gym environments.
7.4.1 Methods: Evaluation Protocol

**Optimization Problem:** We evaluate agents based on the optimization problem

\[
\max_{\pi_\theta} \mathbb{E}_{\tau \sim \pi_\theta} \left[ \sum_{t=0}^{T} r_t \right] \tag{7.1}
\]

s.t. \[ \mathbb{E}_{\tau \sim \pi_\theta} \left[ \sum_{t=0}^{T} c_t \right] \leq d, \]

where \( c_t \) is the aggregate indicator cost function for the environment (\( c_t = 1 \) for an unsafe interaction, regardless of source) and \( d \) is a hyperparameter. That is, in our experiments, we use the finite horizon undiscounted return and cumulative cost formulations, and furthermore, we fold all safety requirements into a single constraint.

**Metrics:** To characterize the task and safety performance of an agent and its training run, we measure the following throughout training:

- The average episodic return, \( J_r(\theta) \). The objective function of our optimization problem.
- The average episodic sum of costs, \( J_c(\theta) \). The quantity we aim to constrain.
- The average cost over the entirety of training, \( \rho_c \) (the sum of all costs divided by total number of environment interaction steps). We believe that \( \rho_c \) is a suitable measure of safety regret for a training run.

The choice to measure cost rate instead of total cost or sum of constraint violations is nonobvious and potentially controversial, but we argue that cost rate has several attractive properties. First and foremost, it corresponds directly to safety outcomes: a lower cost rate means that fewer unsafe things happened. By comparison to total cost, cost rate is more intuitive and allows comparisons between training runs of unequal length that are informative (although for very unequal lengths imperfect, since a much longer run could “average away” badness early in training). Because equal sums of costs typically correspond to equal amounts of safety risk, it makes more sense to use a measure like \( \rho_c \) that accounts for all costs throughout training as opposed to measures that only include costs in excess of constraint thresholds. Finally, we observe that the relationship between \( \rho_c \) and approximate constraint satisfaction over training is appealingly simple: if \( T_{ep} \) is the average episode length, the condition “the average episode during training satisfied constraints” can be written as \( \rho_c T_{ep} \leq d \).

We acknowledge that cost rate is not a perfect measure. For instance, a training run with high-amplitude oscillations in cost signal could have an equal cost rate to a training run with a constant cost per trajectory, but due to instability, the former is clearly less desirable than the latter. But we believe that on balance, cost rate is a good measure that usefully characterizes safety regret.

**Comparing Training Runs:** There are several ways to rank agents and training runs based on these measurements, and different comparison rules will be appropriate for different situations. However, we highlight a few common rules that guide our discussion:
• All agents that fail to satisfy constraints are strictly worse than all agents that satisfy constraints.

• For two constraint-satisfying agents $A_1$ and $A_2$ that have been trained for an equal number of environment interactions, $A_1$ dominates $A_2$ ($A_1 > A_2$) if it strictly improves on either return or cost rate and does at least as well on the other. That is,

$$A_1 > A_2 \text{ if } \begin{cases} J_r(A_1) \geq J_r(A_2) \text{ or } J_r(A_1) > J_r(A_2) \\ \rho_c(A_1) < \rho_c(A_2) \text{ or } \rho_c(A_1) \leq \rho_c(A_2) \end{cases}$$

Comparing Algorithms: Although we have so far described how to compare two agents in a single environment, we still need a rule for comparing the aggregate performance of algorithms across many environments. In our analysis, we compare algorithms by looking at normalized performance metrics averaged over Safety Gym environments and random seeds.

We assign each environment $E$ a set of characteristic metrics, $J^E_r, J^E_c, \rho^E_c$ (all strictly positive), and compute normalized return $\bar{J}_r(\theta)$, normalized constraint violation $\bar{M}_c(\theta)$, and normalized cost rate $\bar{\rho}_c(\theta)$ for a training run in $E$ according to:

$$\bar{J}_r(\theta) = \frac{J_r(\theta)}{J^E_r}$$

$$\bar{M}_c(\theta) = \max \left( 0, \frac{J_c(\theta) - d}{\max(\epsilon, J^E_c - d)} \right), \quad \epsilon = 10^{-6}$$

$$\bar{\rho}_c(\theta) = \frac{\rho_c(\theta)}{\rho^E_c}$$

Characteristic metrics for each environment were obtained from our experimental data as the final metrics$^3$ of our unconstrained PPO implementation.

We compare normalized scores like we would compare individual training runs: the average constraint violation should be zero (or within noise of zero), and among approximately constraint-satisfying algorithms, one algorithm dominates another if it does better on both average normalized return and average normalized cost rate.

We report average normalized scores for various sets of environments:

$^3$Characteristic return and cumulative cost were obtained by averaging over the last five epochs of training to reduce noise. Characteristic cost rate was just taken from the final epoch.
SG1: The set of all nine level 1 Safety Gym environments.

SG2: The set of all nine level 2 Safety Gym environments.

SG6: A group of six environments designed to contain one of each kind of Safety Gym environment: PointGoal1, PointGoal2, PointButton1, PointPush1, CarGoal1, and DoggoGoal1. SG6 has at least one environment for each task, robot, and level.

SG18: The full slate of all eighteen environments with constraints in Safety Gym.

SGPoint: All six Point robot environments with constraints in Safety Gym.

SGCar: All six Car robot environments with constraints in Safety Gym.

SGDoggo: All six Doggo robot environments with constraints in Safety Gym.

Because training on the full slate SG18 with multiple seeds per environment is computationally taxing, we recommend SG6 as a basic slate for constrained RL research on a limited compute budget.

7.4.2 Methods: Algorithms

The unconstrained algorithms we evaluate are TRPO [Schulman et al., 2015] and PPO [Schulman et al., 2017], where the reward function contains no information about the auxiliary costs. Our PPO version is based on Spinning Up in Deep RL [Achiam, 2018], which uses early stopping instead of other regularizers that typically appear in PPO implementations. For constrained algorithms, we evaluate

• Lagrangian methods: Lagrangian methods use adaptive penalty coefficients to enforce constraints. With $f(\theta)$ the objective and $g(\theta) \leq 0$ the constraint, Lagrangian methods solve the equivalent unconstrained max-min optimization problem

$$
\max_\theta \min_{\lambda \geq 0} \mathcal{L}(\theta, \lambda) = f(\theta) - \lambda g(\theta),
$$

(7.2)

by gradient ascent on $\theta$ and descent on $\lambda$. We combine the Lagrangian approach with TRPO and PPO to obtain TRPO-Lagrangian and PPO-Lagrangian.

• Constrained Policy Optimization [Achiam et al., 2017b]: CPO analytically solves trust region optimization problems at each policy update to enforce constraints throughout training. It is closely-connected to the $\theta$-projection approach of Chow et al. [2019]. Unlike Achiam et al. [2017b], we omit the learned failure predictor they used for cost shaping.
<table>
<thead>
<tr>
<th>SG18</th>
<th>Return $\tilde{J}_r$</th>
<th>Violation $\tilde{M}_c$</th>
<th>Cost Rate $\tilde{\rho}_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PPO-Lagrangian</td>
<td>0.24</td>
<td>0.026</td>
<td><strong>0.245</strong></td>
</tr>
<tr>
<td>TRPO</td>
<td><strong>1.094</strong></td>
<td>1.132</td>
<td>1.004</td>
</tr>
<tr>
<td>TRPO-Lagrangian</td>
<td>0.331</td>
<td><strong>0.018</strong></td>
<td>0.265</td>
</tr>
<tr>
<td>CPO</td>
<td>0.784</td>
<td>0.593</td>
<td>0.646</td>
</tr>
</tbody>
</table>

Table 7.1: Normalized metrics from the conclusion of training averaged over the SG18 slate of environments and three random seeds per environment.

**Hyperparameters**: All experiments use separate feedforward MLP policy and value networks of size (256, 256) with tanh activations. In all constrained cases, we set $d = 25$ for the expected cost limit. Experiments for Point and Car robots used batch sizes of 30,000 environment interaction steps, and experiments for Doggo used 60,000. Point and Car agents were trained for $10^7$ steps, and Doggo agents were trained for $10^8$ steps. All episodes are length $T_{ep} = 1000$, and so the value of cost rate corresponding to approximate constraint satisfaction throughout training is $\rho_c = d/T_{ep} = 0.025$.

We hand-tuned hyperparameters for each algorithm class to attain reasonable performance. However, we caution that our hand-tuning should not be viewed as indicative of the best-possible performance of each algorithm class.

All experiments were run with three random seeds.

## 7.4.3 Results

In Figures 7.7, 7.8, and 7.9, we show learning curves from evaluating unconstrained and constrained RL algorithms on the constrained Safety Gym environments. These learning curves depict the metrics $J_r(\theta)$, $J_c(\theta)$, and $\rho_c(\theta)$ without normalization, and show the absolute performance of each algorithm. In Tables 7.1 and 7.2, we report normalized metrics from the end of training averaged over various sets of environments. The normalized values allow easy comparison to a reference point (in this case, unconstrained PPO).

We observe a few general trends:

- Costs and rewards trade off against each other meaningfully. Unconstrained RL algorithms are able to score high returns by taking unsafe actions, as measured by the cost function. Constrained RL algorithms attain lower levels of return, and correspondingly maintain desired levels of costs.

- The design decision to make Level 2 Safety Gym environments denser in unsafe elements than Level 1 environments is reflected by the jump in average episodic cost for unconstrained agents.

- CPO fails to enforce the constraints in nearly every Safety Gym environment. Since the CPO procedure constrains a surrogate cost function that serves as an approximation of
the expected cost, and the experiment results indicate that the surrogate is correctly constrained, we surmise that the failure results from approximation errors in the surrogate. We additionally conclude that these environments are harder than ones where CPO has previously been tested. By contrast, Lagrangian methods more-or-less reliably enforce constraints, despite approximation errors. This contradicts the result from Achiam et al. [2017b].

- Lagrangian methods are able to find constraint-satisfying policies that attain nontrivial returns in several of the Point environments, demonstrating that when controlling for challenges in learning robot locomotion, it is possible to make progress on, or even solve these environments with constrained RL.

- Standard RL is able to control the Doggo robot and acquire complex locomotion behavior, as indicated by high returns in the environments when trained without constraints. However, despite the success of constrained RL when locomotion requirements are absent, and the success of standard RL when locomotion is needed, the constrained RL algorithms we investigated struggle to learn safe locomotion policies. Additional research is needed to develop constrained RL algorithms that can solve these challenging tasks.

<table>
<thead>
<tr>
<th>SG1</th>
<th>( \bar{J}_r )</th>
<th>( \bar{M}_c )</th>
<th>( \bar{\rho}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PPO-Lagrangian</td>
<td>0.354</td>
<td>0.034</td>
<td><strong>0.299</strong></td>
</tr>
<tr>
<td>TRPO</td>
<td><strong>1.127</strong></td>
<td>1.225</td>
<td>0.995</td>
</tr>
<tr>
<td>TRPO-Lagrangian</td>
<td>0.509</td>
<td><strong>0.024</strong></td>
<td>0.336</td>
</tr>
<tr>
<td>CPO</td>
<td>0.946</td>
<td>0.757</td>
<td>0.725</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SG2</th>
<th>( \bar{J}_r )</th>
<th>( \bar{M}_c )</th>
<th>( \bar{\rho}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PPO-Lagrangian</td>
<td>0.126</td>
<td>0.019</td>
<td><strong>0.19</strong></td>
</tr>
<tr>
<td>TRPO</td>
<td><strong>1.061</strong></td>
<td>1.04</td>
<td>1.013</td>
</tr>
<tr>
<td>TRPO-Lagrangian</td>
<td>0.153</td>
<td><strong>0.013</strong></td>
<td>0.195</td>
</tr>
<tr>
<td>CPO</td>
<td>0.621</td>
<td>0.428</td>
<td>0.566</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SG6</th>
<th>( \bar{J}_r )</th>
<th>( \bar{M}_c )</th>
<th>( \bar{\rho}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PPO-Lagrangian</td>
<td>0.38</td>
<td>0.056</td>
<td>0.323</td>
</tr>
<tr>
<td>TRPO</td>
<td><strong>1.211</strong></td>
<td>1.03</td>
<td>1.003</td>
</tr>
<tr>
<td>TRPO-Lagrangian</td>
<td>0.565</td>
<td><strong>0.025</strong></td>
<td><strong>0.322</strong></td>
</tr>
<tr>
<td>CPO</td>
<td>1.021</td>
<td>0.573</td>
<td>0.677</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SGPoint</th>
<th>( \bar{J}_r )</th>
<th>( \bar{M}_c )</th>
<th>( \bar{\rho}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PPO-Lagrangian</td>
<td>0.348</td>
<td>0.054</td>
<td>0.278</td>
</tr>
<tr>
<td>TRPO</td>
<td><strong>1.436</strong></td>
<td>0.975</td>
<td>0.967</td>
</tr>
<tr>
<td>TRPO-Lagrangian</td>
<td>0.565</td>
<td><strong>0.014</strong></td>
<td><strong>0.274</strong></td>
</tr>
<tr>
<td>CPO</td>
<td>1.005</td>
<td>0.353</td>
<td>0.514</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SGCar</th>
<th>( \bar{J}_r )</th>
<th>( \bar{M}_c )</th>
<th>( \bar{\rho}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PPO-Lagrangian</td>
<td>0.373</td>
<td><strong>0.004</strong></td>
<td><strong>0.238</strong></td>
</tr>
<tr>
<td>TRPO</td>
<td><strong>1.158</strong></td>
<td>0.909</td>
<td>1.017</td>
</tr>
<tr>
<td>TRPO-Lagrangian</td>
<td>0.374</td>
<td>0.022</td>
<td>0.244</td>
</tr>
<tr>
<td>CPO</td>
<td>0.794</td>
<td>0.361</td>
<td>0.545</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SGDoggo</th>
<th>( \bar{J}_r )</th>
<th>( \bar{M}_c )</th>
<th>( \bar{\rho}_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PPO-Lagrangian</td>
<td>0.0</td>
<td>0.021</td>
<td><strong>0.218</strong></td>
</tr>
<tr>
<td>TRPO</td>
<td>0.688</td>
<td>1.513</td>
<td>1.029</td>
</tr>
<tr>
<td>TRPO-Lagrangian</td>
<td>0.054</td>
<td><strong>0.019</strong></td>
<td>0.277</td>
</tr>
<tr>
<td>CPO</td>
<td>0.552</td>
<td>1.065</td>
<td>0.878</td>
</tr>
</tbody>
</table>

Table 7.2: Normalized metrics from the conclusion of training averaged over various slates of environments and three random seeds per environment.
Figure 7.7: Results from benchmarking unconstrained and constrained RL algorithms on all Point level 1 and 2 environments. Dashed red lines indicate the target value for a constraint-satisfying policy (AverageEpCost curves) or approximately constraint-satisfying training run (CostRate curves).
Figure 7.8: Results from benchmarking unconstrained and constrained RL algorithms on all Car level 1 and 2 environments. Dashed red lines indicate the target value for a constraint-satisfying policy (AverageEpCost curves) or approximately constraint-satisfying training run (CostRate curves).
Figure 7.9: Results from benchmarking unconstrained and constrained RL algorithms on all Doggo level 1 and 2 environments. Dashed red lines indicate the target value for a constraint-satisfying policy (AverageEpCost curves) or approximately constraint-satisfying training run (CostRate curves).
7.5 Conclusions

In this chapter we introduced Safety Gym, the first benchmark of high-dimensional continuous control environments for evaluating the performance of constrained RL algorithms, and we evaluated baseline unconstrained and constrained RL algorithms on Safety Gym environments to partially clarify the current state of the art in safe exploration. There are a number of avenues we consider promising for future work.

Advancing SOTA on Safety Gym: Our baseline results for constrained RL indicate a need for stronger and/or better-tuned algorithms to succeed on Safety Gym environments. By success, we mean attaining improvements simultaneously along both the episodic return axis and the constraint regret axis, while still producing a constraint-satisfying policy at the conclusion of training. It is possible that existing techniques for constrained RL that were not explored in this work may make progress here, however, we expect that substantial and consistent performance gains will require new insights. We note that standard model-free RL approaches without replay buffers are fundamentally limited in their ability to minimize constraint regret: they must continually experience unsafe events in order to learn about them. As a result, we consider memory-based and model-based RL approaches to be particularly interesting here.

Safe Transfer Learning: We recommend the use of Safety Gym tools to investigate two problems related to safe transfer and distributional shift in the constrained RL setting.

- Problem 1: An agent is initially trained in one constrained RL environment, and then transferred to another environment where the task is the same but the safety requirements are different. In this setting, the safety concern is whether the agent can quickly adapt to the new safety requirements.

- Problem 2: An agent is initially trained in one constrained RL environment, and then transferred to another environment where the safety requirements are the same but the task is different. In this setting, the safety concern is whether the agent can remain constraint-satisfying despite the potential for catastrophic forgetting induced by the change in objective function.

Problem 1 can be investigated with unmodified Safety Gym benchmark environments, using the Level 1 and 2 versions of each task as (First Environment, Second Environment) pairs. New environments can easily be created for both problems using the Safety Gym Engine tool.

Constrained RL with Implicit Specifications: RL with implicitly-specified objectives is a research sub-field with important consequences for safety, encompassing inverse reinforcement learning, learning from human preferences, and other heuristics for extracting value-aligned objectives from human data. These techniques are complementary to and compatible with constrained RL, and thus we recommend research in the direction of combining them. Safety Gym benchmark environments can be used to study whether such combination techniques are efficient at training agents to satisfy implicitly-specified safety requirements.
Chapter 8

PID Lagrangian Methods

Lagrangian methods are widely-used algorithms for constrained optimization problems, and due to their simplicity and empirically good performance, they are an appealing choice for safe reinforcement learning. However, their learning dynamics exhibit oscillations and overshoots that can lead to constraint-violating behavior during agent training. We address this shortcoming by proposing a novel Lagrange multiplier update method based on taking a controls perspective. We observe that the traditional Lagrange multiplier update behaves as integral control; our method adds proportional and derivative control, achieving favorable learning dynamics through damping and predictive measures. Our extensive experiments in Safety Gym environments demonstrate that this approach improves the performance and hyperparameter robustness of Lagrangian methods, while remaining nearly as simple to derive and implement.

8.1 Introduction

Lagrangian primal-dual methods are a classic approach to solving constrained optimization problems. In the Lagrangian approach, a constrained minimization problem is transformed into an equivalent min-max problem where the constraint functions have been added to the objective function and weighted by dual variables called Lagrange multipliers. The augmented objective function is called the Lagrangian. To illustrate, the equality-constrained problem over the real vector $x$:

$$
\min_x f(x) \quad \text{s.t.} \quad g(x) = 0 \quad \tag{8.1}
$$

is transformed by the introduction of the dual variable $\lambda$ into:

$$
(x^*, \lambda^*) = \arg \min_x \max_\lambda \mathcal{L}(x, \lambda), \quad \tag{8.2}
$$

with Lagrangian $\mathcal{L}(x, \lambda)$ given by:

$$
\mathcal{L}(x, \lambda) = f(x) + \lambda g(x).
$$
Gradient-based Lagrangian primal-dual algorithms iteratively update the primal variables $x$ and dual variables $\lambda$:

\[ x \leftarrow x - \eta \nabla_x \mathcal{L}(x, \lambda) = x - \eta (\nabla_x f(x) + \lambda \nabla_x g(x)) \]  
\[ \lambda \leftarrow \lambda + \beta \nabla_\lambda \mathcal{L}(x, \lambda) = \lambda + \beta g(x) \]  

so that $\lambda$ acts as a learned penalty coefficient in the objective. Under a variety of technical conditions, this leads to a constraint-satisfying solution at convergence (see e.g. Bertsekas [2014]). This approach is readily adapted to the constrained RL setting [Altman, 1998, Geibel and Wysotzki, 2011] and has become a popular baseline in constrained deep RL [Achiam et al., 2017b, Chow et al., 2019] for its simplicity and effectiveness.

Although they have been shown to converge to optimal, constraint-satisfying policies [Chow et al., 2015, Tessler et al., 2018, Paternain et al., 2019], a shortcoming of gradient Lagrangian methods for safe RL is that intermediate iterates often violate constraints. Cost overshoot and oscillations are in fact inherent to the learning dynamics [Platt and Barr, 1988, Wah et al., 2000], and we witnessed numerous problematic cases in our own experiments. Figure 8.1 (left) shows an example from a deep RL setting, where the cost and multiplier values oscillated throughout training. Our key insight in relation to this deficiency is that the traditional Lagrange multiplier update in (8.4) amounts to integral control on the constraint. The 90-degree phase shift between the curves is characteristic of ill-tuned integral controllers.

Our contribution is to expand the scope of possible Lagrange multiplier update rules beyond (8.4), by interpreting the overall learning algorithm as a dynamical system. Specifically, we employ the next simplest mechanisms, proportional and derivative control, to $\lambda$, by adding terms corresponding to derivatives of the constraint function into (8.4) (derivatives with respect to learning iteration). To our knowledge, this is the first time that this expanded update rule has been considered for a learned Lagrange multiplier. PID control is an appealing enhancement, evidenced by the fact that it is one of the most widely used and
studied control techniques [Åström and Hägglund, 2006]. The result is a more responsive safety mechanism, as demonstrated in Figure 8.1 (right), where the cost oscillations have been damped, dramatically reducing violations.

The chapter is outlined as follows. First, we provide further context through related works and preliminary definitions. In Section 8.4, we propose our modified PID Lagrangian multiplier methods. Next, in Section 8.5, we cast constrained RL as a dynamical system with the Lagrange multiplier as a control input, to which we apply PID control as a new algorithm. In Section 8.6, we adapt a leading deep RL algorithm, Proximal Policy Optimization (PPO) [Schulman et al., 2017] with our methods and achieve state of the art performance in the OpenAI Safety-Gym suite of environments [Ray et al., 2019]. Finally, in Section 8.7 we introduce another novel technique that makes tuning easier by providing invariance to the relative numerical scales of rewards and costs, and we demonstrate it in a further set of experiments. Our extensive empirical results show that our algorithms, which are intuitive and simple to implement, improve cost performance and promote hyperparameter robustness in a deep RL setting.

8.2 Related Work

**Constrained Deep RL.** Adaptations of the Lagrange multiplier method to the actor-critic RL setting have been shown to converge to the optimal, constraint-satisfying solution under certain assumptions [Chow et al., 2015, Tessler et al., 2018, Paternain et al., 2019]. Convergence proofs have relied upon updating the multiplier more slowly than the policy parameters, implying many constraint-violating policy iterations may occur before the penalty comes into full effect.

Several recent works have aimed at improving constraint satisfaction in RL over the Lagrangian method, but they tend to incur added complexity. Achiam et al. [2017b] introduced Constrained Policy Optimization (CPO), a policy search algorithm with near-constraint satisfaction guarantees at every iteration, based on a new bound on the expected returns of two nearby policies. CPO includes a projection step on the policy parameters, which in practice requires a time-consuming backtracking line search. Yet, simple Lagrangian-based algorithms performed as well or better in a recent empirical comparison in Safety Gym Ray et al. [2019], and in some cases approximation error in CPO resulted in a failure to enforce constraints. Approaches to safe RL based on Lyapunov functions have been developed in a series of studies Chow et al. [2018, 2019], resulting in algorithms that combine a projection step, as in CPO, with action-layer interventions like the safety layer of Dalal et al. [2018]. Experimentally, this line of work showed mixed performance gains over Lagrangian methods, at a nontrivial cost to implement and without clear guidance for tuning. Liu et al. [2019] developed interior point methods for RL, which augment the objective with logarithmic barrier functions. These methods are shown theoretically to provide suboptimal solutions. Furthermore, they require tuning of the barrier strength and typically assume already feasible iterates, the latter point possibly being problematic for random agent initializations or under noisy cost estimates. Most recently, Yang et al. [2020] extended CPO with a two-step
projection-based optimization approach. In contrast to these techniques, our method remains nearly as simple to implement and compute as the baseline Lagrangian method.

Dynamical Systems View of Optimization. Several recent works have proposed different dynamical systems viewpoints to analyze optimization algorithms, including those often applied to deep learning. Hu and Lessard [2017] reinterpreted first-order gradient optimization as a dynamical system; they likened the gradient of the objective, \( \nabla_x f \), to the plant, which the controller aims to drive to zero to arrive at the optimal parameters, \( x^* \). Basic gradient descent then matches the form of integral control (on \( \nabla_x f \)). They extend the analogy to momentum-based methods, for example linking Nesterov momentum to PID control with lag compensation. In another example, An et al. [2018] interpreted SGD as P-control and momentum methods as PI-control. They introduced a derivative term, based on the change in the gradient, and applied their resulting PID controller to improve optimization of deep convolutional networks. Other recent works bring yet other perspectives from dynamical systems to deep learning and optimization, see for example Lessard et al. [2014], Nishihara et al. [2015], Liu and Theodorou [2019]. None of these works address constrained RL, however, necessitating our distinct formulation for that problem.

Constrained Optimization. Decades’ worth of literature have accumulated on Lagrangian methods. But even recent textbooks on the topic Bertsekas [2014], Nocedal and Wright [2006] do not appear to describe the modified learning rule for the Lagrange multiplier that we propose. The modification to the Lagrangian method most similar in effect to our proportional control term is the quadratic penalty method (Hestenes [1969], Powell [1969] see also e.g. Bertsekas [1976]), which we compare in Section 8.4. Song and Leland [1998] proposed a controls viewpoint (continuous-time) of optimizing neural networks for constrained problems and arrived at proportional control rules only. Related to our final experiments on reward-scale invariance, Wah et al. [2000] developed an adaptive weighting scheme for continuous-time Lagrangian objectives, but it is an intricate procedure which is not straightforwardly applied to safe RL.

8.3 Preliminaries

A general formulation for discrete-time dynamical systems with feedback control is:

\[
\begin{align*}
    x_{k+1} &= F(x_k, u_k) \\
    y_k &= g(x_k) \\
    u_k &= h(y_0, ..., y_k)
\end{align*}
\]  

(8.5)

where \( x \) is the state vector, \( F \) is the dynamics function, \( g \) is the measurement output function, \( y \) is a measurement output vector, \( u \) is a control, and the subscript denotes the time step. A problem in optimal control is to design a control rule, \( h \), that results in a sequence of outputs \( y_{0:T} = \{y_0, ..., y_T\} \) that scores well according to some cost function \( C \). Cost functions might incentivize reaching a goal measurement, \( C(y_{0:T}) = |y_T - \bar{y}| \), or closely following a desired trajectory, \( C(y_{0:T}) = \sum_{t=0}^{T} |y_t - \bar{y}_t| \).
Systems with simpler dependence on the input are generally easier to analyze and control—that is, simpler $h$ performs well—even if the dependence on the state is complicated [Skelton, 1988]. Control-affine systems are a broad class of dynamical systems which are especially amenable to analysis [Isidori et al., 1995]. They take the form:

$$F(x_k, u_k) = A(x_k) + B(x_k)u_k$$  \hspace{1cm} (8.6)$$

where $A$ and $B$ may be nonlinear in state, and are possibly unknown.

### 8.4 PID Lagrangian Methods

In this section, we propose an intuitive, previously overlooked adjustment to the Lagrangian method based on PID control. To motivate our approach, we will begin by mapping the Lagrangian method to the framework of dynamical systems with feedback control. The Lagrangian parameter update (8.3) is exactly a control-affine dynamical system, with state $x$, control $\lambda$, and:

$$F(x, \lambda) = A(x) + B(x)\lambda$$

$$A(x) = x - \eta \nabla_x f(x)$$

$$B(x) = -\eta \nabla_x g(x).$$

The constraint function is the measurement output function, and the control law $h$ is given by (8.4). Now, consider the continuous time forms of the Lagrangian parameter updates (8.3) and (8.4):

$$\dot{x} = -\nabla_x \mathcal{L}(x, \lambda) = -\nabla_x f - \lambda \nabla_x g$$  \hspace{1cm} (8.7)$$

$$\dot{\lambda} = K_I \nabla_\lambda \mathcal{L}(x, \lambda) = K_I g(x).$$  \hspace{1cm} (8.8)$$

Note that $\eta$, previously the learning rate for $x$, has been folded into the parameterization of time, and the $\lambda$ learning rate has been suggestively renamed $K_I$. From here, we calculate $\lambda(t)$ as:

$$\lambda(t) = \lambda(0) + K_I \int_0^t g(x(t'))dt'.$$  \hspace{1cm} (8.9)$$

The interpretation of the Lagrangian penalty update as integral control is now obvious. We are trying to drive the constraint function, $g(x(t))$, to a setpoint of zero. $\lambda$ is a control in the state dynamics $\dot{x}(x, \lambda)$. $\lambda(t)$ is the integral of the error signal over time plus a constant, and $K_I$ is the integral control gain.

We extend (8.9) to full PID control by adding proportional and derivative terms:

$$\lambda(t) = \lambda(0) + K_I \int_0^t g(t')dt' + K_P g(t) + K_D \dot{g}(t),$$  \hspace{1cm} (8.10)$$

where we have written $g(x(t))$ as $g(t)$ for clarity.
8.4.1 Quadratic Penalty Method

Here we compare our approach with the well-known quadratic penalty method Hestenes [1969], Powell [1969], which augments the Lagrangian with an additional term quadratic in the constraint function. Under the augmented Lagrangian $L' = L + (K_P/2)g(x)^2$, the learning dynamics are:

$$\dot{x} = -\nabla_x L'(x, \lambda) = -\nabla_x f - (\lambda + K_P g(x)) \nabla_x g$$

$$\dot{\lambda} = K_I \nabla_\lambda L'(x, \lambda) = K_I g(x),$$

or equivalently,

$$\dot{x} = -\nabla_x f - \lambda_{pi} \nabla_x g$$

$$\lambda_{pi}(t) = \lambda(0) + K_I \int_0^t g(t')dt' + K_P g(t).$$

So the quadratic penalty method used with the standard gradient based Lagrangian method yields a PI control rule for the Lagrange multiplier. By starting with a different motivation, we developed an approach that goes further to also allow for derivative control.

8.5 Feedback Control for Constrained RL

In constrained RL, satisfying constraints throughout exploration, rather than just at convergence, is sometimes critical. For example, if the expected cost threshold is designed to represent a margin of failure from a catastrophic event that cannot happen even once, eventual convergence to a constraint-satisfying policy is not sufficient—constraints must be satisfied at all times. In these settings, the Lagrangian method would be disqualified from suitability due to its characteristic oscillations. Here, we apply our insights from the previous section: by recasting the Lagrangian method in constrained RL as a control problem, we will create a PID control-based approach to adjusting penalty coefficients that damps oscillations in cost throughout training. As in preceding chapters, we will focus on constrained RL with a single cost constraint:

$$\max_{\theta} J(\pi_{\theta}) : J_C(\pi_{\theta}) \leq d.$$

8.5.1 Constrained RL as a Dynamical System

We write constrained RL as the first-order dynamical system:

$$\theta_{k+1} = F(\theta_k, \lambda_k)$$

$$y_k = J_C(\pi_{\theta_k})$$

$$\lambda_k = h(y_0, ..., y_k, d)$$

(8.11)

where $F$ is the RL algorithm policy update on the agent’s parameter vector, $\theta$. The cost-objective serves as the system measure, $y$, which is supplied to the feedback control rule,
along with cost limit, $d$. The role of the controller is to assure the satisfaction of the inequality constraint, $J_C(\pi_{\theta_k}) \leq d$, at each iteration $k$.

The policy update from the Lagrangian method with a single gradient ascent step at learning rate $\eta$ has state dynamics:

$$F(\theta, \lambda) = \theta + \eta \left( \nabla_{\theta} J(\pi_{\theta}) - \lambda \nabla_{\theta} J_C(\pi_{\theta}) \right).$$

We will make two adjustments. First, we will generalize this to an arbitrary maximization procedure using surrogate objectives $J \to \hat{L}$ and $J_C \to \hat{L}_C$ based on sample data, since that is what we do in practice. (For example, the PPO-Lagrangian approach involves multiple steps of gradient ascent on the policy per update, using sample-based surrogate functions for the expected return and cost.) Second, we will include a rescale factor of $1/(1 + \lambda)$ that does not change the optimal point but is considered to help with the numerical stability of practical implementations based on gradient descent. This ensures that the gradient in each step is a balance between the reward and cost gradient, avoiding a circumstance where, when the magnitude of $\lambda$ is high, learning is destabilized by large steps on the policy.

With these two changes, we have:

$$F(\theta, \lambda) = \arg \max_{\theta} \frac{1}{1 + \lambda} \left( \hat{L}(\pi_{\theta}) - \lambda \hat{L}_C(\pi_{\theta}) \right).$$

As a final implementation detail: surrogates $\hat{L}$ and $\hat{L}_C$ typically require advantage estimation based on learned value functions. Some Lagrangian-based constrained RL algorithms [Tessler et al., 2018] use a single value function to estimate the cumulative $r + \lambda c$, but when $\lambda$ changes rapidly, the learned value function may not “catch up” quickly enough to $\lambda$. As a result, we will develop implementations that use separate approximators $V_{\phi}$ and $V_{C,\psi}$ for the reward and cost value functions.

We give the template for this generic constraint-controlled RL algorithm, with everything specified except for the control rule for $\lambda$, as Algorithm 5.

### 8.5.2 The PID Lagrangian Method

The standard Lagrange multiplier update rule for an inequality constraint uses subgradient descent:

$$\lambda_{k+1} = (\lambda_k + K_I (J_C(\pi_{\theta_k}) - d))_+,$$  \hspace{1cm} (8.12)

with learning rate $K_I$ and projection into $\lambda \geq 0$ (notation: $f(u) = (u)_+ = \max(0, u)$). As before, we interpret this choice of update rule as integral control.

We now specify a new control rule for use in Algorithm 5. As discussed earlier, the traditional Lagrange multiplier update is prone to cost oscillations and overshoot, which we observed in deep RL settings, for example in Figure 8.1. The 90 degree phase shift between penalty coefficient and cost curves is characteristic of ill-tuned integral controllers. To overcome the shortcomings of integral-only control, we follow the developments of the previous section and
Algorithm 5

Constraint-Controlled Reinforcement Learning

1: Initialize control rule (as needed)
2: \( \mathcal{J}_C \leftarrow \{\} \{\text{cost measurement history}\} \)
3: repeat
4: Collect a minibatch by sampling from environment. At each state \( s \):
5: \( a \sim \pi(\cdot|s; \theta), s' \sim P(\cdot|s, a) \),
6: \( r = R(s, a, s'), c = C(s, a, s') \)
7: Apply feedback control:
8: Store sample estimate \( \hat{J}_C \) into \( \mathcal{J}_C \)
9: \( \lambda \leftarrow h(\mathcal{J}_C, d), \lambda \geq 0 \)
10: Update \( \pi \) by RL using the Lagrangian objective:
11: Update critics, \( V_\phi(s), V_{C, \psi}(s) \) \{if using\}
12: Take one or more gradient ascent steps on \( \theta \) with
\[
\nabla_\theta \mathcal{L} = \frac{1}{1 + \lambda} \left( \nabla_\theta \hat{L}(\pi_\theta) - \lambda \nabla_\theta \hat{L}_C(\pi_\theta) \right)
\]
13: until converged
14: return \( \pi_\theta \)

introduce the next simplest components: proportional and derivative terms. A simplified form of our PID update rule to replace (8.12) is shown in Algorithm 6. The proportional term will hasten the response to constraint violations and dampen oscillations, as derived in Section 8.4. Unlike the Lagrangian update, derivative control can act in anticipation of violations. It can both prevent cost overshoot and limit the rate of cost increases within the feasible region, useful when monitoring a system for further safety interventions. Our derivative term is projected as \( (\cdot)_+ \) so that it acts against increases in cost but does not impede decreases. Overall, PID control provides a much richer set of controllers while remaining nearly as simple to implement; setting \( K_P = K_D = 0 \) recovers the traditional Lagrangian method. The integral term remains necessary for eliminating steady-state violations at convergence.

We make a few small implementation-level decisions not shown in Algorithm 6. Expected cost measurements in constrained RL tend to be highly-noisy, even for small changes in the policy; to prevent propagating the noise into \( \lambda \), we smooth the proportional term by using an exponentially-weighted moving average of \( \Delta \) instead of directly using the most recent \( \Delta \). Likewise, we smooth the estimate of \( J_C \) used in the derivative term the same way. Finally, we use a multi-step delay for \( J_{C, \text{prev}} \) instead of a single step.
Algorithm 6 PID-Controlled Lagrange Multiplier

1: Choose tuning parameters: $K_P, K_I, K_D \geq 0$
2: Integral: $I \leftarrow 0$
3: Previous Cost: $J_{C,\text{prev}} \leftarrow 0$
4: for each iteration $k$ do
5:    Receive cost $J_C$
6:    $\Delta \leftarrow J_C - d$
7:    $\partial \leftarrow (J_C - J_{C,\text{prev}})_+$
8:    $I \leftarrow (I + \Delta)_+$
9:    $\lambda \leftarrow (K_P \Delta + K_I I + K_D \partial)_+$
10:   $J_{C,\text{prev}} \leftarrow J_C$
11: return $\lambda$
12: end for

8.6 PID Control Experiments

We investigated the performance of our algorithms for constrained RL in a deep RL setting. In our experiments, we show the effectiveness of PID control at reducing constraint violations from oscillations and overshoot present in the baseline Lagrangian method. Both maximum performance and robustness to hyperparameter selection are considered. Although many methods exist for tuning PID parameters, we elected to do so manually, demonstrating ease of use.

8.6.1 Environments: Safety-Gym

We use the recent Safety-Gym suite Ray et al. [2019], which consists of robot locomotion tasks built on the MuJoCo simulator Todorov et al. [2012]. The robots range in complexity from a simple Point robot to the 12-jointed Doggo, and they move in an open arena floor. Rewards have a small, dense component encouraging movement toward the goal, and a large, sparse component for achieving it. When a goal is achieved, a new goal location is randomly generated, and the episode continues until the time limit at 1,000 steps.

Each task has multiple difficulty levels corresponding to density and type of hazards, which induce a cost when contacted by the robot (without necessarily hindering its movement). Hazards are placed randomly at each episode and often lay in the path to the goal. Hence the aims of achieving high rewards and low costs are in opposition. The robot senses the position of hazards and the goal through a coarse, LIDAR-like mode. The output of this sensor, along with internal readings like the joint positions and velocities, comprises the state fed to the agent. Figure 8.2 displays a scene from the DOGGOGOAL1 environment.
Figure 8.2: Rendering from the DOGGOGOAL1 environment from Safety Gym. The red, four-legged robot must walk to the green cylinder while avoiding other objects, and receives coarse egocentric sensor readings of their locations.

8.6.2 Algorithm: Constraint-Controlled PPO

We implemented Algorithm 5 on top of Proximal Policy Optimization (PPO) Schulman et al. [2017] to make constraint-controlled PPO (CPPO). CPPO uses an analogous clipped surrogate objective for the cost as for the reward. Our policy is a 2-layer MLP followed by an LSTM with a skip connection. We applied smoothing to proportional and derivative controls to accommodate noisy estimates. The environments’ finite horizons allowed use of non-discounted episodic costs as the constraint and input to the controller. Additional training details can be found in supplementary materials, and our implementation is available at https://github.com/astooke/rlpyt/rlpyt/projects/safe.

8.6.3 Main Results

We compare PID controller performance against the Lagrangian baseline under a wide range of settings. Plots showing the performance of unconstrained RL confirm that constraints are not trivially satisfied, and they appear in supplementary material.

Robust Safety with PI Control

We observed cost oscillations or overshoot with slow settling time in a majority of Safety Gym environments when using the baseline Lagrangian method. Figure 8.3 shows an example where PI-control eliminated this behavior while maintaining good reward performance, in the challenging DOGGOBUTTON1 environment. Individual runs are plotted for different cost limits.

As predicted in Platt and Barr [1988], we found the severity of cost overshoot and oscillations to depend on the penalty coefficient learning rate, $K_I$. The top left panel of Figure 8.4 shows example cost curves from DOGGOGOAL2 under I-control, over a wide range of values for $K_I$. With increasing $K_I$, the period and amplitude of cost oscillations decrease and...
Figure 8.3: Oscillations in episodic costs (and returns) from the Lagrangian method, $K_P = 0, K_I = 10^{-2}$, are damped by proportional control, $K_P = 1$ (ours), at cost limits 50, 100, 150, 200 (curves shaded) in DoggoButton1.

eventually disappear. The bottom left of Figure 8.4, however, shows that larger $K_I$ also brings diminishing returns. We study this effect in the next section. The center and right columns of Figure 8.4 show the cost and return when using PI-control, with $K_P = 0.25$ and $K_P = 1$, respectively. Proportional control stabilized the cost, with most oscillations reduced to the noise floor for $K_I > 10^{-4}$. Yet returns remained relatively high over a wide range, $K_I < 10^{-1}$. Similar curves for other Safety Gym environments are included in an appendix.

We examine the trade-off between reward and constraint violation by forming an overall cost figure of merit (FOM). We use the sum of non-discounted constraint violations over the learning iterates, $C_{FOM} = \sum_k (J_C(\pi_{\theta_k}) - d)_+$, with $J_C(\pi_{\theta}) = \mathbb{E}_{\tau \sim \pi} \left[ \sum_{t=0}^T C(s_t, a_t, s_{t+1}) \right]$, and estimate it online from the learning data. Figure 8.5 compares final returns against this cost FOM for the same set of experiments as in Figure 8.4. Each point represents a different setting of $K_I$, averaged over four runs. PI-control expanded the Pareto frontier of this trade-off into a new region of high rewards at relatively low cost which was inaccessible using the baseline Lagrangian method ($K_P = 0$). These results constitute a new state of the art over the benchmarks in Ray et al. [2019].

We performed similar experiments on several Safety Gym environments in addition to DoggoGoal2: PointGoal1, the simplest domain with a point-like robot, CarButton1, for slightly more challenging locomotive control, and DoggoButton1 for another challenging
Figure 8.4: Top row: Constraint-violating oscillations decrease in magnitude and period from increases in the Lagrange multiplier learning rate, $K_I$. At all levels, oscillations are damped by PI-control, $K_P = 0.25, 1$. Bottom row: Returns diminish for large $K_I$; proportional control maintains high returns while reducing constraint violations. Environment: DOGGOGOAL2, cost limit 50.

task (see appendix for learning curves like Figure 8.4). Figure 8.6 plots the cost figure of merit over the same range of values for $K_I$, and for two strengths of added proportional control, for these environments. PI-control clearly improved the cost FOM (lower is better) for $K_I < 10^{-1}$, above which the fast integral control dominated. Hence robustness to the value for $K_I$ was significantly improved in all the learning tasks studied.

**Control Efficiency**

We further investigated why increasing the penalty learning rate, $K_I$, eventually reduces reward performance, as was seen in the robustness study. Figure 8.7 shows learning curves for three settings: I- and PI-control with the same, moderate $K_I = 10^{-3}$, and I-control with high $K_I = 10^{-1}$. The high-$K_I$ setting achieved responsive cost performance but lower long-term returns, which appears to result from wildly fluctuating control. In contrast, PI-control held relatively steady, despite the noise, allowing the agent to do reward-learning at every iteration. The bottom panel displays individual control iterates, here displayed as $u = \lambda/(1 + \lambda)$, over the first 7M environment steps, while the others show smoothed curves over the entire learning run, over 40M steps.
Figure 8.5: Pareto frontier of return versus cost FOM, which improves (up and to the left) with PI-control, $K_P = 0.25, 1$. Each point is a different setting of $K_I$ (see Figure 8.4).

### Predictive Control by Derivatives

Figure 8.8 demonstrates the predictive capabilities of derivative cost control in a noisy deep RL setting. It removed cost overshoot from both the I- and PI-controlled baselines. It was further able to slow the approach of the cost curve towards the limit, a desirable behavior for online learning systems requiring safety monitoring. Curves for other environments are available in an appendix.
Figure 8.6: Learning run cost FOM versus penalty learning rate, $K_I$, from four environments spanning the robots in Safety Gym. Each point is an average over four runs. In all cases, PI-control improves performance (lower is better) over a wide and useful range of $K_I$, easing selection of that hyperparameter.
Figure 8.7: I- and PI-control with moderate $K_I = 10^{-3}$ and I-control with fast $K_I = 10^{-1}$ ($I_{K_I^+}$). 
Top Returns diminished for fast-$K_I$, but high for PI. 
Second Cost oscillations mostly damped by PI, removed by fast-$K_I$. 
Third Control (smoothed) varies more rapidly under fast-$K_I$, is relatively steady for PI. 
Bottom Control over first 500 RL iterations; fast-$K_I$ slams the control to the extremes, causing the diminished returns. 
Environment: DOGGOBUTTON1, cost limit 200.
Figure 8.8: Derivative control can prevent cost overshoot and slow the rate of cost increase within feasible regions, which the Lagrangian method cannot do. Environment: DOGGOBUTTON1, cost limit 200.
8.7 Reward-Scale Invariance

In the preceding sections, we showed that PID control improves hyperparameter robustness in every constrained RL environment we tested. Here we propose a complementary method to promote robustness both within and across environments. Specifically, it addresses the sensitivity of learning dynamics to the relative numerical scale of reward and cost objectives.

Consider two CMDPs that are identical except that in one the rewards are scaled by a constant factor, $\rho$. The optimal policy parameters, $\theta^*$ remain unchanged, but clearly $\lambda^*$ must scale by $\rho$. To attain the same learning dynamics, all controller settings, $\lambda_0, K_I, K_P$, and $K_D$ must therefore be scaled by $\rho$. This situation might feature naturally within a collection of related learning environments. Additionally, within the course of learning an individual CMDP, the balance between reward and cost magnitudes can change considerably, placing burden on the controller to track the necessary changes in the scale of $\lambda$.

One way to promote performance of a single choice of controller settings across these cases would be to maintain a fixed meaning for the value of $\lambda$ in terms of the relative influence of reward versus cost on the parameter update. To this end, we introduce an adjustable scaling factor, $\beta_k$, in the policy gradient:

$$\nabla_\theta L = (1 - u_k)\nabla_\theta J(\pi_{\theta_k}) - u_k\beta_k\nabla_\theta J_C(\pi_{\theta_k})$$ (8.13)

A conspicuous choice for $\beta_k$ is the ratio of un-scaled policy gradients:

$$\beta_{\nabla, k} = \frac{||\nabla_\theta J(\pi_{\theta_k})||}{||\nabla_\theta J_C(\pi_{\theta_k})||}$$ (8.14)

since it balances the total gradient to have equal-magnitude contribution from reward- and cost-objectives at $\lambda = 1$ and encourages $\lambda^* = 1$. Furthermore, $\beta_{\nabla}$ is easily computed with existing algorithm components.

To test this method, we ran experiments on Safety Gym environments with their rewards scaled up or down by a factor of 10. Figure 8.9 shows a representative cross-section of results from the POINTGOAL1 environment using PI-control. The different curves within each plot correspond to different reward scaling. Note the near-logarithmic spacing of $\lambda$ curves when objective scaling is not used (the $\beta = 1$ column), and the large variation in cost curves. Using $\beta_{\nabla}$, on the other hand, the learning dynamics are nearly identical across two orders of magnitude of reward scale. $\lambda_0 = 1$ becomes an obvious choice for initialization, a point where previous theory provides little guidance [Chow et al., 2019] (although here we left $\lambda_0 = 0$). Experiments in other environments and controller settings yielded similar results and are included in supplementary materials. Other methods, such as running normalization of rewards and costs, could achieve similar effects and are worth investigating, but our simple technique is surprisingly effective and is not specific to RL.
Figure 8.9: Costs, returns, and Lagrange multiplier with rewards scaled by $\rho \in \{0.1, 1, 10\}$; PI-control with $K_I = 1e-3, K_P = 0.1$. *Left column*: without objective-weighting, learning dynamics differ dramatically due to required scale of $\lambda$. *Right column*: with objective-weighting, learning dynamics are nearly identical. Environment: POINTGOAL1, cost limit 25.

## 8.8 Conclusion

Starting from a novel development in classic Lagrangian methods, we introduced a new set of constrained RL solutions which are straightforward to understand and implement, and we have shown them to be effective when paired with deep learning.

Several opportunities for further work lay ahead. Analysis of the modified Lagrangian method and constrained RL as a dynamical system may relax theoretical requirements for a slowly-changing multiplier. The mature field of control theory (and practice) provides tools for tuning controller parameters. Lastly, the control-affine form may assist in both analysis (see Liang-Liang Xie and Lei Guo [2000] and Galbraith and Vinter [2003] for controllability properties for uncertain nonlinear dynamics) and by opening to further control techniques such as feedback linearization.

Our contributions improve perhaps the most commonly used constrained RL algorithm, which is a workhorse baseline. We have addressed its primary shortcoming while preserving its simplicity and even making it easier to use—a compelling combination to assist in a wide range of applications.
8.9 Experiment Details

All of our experiments began with randomly initialized agents. The reward-value and cost-value estimators shared parameters with the policy. We used Generalized Advantage Estimation for both reward and cost advantages. The control input is updated once per iteration, which in our settings included multiple gradient updates on the policy. Training batches typically included the end of several trajectories, allowing an estimate of the average episodic sum of costs at each iteration.

Table 8.1: Experiment hyperparameters.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>NN hidden layer size</td>
<td>512</td>
</tr>
<tr>
<td>NN nonlinearity</td>
<td>tanh</td>
</tr>
<tr>
<td>Batch dimension, time</td>
<td>128</td>
</tr>
<tr>
<td>Batch dimension, envs</td>
<td>104</td>
</tr>
<tr>
<td>PPO epochs</td>
<td>8</td>
</tr>
<tr>
<td>PPO minibatches</td>
<td>1</td>
</tr>
<tr>
<td>PPO ratio-clip</td>
<td>0.1</td>
</tr>
<tr>
<td>Discount, $\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>$\lambda_{\text{GAE}}$</td>
<td>0.97</td>
</tr>
<tr>
<td>Cost scaling</td>
<td>$1/10$</td>
</tr>
<tr>
<td>Exponential moving average, $K_p$</td>
<td>0.95</td>
</tr>
<tr>
<td>Exponential moving average, $K_D$</td>
<td>0.9</td>
</tr>
<tr>
<td>Difference iterates delay, $K_D$</td>
<td>15</td>
</tr>
<tr>
<td>Observation normalization</td>
<td>True</td>
</tr>
<tr>
<td>$\hat{\beta}$</td>
<td>1 (unless specified)</td>
</tr>
<tr>
<td>Exponential moving average, $\hat{\beta}$</td>
<td>0.9</td>
</tr>
</tbody>
</table>
8.10 Additional Learning Curves

8.10.1 Cost and Reward Curves for Additional Environments

This section contains learning curves from the experiments used to make the figures showing cost figure-of-merit versus Lagrange multiplier learning rate, $K_I$, in the main text. The main text includes curves from DoggoGoal2, the other environments are shown here.

![Graphs showing cost and reward curves with varying Lagrange multiplier learning rate, $K_I$, and proportional control coefficient, $K_P$, in PointGoal1, cost-limit=25.]

Figure 8.10: Costs and returns with varying Lagrange multiplier learning rate, $K_I$, and proportional control coefficient, $K_P$, in PointGoal1, cost-limit=25.
Figure 8.11: Costs and returns with varying Lagrange multiplier learning rate, $K_I$, and proportional control coefficient, $K_P$, in CARBUTTON1, cost-limit=50.

Figure 8.12: Costs and returns with varying Lagrange multiplier learning rate, $K_I$, and proportional control coefficient, $K_P$, in DOGGOBUTTON1, cost-limit=200.
8.10.2 Derivative-Control Learning Curves

Figure 8.13: Derivative control slows the increase in cost, causing it to rise more gradually, and reducing overshoot. The cost limit was increased from 10 to 35 at 5M environment steps. Environment: PointGoal1.

Figure 8.14: Derivative control slows the increase in cost, causing it to rise more gradually, and reducing overshoot. The cost limit was increased from 50 to 100 at 5M environment steps. Environment: CarButton1.
8.10.3 Comparison to Unconstrained Algorithms

This section shows learning curves for the same four environments referenced in the main text. These figures demonstrate that the unconstrained algorithm (PPO) does not satisfy the cost constraints, and as a result it achieves higher rewards.

![Cost and reward curves for three variants of PPO: unconstrained, Lagrangian, and PI-Controlled.](image)

Figure 8.15: Cost and reward curves for three variants of PPO: unconstrained, Lagrangian, and PI-Controlled. The unconstrained algorithm wildly violates all cost-limits used in our experiments. PPO+Lagrangian and PPO+PI use the same Lagrange multiplier learning rate, $K_I$. 
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8.11 Adaptive Objective-Balancing

**Alternative, KL-Based Estimator** The magnitudes of the gradients in $\theta$-space might not fully reflect the relative impacts of reward- and cost-learning on agent behavior. Reinforcement learning offers an alternative grounding in policy-space, for example using:

$$\beta_{KL} = \frac{D_{KL}(\pi_{\theta_k} || \pi_{\theta_k+1}^R)}{D_{KL}(\pi_{\theta_k} || \pi_{\theta_k+1}^C)}$$ (8.15)

Here, $\pi_{\theta_k+1}^R$ and $\pi_{\theta_k+1}^C$ are hypothetical new policies found using only the reward-objective or only the (un-scaled) cost-objective, respectively. We experimented with this estimator and found it to work, although not as well as the gradient-norm estimator in our cases. Some results are included in the figures below.

**Figures** We include figures for PointGoal1 using I-control and PI-control, and the more challenging DoggoGoal2 using I-control. Observe in the un-balanced case ($\hat{\beta} = 1$) that as the controller settings scale with the reward, the learning dynamics remained the same. For example, see ($K_I = 0.1, \rho = 10$), ($K_I = 0.01, \rho = 1$), and ($K_I = 0.001, \rho = 0.1$). Using gradient-based objective balancing ($\beta_\nabla$), however, the learning dynamics were roughly the same across all reward scales, for given controller settings. Alternatively, KL-based objective balancing ($\beta_{KL}$) was also effective, but did not produce dynamics as uniform as the gradient-based method.
$K_I = 0.1$

$K_I = 0.01$

$K_I = 0.001$

Figure 8.16: Reward scaling, I-control, POINTGOAL1, cost-limit=25.
Figure 8.17: Reward scaling, PI-control with $K_I = 0.001$, POINTGOAL1, cost-limit=25.
$K_I = 0.001$

![Graphs showing performance metrics for different $\hat{\beta}$ values and $K_I$ values.](image)

$K_I = 0.01$

$K_I = 0.1$

Figure 8.18: Reward scaling, I-control, DOGGOGOAL2, cost-limit=50.
Chapter 9

Epilogues

In this thesis, we incentivized RL agents to explore in ways that were safer or better-suited for sparse rewards by modifying the underlying RL optimization problem. To conclude, we will recap our contributions and reflect on progress and frontiers in the field.

**Surprise-Based Intrinsic Motivation.** In Chapter 3, we developed intrinsic rewards based on the surprise perceived by an agent according to a dynamics model learned concurrently with the policy, and we showed that this simple and scalable approach outperformed naive exploration schemes on hard sparse reward tasks. Since the time of our work, research on learned intrinsic rewards and exploration in sparse reward environments has continued, resulting in several algorithmic advances. However, open questions remain about their effectiveness and best practices.

The counting-based intrinsic reward method typified by Bellemare et al. [2016], who originally used CTS density models, was extended by Tang et al. [2017] who counted hashes of states, and by Ostrovski et al. [2017] who used neural density models based on PixelCNNs. On a parallel track, surprise-based intrinsic rewards were iterated on by Pathak et al. [2017], Burda et al. [2018a], and Burda et al. [2018b]. Pathak et al. [2017] developed the Intrinsic Curiosity Module (ICM), which learns an embedding model \( \phi \) that maps from states to representation vectors, and a forward dynamics model that predicts the next representation \( \hat{\phi}(s_{t+1}) \) based on the current \( \phi(s_t) \). Intrinsic rewards for ICM are constructed as the surprisal of a unit-variance Gaussian distribution with mean \( \hat{\phi}(s_{t+1}) \): \( r_+(s_t) = \| \hat{\phi}(s_{t+1}) - \phi(s_{t+1}) \|^2 \). Pathak et al. [2017] learned the embedding model by optimizing an inverse model (learning \( \phi \) such that the action \( a_t \) could be recovered from \( \phi(s_t) \) and \( \phi(s_{t+1}) \)), though Burda et al. [2018a] relaxed this choice to carry out a comparison of various embedding models, including raw pixels, random features, and representations from a VAE. Burda et al. [2018b] simplified further by removing the need to learn an embedding or construct a separate forward model: they presented Random Network Distillation (RND), where intrinsic rewards are constructed as the error of a learned network \( f_\phi \) from a random network \( f_\xi \): \( r_+(s_t) = \| f_\phi(s_t) - f_\xi(s_t) \|^2 \).

Apparent improvements over baselines were observed at every step of algorithmic advancement. A recent study by Taiga et al. [2019], however, suggests that many of the gains may have been illusory or misattributed. The various separate studies proposing novel intrinsic rewards...
did not use equivalent evaluations protocols—the “tuning”¹ was slightly different in each. Taïga et al. [2019] ran a new comparison using a stronger naive exploration baseline than previous works—a DQN variant called Rainbow DQN [Hessel et al., 2017] that uses $\epsilon$-greedy exploration—and putting methods on closer-to-equal footing. Their findings suggested that the newer intrinsic rewards had not improved on the pseudocount method of Bellemare et al. [2016], and in environments where exploration was easy to start with, the intrinsic rewards actively hurt performance. Most intriguingly, in environments where exploration had previously been considered hard based on the performance of older naive exploration RL algorithms, the improved naive exploration baseline beat expectations and often outperformed the intrinsic rewards.

If one takes the perspective that tuning makes the most difference in deep learning, this is almost obvious in retrospect. The various intrinsic reward schemes are all variations on a theme: intrinsic rewards should be high for states that are comparatively novel, and they should go to zero over the course of training. It would follow that as long as the concept is faithfully implemented, everything else is tuning, and when tuning is equal, the methods should have roughly equal performance. Some methods might be easier to tune than others, and the correct way to tune may vary between environments, but there are few free lunches here. Our concluding sentiment, based on our research and the results in the field, is to speculate that on balance this is likely to be true—and that further improvements in intrinsic rewards will be the result of better tuning, or perhaps automatic tuning, rather than a novel conceptual framework.

### Variational Option Discovery

In Chapter 4, we developed variational option discovery algorithms, where agents learn to map noise vectors to behaviors that are distinguishable according to a learned decoder network. We demonstrated that this approach could allow agents to learn complex, composable locomotion behaviors without rewards, making progress on the problem of exploring without direction. Since our work, the field has surfaced a variety of fruitful ways to apply and improve variational option discovery algorithms.

In our previous discussion of intrinsic rewards, we suggested that improved tuning and perhaps automatic tuning would be key to algorithmic progress. In that spirit, we highlight the interesting approach of Gupta et al. [2018], who showed a way to combine variational option discovery with meta-learning. The goal in meta-learning is to train a single agent that is capable of quickly becoming proficient when exposed to a new task. The meta-learning problem in RL is usually formalized as an optimization problem where the objective function is an expected return over a distribution of tasks, with each task being a different MDP. Often the tasks have the same or nearly the same dynamics, and the reward functions are distinct between them. A key challenge in applying meta-learning to a given problem is designing a task distribution that is sufficiently diverse for an agent to learn how to generalize well. This usually requires a nontrivial amount of human expertise—a human tunes the distribution until the desired result comes out. The insight of Gupta et al. [2018] was that variational option discovery could provide a path to automatically generating a suitable task distribution, and they developed a simple two-step procedure as a prototype: in step one,¹

---

¹By “tuning,” we mean the kinds of design details discussed in Chapter 2: choices for network architecture, learning rates, loss function regularization, and other tricks.
running DIAYN [Eysenbach et al., 2018b] to get a decoder network, and in step two, running MAML (a standard meta-learning algorithm, [Finn et al., 2017]) using a task distribution where rewards come from the DIAYN decoder (tasks are sampled contexts, \(c \sim P(c)\), with rewards \(r(s, c) = \log P_D(c|s)\)). The results in their experiments were not definitive but encouraging overall.

Another noteworthy direction of work comes from Sharma et al. [2020], who developed Dynamics-Aware Discovery of Skills (DADS). Their approach to variational option discovery starts with a mutual information objective—maximize the mutual information between the next state and the context, given the current state—leading to a variational lower bound involving a context-dependent dynamics model \(q_\phi(s'|s, c)\), and rewards that approximate \(r_c(s, a, s') = \log q_\phi(s'|s, c) - \log p(s'|s)\). While this may appear to give a different objective than the kind we’ve considered in this thesis, it’s exactly equivalent to the variational intrinsic control objective with one timestep between start and final states instead of multiple [Gregor et al., 2016]. In the parlance of Gregor et al. [2016], this is the “forward” form of the objective, and the form we discussed in chapter 4 is the “reverse” form.

There are two aspects from the DADS research we consider interesting. First, the framework difference in DADS—the use of the forward instead of reverse objective—results in learning a dynamics model as a byproduct of policy optimization, which can be used in a planning algorithm, as demonstrated by Sharma et al. [2020]. This is interesting because it is a pure benefit you can get from the choice of framework, separate from tuning—a rare free lunch (or if there’s a nonobvious catch, at least a lunch that’s half off). Second, their empirical results show that DADS is able to learn walking gaits in a simulated humanoid. On the surface, this seems to improve over our results with VALOR—one of the key limitations we found was an inability to learn meaningful locomotion behavior in a simulated toddler environment—though the story is somewhat murky because of differences in environment tuning. The DADS research appears to use the Gym humanoid [Brockman et al., 2016], which terminates an episode if the humanoid falls over, whereas we used a customized, differently-balanced humanoid with no termination condition; these differences make it impossible to directly compare whether the results for DADS are due to an algorithmic advantage. Nonetheless, we see the progress as exciting—even if tuning is the difference, the demonstration that a variational option discovery algorithm can learn humanoid walking gaits is of general interest.

We conclude our discussion of progress in variational option discovery by considering the work of Campos et al. [2020], who introduced Explore, Discover, Learn (EDL), an option discovery approach that optimizes the usual objective but with different machinery. Campos et al. [2020] highlight an important shortcoming of variational option discovery methods: unless some attempt is made to impose structure on how the agent explores, algorithms are likely to learn skills that slice up the space of trajectories generated by the initial random policy, rather than skills that cover the space of all possible trajectories. EDL addresses this issue by decoupling the exploration and option learning phases; during the exploration phase, they attempt to learn or sample from a uniform distribution over states \(p^*(s)\). Then, during the option learning phase, they try to learn options such that the joint distribution \(p(s, c)\) has marginal distribution \(p^*(s)\). It isn’t obvious if a uniform distribution over states
is the right prior—after all, it is not invariant to general coordinate transformations of states—but nonetheless the problem being addressed is basically right and the approach is well-motivated.

**Constrained RL and Safe Exploration.** In Chapters 6, 7, and 8, we developed methods and benchmarks for safe exploration in deep RL, and we demonstrated that constrained deep RL was a viable approach to formalizing and making progress in this area. We will offer concluding thoughts here that focus not on related work in the field, but on the **gaps**—the issues in safe RL, and safe AI more generally, that we feel are not satisfactorily addressed by the literature, and which require more attention and awareness.

First and foremost is the conceptual gap between safety as it is discussed in the AI safety literature, and safety as it is understood by practitioners in other engineering disciplines. These conceptual gaps are significant but only infrequently discussed, and there will be significant friction in operationalizing AI safety in practice if they remain unaddressed.

Fields like nuclear, chemical, and aerospace engineering have a common approach for how they systematize and address safety risks:

- there are clearly-defined conceptual elements like losses (actual realized harms), hazards (conditions that are likely to lead to losses if not controlled), risk (a measure blending how severe and frequent an incident is), and safety requirements (conditions that must be met for risks to be considered controlled);
- there are safety activities scheduled throughout system lifecycles to ensure risks are identified and mitigated early on, like hazard analysis, generation and allocation of requirements, safety reviews at key decision points, and verification and validation of system safety claims;
- and there is a recognition that safety is a system-level property—that risks may arise not just from components but from interactions between them.

The standards and processes that are used across these fields are the distilled results of decades of trial and error—rules “written in blood.” But it appears, in our experience, that these concepts are largely unknown to most AI safety researchers. Additionally, some well-intentioned researchers concerned about AI alignment have concluded that because specifying AI behavior correctly is hard, all of the old methods for specification are unlikely to apply, so they should be ignored in favor of alternative approaches. While this is an extreme position that few hold directly, diluted forms of it are common, and we reject this view as throwing out the baby with the bathwater.

This gap means that AI safety research papers are rarely connected in an informative way to rigorous practice: they contain many important ideas, but the ideas are disjointed and the papers contain no roadmap that might be practiced by someone responsible for making a real AI system safe in the real world. There is effort in this direction—in particular we draw attention to the work of Mitchell et al. [2019] and Raji et al. [2020]—but it is not yet the default mode of the research community to contextualize safety work in this manner.

Consequences from this gap are manifold. If the field of AI safety does not correct its course,
it will expend an enormous amount of unnecessary energy reinventing the wheel, when it
could instead adapt existing standards and practices from other fields. It will take longer to
get things right than it ought to, and preventable safety issues will spring up due to the lack
of rigor in the meanwhile.

In our work, we’ve made a partial attempt to close this gap by emphasizing the importance
of explicitly specifying safety constraints. Our advocacy for constrained RL is rooted in this
connection to safety practice in other fields, as we described in Chapter 5. We acknowledge,
however, that there is much more to be done. While our Safety Gym benchmark is useful
for evaluating whether a learning procedure is well-designed and well-implemented, it is
not useful for evaluating the safety of a system aimed at deployment in the real world; its
hazards are crude representations of hazards that arise in robotics, and not representative of
the broad range of hazards that will need to be mitigated in impactful AI systems in other
domains.

There is a need for the development of what we might describe as safety *infrastructure*:
standardized hazard analysis procedures, datasets, classifiers, and benchmarks for evaluating
the safety-relevant characteristics of domain-specific AI models—not just the efficiency of
learning algorithms on toy tasks. This infrastructure needs to be well-documented and
stress-tested. If the field of AI safety research functions optimally, each unit of research will
contribute to the grand canon of this infrastructure, derisking concepts and implementations
that address each facet of risk likely to arise from the deployment of AI models into real
world safety-critical environments.

To illustrate the nature of the need—the best constrained RL algorithm in the world will
not endow a question-answering AI with the ability to give reliably correct medical advice, if
no effort has first been made to produce a standard repository of correct medical data and
evaluations metrics.

It will be a challenge to build and maintain such infrastructure, especially because it will be
domain-specific—but there are many precedents and communities that can be tapped into
to help, and it is in everyone’s interest to do so. We hope our work has contributed to this
vision, and we hope to see this vision realized in time.²

²The author gratefully acknowledges the coauthorship of GPT-3 [Brown et al., 2020] on this final paragraph.
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Appendix A

Material from Spinning Up

A.1 Spinning Up as a Deep RL Researcher

Originally published October 13th, 2018.

If you’re an aspiring deep RL researcher, you’ve probably heard all kinds of things about deep RL by this point. You know that it’s hard and it doesn’t always work [Irpan, 2018]. That even when you’re following a recipe, reproducibility is a challenge [Islam et al., 2017, Henderson et al., 2018]. And that if you’re starting from scratch, the learning curve is incredibly steep [Rahtz, 2018]. It’s also the case that there are a lot of great resources out there [Schulman, 2016a, Abbeel et al., 2017, Levine, 2020, Silver, 2020], but the material is new enough that there’s not a clear, well-charted path to mastery. The goal of this column is to help you get past the initial hurdle, and give you a clear sense of how to spin up as a deep RL researcher. In particular, this will outline a useful curriculum for increasing raw knowledge, while interleaving it with the odds and ends that lead to better research.

A.1.1 The Right Background

Build up a solid mathematical background. From probability and statistics, feel comfortable with random variables, Bayes’ theorem, chain rule of probability, expected values, standard deviations, and importance sampling. From multivariate calculus, understand gradients and (optionally, but it’ll help) Taylor series expansions.

Build up a general knowledge of deep learning. You don’t need to know every single special trick and architecture, but the basics help. Know about standard architectures (MLP, vanilla RNN, LSTM, GRU [Chung et al., 2014], conv layers, resnets [He et al., 2016], attention mechanisms [Bahdanau et al., 2015, Vaswani et al., 2017]), common regularizers (weight decay [Krogh and Hertz, 1991], dropout [Srivastava et al., 2014]), normalization (batch norm [Ioffe and Szegedy, 2015], layer norm [Ba et al., 2016], weight norm [Salimans and Kingma, 2016]), and optimizers (SGD, momentum SGD [Qian, 1999], Adam [Kingma and Ba, 2015], others [Ruder, 2016]). Know what the reparameterization trick is [Kingma and Welling, 2013].
Become familiar with at least one deep learning library. Tensorflow [Abadi et al., 2016] or PyTorch [Paszke et al., 2019] would be a good place to start. You don’t need to know how to do everything, but you should feel pretty confident in implementing a simple program to do supervised learning.

Get comfortable with the main concepts and terminology in RL. Know what states, actions, trajectories, policies, rewards, value functions, and action-value functions are. If you’re unfamiliar, Spinning Up ships with an introduction to this material; it’s also worth checking out the RL-Intro from the OpenAI Hackathon¹, or the exceptional and thorough overview by Lilian Weng [Weng, 2018]. Optionally, if you’re the sort of person who enjoys mathematical theory, study up on the math of monotonic improvement theory [Schulman, 2016b] (which forms the basis for advanced policy gradient algorithms), or classical RL algorithms [Szepesvári, 2010] (which despite being superseded by deep RL algorithms, contain valuable insights that sometimes drive new research).

A.1.2 Learn by Doing

Write your own implementations. You should implement as many of the core deep RL algorithms from scratch as you can, with the aim of writing the shortest correct implementation of each. This is by far the best way to develop an understanding of how they work, as well as intuitions for their specific performance characteristics.

Simplicity is critical. You should organize your efforts so that you implement the simplest algorithms first, and only gradually introduce complexity. If you start off trying to build something with too many moving parts, odds are good that it will break and you’ll lose weeks trying to debug it. This is a common failure mode for people who are new to deep RL, and if you find yourself stuck in it, don’t be discouraged—but do try to change tack and work on a simpler algorithm instead, before returning to the more complex thing later.

Which algorithms? You should probably start with vanilla policy gradient (also called REINFORCE) [Duan et al., 2016], DQN [Mnih et al., 2013], A2C (the synchronous version of A3C) [Mnih et al., 2016, Wu et al., 2017], PPO (the variant with the clipped objective) [Schulman et al., 2017], and DDPG [Lillicrap et al., 2016], approximately in that order. The simplest versions of all of these can be written in just a few hundred lines of code (ballpark 250-300), and some of them even less (for example, a no-frills version of VPG can be written in about 80 lines). Write single-threaded code before you try writing parallelized versions of these algorithms. (Do try to parallelize at least one.)

Focus on understanding. Writing working RL code requires clear, detail-oriented understanding of the algorithms. This is because broken RL code almost always fails silently, where the code appears to run fine except that the agent never learns how to solve the task. Usually the problem is that something is being calculated with the wrong equation, or on the wrong distribution, or data is being piped into the wrong place. Sometimes the only way to find these bugs is to read the code with a critical eye, know exactly what it should be doing, and

¹https://github.com/jachiam/rl-intro
find where it deviates from the correct behavior. Developing that knowledge requires you to engage with both academic literature and other existing implementations (when possible), so a good amount of your time should be spent on that reading.

**What to look for in papers:** When implementing an algorithm based on a paper, scour that paper, especially the ablation analyses and supplementary material (where available). The ablations will give you an intuition for what parameters or subroutines have the biggest impact on getting things to work, which will help you diagnose bugs. Supplementary material will often give information about specific details like network architecture and optimization hyperparameters, and you should try to align your implementation to these details to improve your chances of getting it working.

**But don’t overfit to paper details.** Sometimes, the paper prescribes the use of more tricks than are strictly necessary, so be a bit wary of this, and try out simplifications where possible. For example, the original DDPG paper suggests a complex neural network architecture and initialization scheme, as well as batch normalization. These aren’t strictly necessary, and some of the best-reported results for DDPG use simpler networks. As another example, the original A3C paper uses asynchronous updates from the various actor-learners, but it turns out that synchronous updates work about as well.

**Don’t overfit to existing implementations either.** Study existing implementations [Dhariwal et al., 2017, Duan et al., 2016] for inspiration, but be careful not to overfit to the engineering details of those implementations. RL libraries frequently make choices for abstraction that are good for code reuse between algorithms, but which are unnecessary if you’re only writing a single algorithm or supporting a single use case.

**Iterate fast in simple environments.** To debug your implementations, try them with simple environments where learning should happen quickly, like CartPole-v0, InvertedPendulum-v0, FrozenLake-v0, and HalfCheetah-v2 (with a short time horizon—only 100 or 250 steps instead of the full 1000) from the OpenAI Gym [Brockman et al., 2016]. Don’t try to run an algorithm in Atari or a complex Humanoid environment if you haven’t first verified that it works on the simplest possible toy task. Your ideal experiment turnaround-time at the debug stage is <5 minutes (on your local machine) or slightly longer but not much. These small-scale experiments don’t require any special hardware, and can be run without too much trouble on CPUs.

**If it doesn’t work, assume there’s a bug.** Spend a lot of effort searching for bugs before you resort to tweaking hyperparameters: usually it’s a bug. Bad hyperparameters can significantly degrade RL performance, but if you’re using hyperparameters similar to the ones in papers and standard implementations, those will probably not be the issue. Also worth keeping in mind: sometimes things will work in one environment even when you have a breaking bug, so make sure to test in more than one environment once your results look promising.

**Measure everything.** Do a lot of instrumenting to see what’s going on under-the-hood. The more stats about the learning process you read out at each iteration, the easier it is to debug—after all, you can’t tell it’s broken if you can’t see that it’s breaking. I personally like to look at the mean/std/min/max for cumulative rewards, episode lengths, and value
function estimates, along with the losses for the objectives, and the details of any exploration parameters (like mean entropy for stochastic policy optimization, or current epsilon for epsilon-greedy as in DQN). Also, watch videos of your agent’s performance every now and then; this will give you some insights you wouldn’t get otherwise.

**Scale experiments when things work.** After you have an implementation of an RL algorithm that seems to work correctly in the simplest environments, test it out on harder environments. Experiments at this stage will take longer—on the order of somewhere between a few hours and a couple of days, depending. Specialized hardware—like a beefy GPU or a 32-core machine—might be useful at this point, and you should consider looking into cloud computing resources like AWS or GCE.

**Keep these habits!** These habits are worth keeping beyond the stage where you’re just learning about deep RL—they will accelerate your research!

### A.1.3 Developing a Research Project

Once you feel reasonably comfortable with the basics in deep RL, you should start pushing on the boundaries and doing research. To get there, you’ll need an idea for a project.

Start by exploring the literature to become aware of topics in the field. There are a wide range of topics you might find interesting: sample efficiency, exploration, transfer learning, hierarchy, memory, model-based RL, meta learning, and multi-agent, to name a few. If you’re looking for inspiration, or just want to get a rough sense of what’s out there, check out Spinning Up’s key papers list.² Find a paper that you enjoy on one of these subjects—something that inspires you—and read it thoroughly. Use the related work section and citations to find closely-related papers and do a deep dive in the literature. You’ll start to figure out where the unsolved problems are and where you can make an impact.

**Approaches to idea-generation:** There are a many different ways to start thinking about ideas for projects, and the frame you choose influences how the project might evolve and what risks it will face. Here are a few examples:

**Frame 1: Improving on an Existing Approach.** This is the incrementalist angle, where you try to get performance gains in an established problem setting by tweaking an existing algorithm. Reimplementing prior work is super helpful here, because it exposes you to the ways that existing algorithms are brittle and could be improved. A novice will find this the most accessible frame, but it can also be worthwhile for researchers at any level of experience. While some researchers find incrementalism less exciting, some of the most impressive achievements in machine learning have come from work of this nature.

Because projects like these are tied to existing methods, they are by nature narrowly scoped and can wrap up quickly (a few months), which may be desirable (especially when starting out as a researcher). But this also sets up the risks: it’s possible that the tweaks you have in

mind for an algorithm may fail to improve it, in which case, unless you come up with more
tweaks, the project is just over and you have no clear signal on what to do next.

**Frame 2: Focusing on Unsolved Benchmarks.** Instead of thinking about how to
improve an existing method, you aim to succeed on a task that no one has solved before.
For example: achieving perfect generalization from training levels to test levels in the Sonic
domain or Gym Retro [Nichol et al., 2018]. When you hammer away at an unsolved task,
you might try a wide variety of methods, including prior approaches and new ones that you
invent for the project. It is possible for a novice to approach this kind of problem, but there
will be a steeper learning curve.

Projects in this frame have a broad scope and can go on for a while (several months to
a year-plus). The main risk is that the benchmark is unsolvable without a substantial
breakthrough, meaning that it would be easy to spend a lot of time without making any
progress on it. But even if a project like this fails, it often leads the researcher to many new
insights that become fertile soil for the next project.

**Frame 3: Create a New Problem Setting.** Instead of thinking about existing methods
or current grand challenges, think of an entirely different conceptual problem that hasn’t
been studied yet. Then, figure out how to make progress on it. For projects along these lines,
a standard benchmark probably doesn’t exist yet, and you will have to design one. This
can be a huge challenge, but it’s worth embracing—great benchmarks move the whole field
forward.

Problems in this frame come up when they come up—it’s hard to go looking for them.

**Avoid reinventing the wheel.** When you come up with a good idea that you want to start
testing, that’s great! But while you’re still in the early stages with it, do the most thorough
check you can to make sure it hasn’t already been done. It can be pretty disheartening to get
halfway through a project, and only then discover that there’s already a paper about your
idea. It’s especially frustrating when the work is concurrent, which happens from time to
time! But don’t let that deter you—and definitely don’t let it motivate you to plant flags with
not-quite-finished research and over-claim the merits of the partial work. Do good research
and finish out your projects with complete and thorough investigations, because that’s what
counts, and by far what matters most in the long run.

### A.1.4 Doing Rigorous Research in RL

Now you’ve come up with an idea, and you’re fairly certain it hasn’t been done. You use the
skills you’ve developed to implement it and you start testing it out on standard domains.
It looks like it works! But what does that mean, and how well does it have to work to be
important? This is one of the hardest parts of research in deep RL. In order to validate that
your proposal is a meaningful contribution, you have to rigorously prove that it actually gets
a performance benefit over the strongest possible baseline algorithm—whatever currently
achieves SOTA (state of the art) on your test domains. If you’ve invented a new test domain,
so there’s no previous SOTA, you still need to try out whatever the most reliable algorithm
in the literature is that could plausibly do well in the new test domain, and then you have to beat that.

**Set up fair comparisons.** If you implement your baseline from scratch—as opposed to comparing against another paper’s numbers directly—it’s important to spend as much time tuning your baseline as you spend tuning your own algorithm. This will make sure that comparisons are fair. Also, do your best to hold “all else equal” even if there are substantial differences between your algorithm and the baseline. For example, if you’re investigating architecture variants, keep the number of model parameters approximately equal between your model and the baseline. Under no circumstances handicap the baseline! It turns out that the baselines in RL are pretty strong, and getting big, consistent wins over them can be tricky or require some good insight in algorithm design.

**Remove stochasticity as a confounder.** Beware of random seeds making things look stronger or weaker than they really are, so run everything for many random seeds (at least 3, but if you want to be thorough, do 10 or more). This is really important and deserves a lot of emphasis: deep RL seems fairly brittle with respect to random seed in a lot of common use cases. There’s potentially enough variance that two different groups of random seeds can yield learning curves with differences so significant that they look like they don’t come from the same distribution at all (see figure 10 from Islam et al. [2017]).

**Run high-integrity experiments.** Don’t just take the results from the best or most interesting runs to use in your paper. Instead, launch new, final experiments—for all of the methods that you intend to compare (if you are comparing against your own baseline implementations)—and precommit to report on whatever comes out of that. This is to enforce a weak form of preregistration³: you use the tuning stage to come up with your hypotheses, and you use the final runs to come up with your conclusions.

**Check each claim separately.** Another critical aspect of doing research is to run an ablation analysis. Any method you propose is likely to have several key design decisions—like architecture choices or regularization techniques, for instance—each of which could separately impact performance. The claim you’ll make in your work is that those design decisions collectively help, but this is really a bundle of several claims in disguise: one for each such design element. By systematically evaluating what would happen if you were to swap them out with alternate design choices, or remove them entirely, you can figure out how to correctly attribute credit for the benefits your method confers. This lets you make each separate claim with a measure of confidence, and increases the overall strength of your work.

³https://www.cos.io/initiatives/prereg