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Abstract

Learning Grounded Pragmatic Communication

by

Daniel Patrick Fried

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Dan Klein, Chair

This dissertation shows how language generation and interpretation across varied grounded domains can be improved through pragmatic inference: explicitly reasoning about the actions and intents of the people that the systems interact with. We train neural generation (speaker) and interpretation (listener) models which ground language into a world context, then layer a pragmatic inference procedure on top of these models. This pragmatic procedure predicts how human listeners will interpret text generated by the models and reasons counterfactually about why human speakers produced the text they did.

We begin by showing that explicit pragmatic inference aids in correctly generating and following natural language for complex, sequential grounded instruction tasks. Evaluation of language generation and interpretation shows that pragmatic inference improves state-of-the-art listener models (at correctly interpreting human instructions) and speaker models (at producing instructions correctly interpreted by humans).

Next, we describe extensions of this approach to vision-and-language navigation. We combine visually-grounded listener and speaker models, using the speaker model to synthesize new instructions for data augmentation in addition to evaluating candidate action sequences in pragmatic inference. Both models are supported by a panoramic action space that reflects the granularity of human-generated instructions. Experiments show that all three components of this approach—speaker-driven data augmentation, pragmatic inference and the panoramic action space—dramatically improve the performance of a baseline instruction follower, more than doubling the success rate over the best existing approach on a standard benchmark.

Finally, we present a grounded neural dialogue model that successfully collaborates with people in a partially-observable reference game. We focus on a setting where two agents each observe an overlapping part of a world context and need to identify and agree on some object they share. Therefore, the agents should pool their information and communicate pragmatically to solve the task. Our dialogue agent accurately grounds referents from the
partner’s utterances using a structured reference resolver, conditions on these referents using a recurrent memory, and uses a pragmatic generation procedure to ensure the partner can resolve the references the agent produces.
To my family.
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Chapter 1

Introduction

Language is often strategic: it is an intentional action that people use to produce effects on others and the world (Austin, 1962). People choose what to say by predicting how listeners will interpret it and try to understand speakers by thinking about why they might have said what they did. A long line of work in linguistics, following Paul Grice (1975), views communication as a cooperative game where speakers and listeners try to understand each other in order to succeed. Many of the pragmatic, or context-dependent, features of language can be viewed as emerging from this cooperative principle.

In this dissertation, we operationalize a Gricean view of pragmatics and show that it allows natural language systems to more successfully collaborate with human partners on a variety of tasks in challenging contexts. Our systems learn models of their partners and use these models to reason about cooperative goals in a game-theoretic framework. We focus on complex grounded perceptual and embodied tasks, where systems must associate language with features and actions in an environment. For language generation tasks, we train listener models that predict how people will interpret language and use these models to make generated language truthful and relevant. For language understanding tasks, we show that speaker models of people’s goals can help systems carry out instructions more accurately under ambiguity and challenging perceptual grounding. Constructing and training separate speaker and listener modules, which then reason about each other, makes them more likely to communicate successfully with people and do the right thing in context.

Our approach to pragmatics belongs to a general category of frameworks in which the interaction between speakers and listeners is modeled using an agent-based probabilistic (Rosenberg and Cohen, 1964; Frank and Goodman, 2012; Goodman and Stuhlmüller, 2013; Wang et al., 2016b; Monroe et al., 2017) or decision-theoretic treatment (Parikh, 2001; Golland et al., 2010; Jäger, 2012; Franke, 2013; Jeon et al., 2020). These models give rich accounts of context dependence and emergent pragmatic behavior (Goodman and Frank, 2016), but present challenging inference problems even when the space of listener actions is small, e.g., involving reference games with a limited set of possible referents (Smith et al., 2013; Khani et al., 2018; Andreas and Klein, 2016; Cohn-Gordon et al., 2018; McDowell and Goodman, 2019). Our goals in this work are to show how this inference procedure
(1) can be carried out even in much richer spaces of actions than previously considered in work on computational pragmatics and (2) can be layered on top of state-of-the-art natural language processing systems to improve their performance when collaborating with people on real-world grounded tasks.

We first demonstrate a pragmatic inference procedure for interpreting and generating instructions, i.e., descriptions of sequential actions (Chapter 2). We layer this procedure on top of learned neural grounding models, finding that the procedure makes models more successful when interacting with people, and in some cases outperforms the people whom the models were trained to imitate. Next, we show how this procedure can be extended to visually-rich environments with limited grounding data: following navigation instructions inside real-world buildings (Chapter 3). Finally, we show applications to a grounded collaborative dialogue task, where models must both generate and interpret language while dealing with challenges of partial observability and referential ambiguity (Chapter 4). In all settings, we find that pragmatic inference makes models more successful at generating language that can be successfully understood by people, and better able to interpret challenging or ambiguous grounded language.
Chapter 2

Generating and Following Instructions

In this chapter, we present a technique for layering explicit pragmatic inference on top of models for complex, sequential instruction-following and instruction-generation tasks. We investigate a range of current data sets for both tasks, showing that pragmatic behavior arises naturally from this inference procedure and gives rise to state-of-the-art results in a variety of domains.

Consider the example shown in Figure 2.1a, in which a speaker agent must describe a route to a target position in a hallway. A conventional learned instruction-generating model produces a truthful description of the route (walk forward four times). But the pragmatic speaker in this chapter, which is capable of reasoning about the listener, chooses to also include additional information (the intersection with the bare concrete hall), to reduce potential ambiguity and increase the odds that the listener reaches the correct destination.

This same reasoning procedure also allows a listener agent to overcome ambiguity in instructions by reasoning counterfactually about the speaker (Figure 2.1b). Given the command walk along the blue carpet and you pass two objects, a conventional learned instruction-following model is willing to consider all paths that pass two objects, and ultimately arrives at an unintended final position. But a pragmatic listener that reasons about the speaker can infer that the long path would have been more easily described as go to the sofa, and thus that the shorter path is probably intended. In these two examples, which are produced by the system we describe in this chapter, a unified reasoning process (choose the output sequence which is most preferred by an embedded model of the other agent) produces pragmatic behavior for both speakers and listeners.

The application of models with explicit pragmatic reasoning abilities has so far been largely restricted to simple reference games, in which the listener’s only task is to select the right item from among a small set of candidate referents given a single short utterance from the speaker. But as the example shows, there are real-world instruction following and generation tasks with rich action spaces that might also benefit from pragmatic modeling. Moreover, approaches that learn to map directly between human-annotated instructions

---

1This chapter is adapted from Unified Pragmatic Models for Generating and Following Instructions, (Fried et al. 2018a). Source code is available at http://github.com/dpfried/pragmatic-instructions.
(a) The rational speaker, which reasons about listener behavior, generates instructions which in this case are more robust to uncertainty about the listener’s initial orientation, choosing to specify the destination (the intersection with the bare concrete hall).

(b) The base listener moves to an unintended position (even though it correctly passes two objects). The rational listener, which reasons about the speaker, infers that a route ending at the sofa would have been described differently, and stops earlier.

Figure 2.1: Real samples for the SAIL navigation environments, comparing base models, without explicit pragmatic inference, to the rational pragmatic inference procedure.

and action sequences are ultimately limited by the effectiveness of the humans themselves. The promise of pragmatic modeling is that we can use these same annotations to build a model with a different (and perhaps even better) mechanism for interpreting and generating instructions.

The primary contribution of this work is to show how existing models of pragmatic reasoning can be extended to support instruction following and generation for challenging, multi-step, interactive tasks. Our experimental evaluation focuses on four instruction-following domains which have been studied using both semantic parsers and attentional neural models. We investigate the interrelated tasks of instruction following and instruction generation, and show that incorporating an explicit model of pragmatics helps in both cases. Reasoning about the human listener allows a speaker model to produce instructions that are easier for humans to interpret correctly in all domains (with absolute gains in accuracy ranging from 12% to 46%). Similarly, reasoning about the human speaker improves the accuracy of the listener models in interpreting instructions in most domains (with gains in accuracy of up to 10%). In all cases, the resulting systems are competitive with, and in many cases exceed, results from past state-of-the-art systems for these tasks.

2.1 Problem Formulation

Consider the instruction following and instruction generation tasks shown in Figure 2.1, where an agent must produce or interpret instructions about a structured world context
(e.g. walk along the blue carpet and you pass two objects).

In the instruction following task, a listener agent begins in a world state (in an initial map location and orientation). The agent is then tasked with following a sequence of direction sentences $d_1 \ldots d_K$ produced by humans. At each time $t$ the agent receives a percept $y_t$, which is a feature-based representation of the current world state, and chooses an action $a_t$ (e.g. move forward, or turn). The agent succeeds if it is able to reach the correct final state described by the directions.

In the instruction generation task, the agent receives a sequence of actions $a_1, \ldots a_T$ along with the world state $y_1, \ldots y_T$ at each action, and must generate a sequence of direction sentences $d_1, \ldots d_K$ describing the actions. The agent succeeds if a human listener is able to correctly follow those directions to the intended final state.

We evaluate models for both tasks in four domains. The first domain is the SAIL corpus of virtual environments and navigational directions (MacMahon et al., 2006; Chen and Mooney, 2011), where an agent navigates through a two-dimensional grid of hallways with patterned walls and floors and a discrete set of objects (Figure 2.1 shows a portion of one of these hallways).

In the three SCONE domains (Long et al., 2016), the world contains a number of objects with various properties, such as colored beakers which an agent can combine, drain, and mix. Instructions describe how these objects should be manipulated. These domains were designed to elicit instructions with a variety of context-dependent language phenomena, including ellipsis and coreference (Long et al., 2016) which we might expect a model of pragmatics to help resolve (Potts, 2011).

### 2.2 Related Work

The approach in this chapter builds upon long lines of work in pragmatic modeling, instruction following, and instruction generation.

**Pragmatics.** Our approach to pragmatics belongs to a general category of Rational Speech Acts models (Frank and Goodman, 2012), in which the interaction between speakers and listeners is modeled as a probabilistic process with Bayesian actors (Goodman and Stuhlmüller, 2013). Alternative formulations (e.g. with best-response rather than probabilistic dynamics) are also possible (Golland et al., 2010). Inference in these models is challenging even when the space of listener actions is extremely simple (Smith et al., 2013), and one of our goals in the present work is to show how this inference problem can be solved even in much richer action spaces than previously considered in computational pragmatics. This family of pragmatic models captures a number of important linguistic phenomena, especially those involving conversational implicature (Monroe and Potts, 2015); we note that many other topics studied under the broad heading of “pragmatics,” including presupposition and indexicality, require different machinery.
Figure 2.2: (a) Rational pragmatic models embed base listeners and speakers. Potential candidate sequences are drawn from one base model, and then the other scores each candidate to simulate whether it produces the desired pragmatic behavior. (b) The base listener and speaker are neural sequence-to-sequence models which are largely symmetric to each other. Each produces a representation of its input sequence (a description, for the listener; actions with associated environmental percepts, for the listener) using an LSTM encoder. The output sequence is generated by an LSTM decoder attending to the input.

Williams et al. (2015) use pragmatic reasoning with weighted inference rules to resolve ambiguity and generate clarification requests in a human-robot dialog task. Other recent work on pragmatic models focuses on the referring expression generation or “contrastive captioning” task introduced by Kazemzadeh et al. (2014). In this family are approaches that model the listener at training time (Mao et al., 2016), at evaluation time (Andreas and Klein, 2016; Monroe et al., 2017; Vedantam et al., 2017; Su et al., 2017) or both (Yu et al., 2017b; Luo and Shakhnarovich, 2017).

Other conditional sequence rescoring models that are structurally similar but motivated by concerns other than pragmatics include Li et al. (2016) and Yu et al. (2017a). Lewis et al. (2017) perform a similar inference procedure for a competitive negotiation task. The language learning model of Wang et al. (2016b) also features a structured output space and uses pragmatics to improve online predictions for a semantic parsing model. Our approach in this chapter performs both generation and interpretation, and investigates both structured and unstructured output representations.

Instruction Following. Work on instruction following tasks includes models that parse commands into structured representations processed by a rich execution model (Tellex et al., 2011; Chen, 2012; Artzi and Zettlemoyer, 2013; Guu et al., 2017) as well as models that map directly from instructions to a policy over primitive actions (Branavan et al., 2009), possibly mediated by an intermediate alignment or attention variable (Andreas and Klein, 2015; Mei et al., 2016). We use a model similar to Mei et al. (2016) as our base listener in this chapter, evaluating on the SAIL navigation task (MacMahon et al., 2006) as they did, as well as the SCONE context-dependent execution domains (Long et al., 2016).
**Instruction Generation.** Previous work has also investigated the instruction generation task, in particular for navigational directions. The GIVE shared tasks (Byron et al., 2009; Koller et al., 2010; Striegnitz et al., 2011) have produced a large number of interactive direction-giving systems, both rule-based and learned. The work most immediately related to the generation task in this chapter is that of Daniele et al. (2017), which also focuses on the SAIL dataset but requires substantial additional structured annotation for training, while both our base and pragmatic speaker models learn directly from strings and action sequences.

Older work has studied the properties of effective human strategies for generating navigational directions (Anderson et al., 1991). Instructions of this kind can be used to extract templates for generation (Look, 2008; Dale et al., 2005), while here we focus on the more challenging problem of learning to generate new instructions from scratch. Like our pragmatic speaker model, Goeddel and Olson (2012) also reason about listener behavior when generating navigational instructions, but rely on rule-based models for interpretation.

### 2.3 Pragmatic Inference Procedure

As a foundation for pragmatic inference, we assume that we have base listener and speaker models to map directions to actions and vice-versa. (Our notation for referring to models is adapted from Bergen et al. (2016).) The base listener, \( L_0 \), produces a probability distribution over sequences of actions, conditioned on a representation of the directions and environment as seen before each action: \( P_{L_0}(a_1:T|d_1:K,y_1:T) \). Similarly, the base speaker, \( S_0 \), defines a distribution over possible descriptions conditioned on a representation of the actions and environment: \( P_{S_0}(d_1:K|a_1:T,y_1:T) \).

Our pragmatic inference procedure requires these base models to produce candidate outputs from a given input (actions from descriptions, for the listener; descriptions from actions, for the speaker), and calculate the probability of a fixed output given an input, but is otherwise agnostic to the form of the models.

We use standard sequence-to-sequence models with attention for both the base listener and speaker (described in Section 2.4). Our models use segmented action sequences, with one segment (sub-sequence of actions) aligned with each description sentence \( d_j \), for all \( j \in \{1 \ldots K\} \). This segmentation is either given as part of the training and testing data (in the instruction following task for the SAIL domain, and in both tasks for the SCONE domain, where each sentence corresponds to a single action), or is predicted by a separate segmentation model (in the generation task for the SAIL domain), see Section 2.4.

**Models**

Using these base models as self-contained modules, we derive a rational speaker and rational listener that perform inference using embedded instances of these base models (Figure 2.2a). When describing an action sequence, a rational speaker \( S_1 \) chooses a description that has a
high chance of causing the listener modeled by \( L_0 \) to follow the given actions:

\[
S_1(a_{1:T}) = \arg \max_{d_{1:K}} P_{L_0}(a_{1:T}|d_{1:K}, y_{1:T}) \quad (2.1)
\]

(noting that, in all settings we explore here, the percepts \( y_{1:T} \) are completely determined by the actions \( a_{1:T} \)). Conversely, a rational listener \( L_1 \) follows a description by choosing an action sequence which has high probability of having caused the speaker, modeled by \( S_0 \), to produce the description:

\[
L_1(d_{1:K}) = \arg \max_{a_{1:T}} P_{S_0}(d_{1:K}|a_{1:T}, y_{1:T}) \quad (2.2)
\]

These optimization problems are intractable to solve for general base listener and speaker agents, including the sequence-to-sequence models we use, as they involve choosing an input (from a combinatorially large space of possible sequences) to maximize the probability of a fixed output sequence. We instead follow a simple approximate inference procedure, detailed in Section 2.3.

We consider also incorporating the scores of the base model used to produce the candidates. For the case of the speaker, we define a combined rational speaker, denoted \( S_0 \cdot S_1 \), that selects the candidate that maximizes a weighted product of probabilities under both the base listener and the base speaker:

\[
\arg \max_{d_{1:K}} P_{L_0}(a_{1:T}|d_{1:K}, y_{1:T})^\lambda \times P_{S_0}(d_{1:K}|a_{1:T}, y_{1:T})^{1-\lambda} \quad (2.3)
\]

for a fixed interpolation hyperparameter \( \lambda \in [0, 1] \). There are several motivations for this combination with the base speaker score. First, as argued by Monroe et al. (2017), we would expect varying degrees of base and reasoned interpretation in human speech acts. Second, we want the descriptions produced by the model to be fluent descriptions of the actions. Since the base models are trained discriminatively, maximizing the probability of an output sequence for a fixed input sequence, their scoring behaviors for fixed outputs paired with inputs dissimilar to those seen in the training set may be poorly calibrated (for example when conditioning on ungrammatical descriptions). Incorporating the scores of the base model used to produce the candidates aims to prevent this behavior.

To define rational listeners, we use the symmetric formulation: first, draw candidate action sequences from \( L_0 \). For \( L_1 \), choose the actions that achieve the highest probability under \( S_0 \); and for the combination model \( L_0 \cdot L_1 \) choose the actions with the highest weighted combination of \( S_0 \) and \( L_0 \) (paralleling Equation 2.3).

**Inference**

As in past work (Smith et al., 2013; Andreas and Klein, 2016; Monroe et al., 2017), we approximate the optimization problems in Equations 2.1, 2.2, and 2.3 use the base models
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to generate candidates, and rescore them to find ones that are likely to produce the desired behavior.

In the case of the rational speaker $S_1$, we use the base speaker $S_0$ to produce a set of $n$ candidate descriptions $w^{(1)}_{1:K_1} \ldots w^{(n)}_{1:K_n}$ for the sequences $a_{1:T}, y_{1:T}$, using beam search. We then find the score of each description under $P_{L_0}$ (using it as the input sequence for the observed output actions we want the rational speaker to describe), or a weighted combination of $P_{L_0}$ and the original candidate score $P_{S_0}$, and choose the description $w^{(j)}_{1:K_j}$ with the largest score, approximately solving the maximizations in Equations 2.1 or 2.3 respectively. We perform a symmetric procedure for the rational listener: produce action sequence candidates from the base listener, and rescore them using the base speaker.

As the rational speaker must produce long output sequences (with multiple sentences), we interleave the speaker and listener in inference, determining each output sentence sequentially. From a list of candidate direction sentences from the base speaker for the current subsequence of actions, we choose the top-scoring direction under the listener model (which may also condition on the directions which have been output previously), and then move on to the next subsequence of actions.

2.4 Base Model Details

Given this framework, all that remains is to describe the base models $L_0$ and $S_0$. We implement these as sequence-to-sequence models that map directions to actions (for the listener) or actions to directions (for the speaker), additionally conditioning on the world state at each timestep.

Base listener

Our base listener model, $L_0$, predicts action sequences conditioned on an encoded representation of the directions and the current world state. In the SAIL domain, this is the model of Mei et al. (2016) (illustrated in green in Figure 2.2b for a single sentence and its associated actions), see “domain specifics” below.

Encoder. Each direction sentence is encoded separately with a bidirectional LSTM (Hochreiter and Schmidhuber 1997); the LSTM’s hidden states are reset for each sentence. We obtain a representation $h^e_k$ for the $k$th word in the current sentence by concatenating an embedding for the word with its forward and backward LSTM outputs.

---

2We use ensembles of models for the base listener and speaker. To obtain candidates that are high-scoring under the combination of models in the ensemble, we perform standard beam search using all models in lock-step. At every timestep of the beam search, each possible extension of an output sequence is scored using the product of the extension’s conditional probabilities across all models in the ensemble.

3We also experimented with sampling from the base models to produce these candidate lists, as was done in previous work (Andreas and Klein 2016; Monroe et al. 2017). In early experiments, however, we found better performance with beam search in the rational models for all tasks.
Decoder. We generate actions incrementally using an LSTM decoder with monotonic alignment between the direction sentences and subsequences of actions; at each timestep the decoder predicts the next action for the current sentence \( w_{1:M} \) (including choosing to shift to the next sentence). The decoder takes as input at timestep \( t \) the current world state, \( y_t \) and a representation \( z_t \) of the current sentence, updates the decoder state \( h^d_t \), and outputs a distribution over possible actions:

\[
\begin{align*}
  h^d_t &= \text{LSTM}_d(h^d_{t-1}, [W_y y_t, z_t]) \\
  q_t &= W_o(W_y y_t + W_h h^d_t + W_z z_t) \\
  p(a_t | a_{1:t-1}, y_{1:t}, w_{1:M}) &\propto \exp(q_t)
\end{align*}
\]

where all weight matrices \( W \) are learned parameters. The sentence representation \( z_t \) is produced using an attention mechanism \( \text{Bahdanau et al., 2015} \) over the representation vectors \( h^e_1 \ldots h^e_M \) for words in the current sentence:

\[
\begin{align*}
  \alpha_{t,k} &\propto \exp(v \cdot \tanh(W_d h^d_{t-1} + W_e h^e_k)) \\
  z_t &= \sum_{k=1}^M \alpha_{t,k} h^e_k
\end{align*}
\]

where the attention weights \( \alpha_{t,k} \) are normalized to sum to one across positions \( k \) in the input, and weight matrices \( W \) and vector \( v \) are learned.

SAIL Domain Specifics. For SAIL, we use the alignments between sentences and route segments annotated by Chen and Mooney \( \text{Chen and Mooney, 2011} \), which were also used in previous work \( \text{Artzi and Zettlemoyer, 2013; Artzi et al., 2014; Mei et al., 2016} \). Following Mei et al. \( \text{Mei et al., 2016} \), we reset the decoder’s hidden state for each sentence.

SCONE Domain Specifics. The SCONE dataset is constructed so that each sentence corresponds to a single (non-decomposed) action; this provides our segmentation of the action sequence. Each of the three SCONE domains have a larger space of possible outputs than SAIL, so we extend the decoder by: (i) decomposing each action into an action type and arguments for it, (ii) using separate attention mechanisms for types and arguments and (iii) using state-dependent action embeddings.

We factor action production in each of the three domains, separately predicting the action type and the arguments specific to that action type. Action types and arguments are listed in the first two columns of Table 2.1. For example, Alchemy’s actions involve predicting the action type, a potential source beaker index \( i \) and target beaker index \( j \), and potential amount to drain \( a \). All factors of the action (the type and options for each argument) are predicted using separate attention mechanisms, which produce a vector \( q_f \) giving unnormalized scores for factor \( f \) (e.g. scoring each possible type, or each possible choice for the argument).

We also obtain state-specific embeddings of actions, to make it easier for the model to learn relevant features from the state embeddings (e.g. rather than needing to learn to
select the region of the state vector corresponding to the 5th beaker in the action Mix(5) in Alchemy, this action’s contextual embedding encodes the current content of the 5th beaker). We incorporate these state-specific embeddings into computation of the action probabilities using a bilinear bonus score:

$$b(a) = q^\top W_{qa} a + w^\top a$$

where $q$ is the concatenation of all $q_f$ factor scoring vectors, and $W_{qa}$ and $w_a$ are a learned parameter matrix and vector, respectively. This bonus score $b(a)$ for each action is added to the unnormalized score for the corresponding action $a$ (computed by summing the entries of the $q_f$ vectors which correspond to the factored action components), and the normalized output distribution is then produced using a softmax over all valid actions.

**Base speaker**

While previous work (Daniele et al., 2017) has relied on more structured approaches, we construct our base speaker model $S_0$ using largely the same sequence-to-sequence machinery as above. $S_0$ (illustrated in orange in Figure 2.2) encodes a sequence of actions and world states, and then uses a decoder to output a description.

**Encoder.** We encode the sequence of vector embeddings for the actions $a_t$ and world states $y_t$ using a bidirectional LSTM. Similar to the base listener’s encoder, we then obtain a
representation $h^e_t$ for timestep $t$ by concatenating $a_t$ and $y_t$ with the LSTM outputs at that position.

**Decoder.** As in the listener, we use an LSTM decoder with monotonic alignment between direction sentences and subsequences of actions, and attention over the subsequences of actions. The decoder takes as input at position $k$ an embedding for the previously generated word $w_{k-1}$ and a representation $z_k$ of the current subsequence of actions and world states, and produces a distribution over words (including ending the description for the current subsequence and advancing to the next). The decoder’s output distribution is produced by:

$$h^d_k = \text{LSTM}_d(h^d_{k-1}, [w_{k-1}, z_k])$$

$$q_k = W_h h^d_k + W_z z_k$$

$$p(w_k \mid w_{1:k-1}, a_{1:T}, y_{1:T}) \propto \exp(q_k)$$

where all weight matrices $W$ are learned parameters.

As in the base listener, the input representation $z_k$ is produced by attending to the vectors $h_1^e \ldots h_T^e$ encoding the input sequence (here, encoding the subsequence of actions and world states to be described):

$$\alpha_{k,t} \propto \exp(v \cdot \tanh(W_d h_{k-1}^d + W_e h_t^e))$$

$$z_k = \sum_{t=1}^T \alpha_{k,t} h_t^e$$

The decoder’s LSTM state is reset at the beginning of each sentence.

**SAIL Domain Specifics.** Our speaker model operates on segmented action sequences. To provide a closer comparison to the generation system of [Daniele et al. (2017)](daniele2017), which did not use segmented routes, we implement a route segmenter which we train on the training data and use to predict segmentations for the test data. The route segmenter runs a bidirectional LSTM over the concatenated state and action embeddings (as in the speaker encoder), then uses a logistic output layer to classify whether the route should be split at each possible timestep.

We also collapse consecutive sequences of forward movement actions into single actions (e.g. MOVE4 representing four consecutive forward movements), which we found helped prevent counting errors (such as outputting move forward three when the correct route moved forward four steps).

**SCONE Domain Specifics.** In the SCONE domains, we (i) use the same context-dependent action embeddings used in the listener, and (ii) don’t require an attention mechanism, since only a single action is used to produce a given sentence within the sequence of direction sentences.

---

4All parameters are distinct from those used in the base listener; the listener and speaker are trained separately.
We use a one-hot representation of the arguments and contextual embedding (see Table 2.1) for each action $a_t$ as input to the SCONE speaker encoder at time $t$ (along with the representation $e_t$ of the world state, as in SAIL). Since SCONE uses a monotonic, one-to-one alignment between actions and direction sentences, the decoder does not use a learned attention mechanism but fixes the contextual representation $z_k$ to be the encoded vector at the action corresponding to the sentence currently being generated.

### Training Details

The base listener and speaker models are trained independently to maximize the conditional likelihoods of the actions–directions pairs in the training sets.

We use ensembles for the base listener $L_0$ and base speaker $S_0$, where each ensemble consists of 10 models trained from separate random parameter initializations. This follows the experimental setup of Mei et al. (2016) for the SAIL base listener.

We optimize model parameters using ADAM (Kingma and Ba, 2015) with default hyperparameters and the initialization scheme of Glorot and Bengio (2010). All LSTMs have one layer. The LSTM cell in both the listener and the follower use coupled input and forget gates, and peephole connections to the cell state (Greff et al., 2017). We also apply the LSTM variational dropout scheme of Gal and Ghahramani (2016), using the same dropout rate for inputs, outputs, and recurrent connections. See Table 2.2 for hyperparameters. We perform early stopping using the evaluation metric (accuracy for the listener and BLEU score for the speaker) on the development set.

<table>
<thead>
<tr>
<th>model</th>
<th>domain</th>
<th>dropout rate</th>
<th>hidden dim</th>
<th>attention dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_0$</td>
<td>SAIL</td>
<td>0.25</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Alchemy</td>
<td>0.1</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Scene</td>
<td>0.1</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Tangrams</td>
<td>0.3</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>$S_0$</td>
<td>SAIL</td>
<td>0.25</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$S_0$</td>
<td>Alchemy</td>
<td>0.3</td>
<td>100</td>
<td>–</td>
</tr>
<tr>
<td>$S_0$</td>
<td>Scene</td>
<td>0.3</td>
<td>100</td>
<td>–</td>
</tr>
<tr>
<td>$S_0$</td>
<td>Tangrams</td>
<td>0.3</td>
<td>50</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 2.2: Hyperparameters for the base listener ($L_0$) and speaker ($S_0$) models. The SCONE speakers do not use an attention mechanism.
### 2.5 Experiments

We evaluate speaker and listener agents on both the instruction following and instruction generation tasks in the SAIL domain and three SCONE domains (Section 2.1). For all domains, we compare the rational listener and speaker against the base listener and speaker, as well as against past state-of-the-art results for each task and domain. Finally, we examine pragmatic inference from a model combination perspective, comparing the pragmatic reranking procedure to ensembles of a larger number of base speakers or listeners.

For all experiments, we use beam search both to generate candidate lists for the rational systems (Section 2.3) and to generate the base model’s output. We fix the beam size $n$ to be the same in both the base and rational systems, using $n = 20$ for the speakers and $n = 40$ for the listeners. We tune the weight $\lambda$ in the combined rational agents ($L_0 \cdot L_1$ or $S_0 \cdot S_1$) to maximize accuracy (for listener models) or BLEU (for speaker models) on each domain’s development data.

### Instruction Following

We evaluate our listener models by their accuracy in carrying out human instructions: whether the systems were able to reach the final world state which the human was tasked with guiding them to.

#### SAIL.

We follow standard cross-validation evaluation for the instruction following task on the SAIL dataset (Artzi and Zettlemoyer, 2013; Artzi et al., 2014; Mei et al., 2016). Table 2.3: Instruction-following results on the SAIL dataset. The table shows cross-validation test accuracy for the base listener ($L_0$) and pragmatic listeners ($L_0 \cdot L_1$), along with the gain given by pragmatics. We report results for the single- and multi-sentence conditions, under the relative and absolute starting conditions, comparing to the best-performing prior work by Artzi and Zettlemoyer (2013) (AZ), Artzi et al. (2014) (ADP), and Mei et al. (2016) (MBW). Bold numbers show new state-of-the-art results.

<table>
<thead>
<tr>
<th>listener</th>
<th>Single-sentence</th>
<th>Multi-sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rel</td>
<td>Abs</td>
</tr>
<tr>
<td>past work</td>
<td>69.98</td>
<td>65.28</td>
</tr>
<tr>
<td>(MBW) (AZ) (MBW) (ADP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_0$</td>
<td>68.40</td>
<td>59.62</td>
</tr>
<tr>
<td>$L_0 \cdot L_1$</td>
<td><strong>71.64</strong></td>
<td><strong>64.38</strong></td>
</tr>
<tr>
<td>accuracy gain</td>
<td>+3.24</td>
<td>+4.76</td>
</tr>
</tbody>
</table>

Table 2.3: Instruction-following results on the SAIL dataset. The table shows cross-validation test accuracy for the base listener ($L_0$) and pragmatic listeners ($L_0 \cdot L_1$), along with the gain given by pragmatics. We report results for the single- and multi-sentence conditions, under the relative and absolute starting conditions, comparing to the best-performing prior work by Artzi and Zettlemoyer (2013) (AZ), Artzi et al. (2014) (ADP), and Mei et al. (2016) (MBW). Bold numbers show new state-of-the-art results.

5Past work has differed in the handling of undetermined orientations in the routes, which occur in the first state for multi-sentence routes and the first segment of their corresponding single-sentence routes. For
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<table>
<thead>
<tr>
<th>listener</th>
<th>Alchemy</th>
<th>Scene</th>
<th>Tangrams</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPLL</td>
<td>52.9</td>
<td>46.2</td>
<td>37.3</td>
</tr>
<tr>
<td>$L_0$</td>
<td>69.7</td>
<td>70.9</td>
<td>69.6</td>
</tr>
<tr>
<td>$L_0 \cdot L_1$</td>
<td>72.0</td>
<td>72.7</td>
<td>69.6</td>
</tr>
<tr>
<td>accuracy gain</td>
<td>+2.3</td>
<td>+1.8</td>
<td>+0.0</td>
</tr>
</tbody>
</table>

Table 2.4: Instruction-following results in the SCONE domains. The table shows accuracy on the test set. For reference, we also show prior results from Guu et al. (2017) (GPLL), although our models use more supervision at training time.

shows improvements over the base listener $L_0$ when using the rational listener $L_0 \cdot L_1$ in the single- and multi-sentence settings. We also report the best accuracies from past work. We see that the largest relative gains come in the multi-sentence setting, where handling ambiguity is potentially more important to avoid compounding errors. The rational model improves on the published results of Mei et al. (2016), and while it is still below the systems of Artzi and Zettlemoyer (2013) and Artzi et al. (2014), which use additional supervision in the form of hand-annotated seed lexicons and logical domain representations, it approaches their results in the single-sentence setting.

SCONE. In the SCONE domains, past work has trained listener models with weak supervision (with no intermediate actions between start and end world states) on a subset of the full SCONE training data. We use the full training set, and to use a model and training procedure consistent with the SAIL setting, train listener and speaker models using the intermediate actions as supervision as well.

The evaluation method and test data are the same as in past work on SCONE: models are provided with an initial world state and a sequence of 5 instructions to carry out, and are evaluated on their accuracy in reaching the intended final world state.

Results are reported in Table 2.4. We see gains from the rational system $L_0 \cdot L_1$ in both the Alchemy and Scene domains. The pragmatic inference procedure allows correcting errors or overly-literal interpretations from the base listener. An example is shown in Figure 2.3. The base listener (left) interprets then to orange’s other side incorrectly, while the rational listener discounts this interpretation (it could, for example, be better described by to the left of blue) and produces the action the descriptions were meant to describe (right). To comparison to both types of past work, we train and evaluate listeners in two settings: Abs, which sets these undetermined starting orientations to be a fixed absolute orientation, and Rel, where an undetermined starting orientation is set to be a 90 degree rotation from the next state in the true route.

Since the pragmatic inference procedure we use is agnostic to the models’ training method, it could also be applied to the models of Guu et al. (2017); however we find that pragmatic inference can improve even upon our stronger base listener models.
a red guy appears on the far left
then to orange’s other side

base listener, $L_0$

rational listener, $L_0 \cdot L_1$

Figure 2.3: Action traces produced for a partial instruction sequence (two instructions out of five) in the Scene domain. The base listener moves the red figure to a position that is a marginal, but valid, interpretation of the directions. The rational listener correctly produces the action sequence the directions were intended to describe.

the extent that human annotators already account for pragmatic effects when generating instructions, examples like these suggest that our model’s explicit reasoning is able to capture interpretation behavior that the base sequence-to-sequence listener model is unable to model.

Instruction Generation

As our primary evaluation for the instruction generation task, we had Mechanical Turk workers carry out directions produced by the speaker models (and by other humans) in a simulated version of each domain. For SAIL, we use the simulator released by Daniele et al. (2017) which was used in their human evaluation results, and we construct simulators for the three SCONE domains. In all settings, we take a sample of 50 action sequences from the domain’s test set (using the same sample as Daniele et al. (2017) for SAIL), and have three separate Turk workers attempt to follow the systems’ directions for the action sequence.

Table 2.5 gives the average accuracy of subjects in reaching the intended final world state across all sampled test instances, for each domain. The “human-generated” row reports subjects’ accuracy at following the datasets’ reference directions. The directions produced by the base speaker $S_0$ are often much harder to follow than those produced by humans (e.g. 29.3% of $S_0$’s directions are correctly interpretable for Alchemy, vs. 83.3% of human directions). However, we see substantial gains from the rational speaker $S_0 \cdot S_1$ over $S_0$ in all cases (with absolute gains in accuracy ranging from 12.4% to 46.0%), and the average accuracy of humans at following the rational speaker’s directions is substantially higher than for human-produced directions in the Tangrams domain. In the SAIL evaluation, we also
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Table 2.5: Instruction generation results. We report the accuracies of human evaluators at following the outputs of the speaker systems (as well as other humans) on 50-instance samples from the SAIL dataset and SCONE domains. DBW is the system of [Daniele et al. (2017)](##). Bold numbers are new state-of-the-art results.

<table>
<thead>
<tr>
<th>speaker</th>
<th>SAIL</th>
<th>Alchemy</th>
<th>Scene</th>
<th>Tangrams</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBW</td>
<td>70.9</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$S_0$</td>
<td>62.8</td>
<td>29.3</td>
<td>31.3</td>
<td>60.0</td>
</tr>
<tr>
<td>$S_0 \cdot S_1$</td>
<td><strong>75.2</strong></td>
<td><strong>75.3</strong></td>
<td><strong>69.3</strong></td>
<td><strong>88.0</strong></td>
</tr>
<tr>
<td><em>accuracy gain</em></td>
<td>+12.4</td>
<td>+46.0</td>
<td>+38.0</td>
<td>+28.0</td>
</tr>
<tr>
<td>human-generated</td>
<td>73.2</td>
<td>83.3</td>
<td>78.0</td>
<td>66.0</td>
</tr>
</tbody>
</table>

Table 2.6: Gains in how easy the directions are to follow are not always associated with a gain in BLEU. This table shows corpus-level 4-gram BLEU comparing outputs of the speaker systems to human-produced directions on the SAIL dataset and SCONE domains, compared to gains in accuracy when asking humans to carry out a sample of the systems’ directions (see Table 2.5).

<table>
<thead>
<tr>
<th>speaker</th>
<th>SAIL</th>
<th>Alchemy</th>
<th>Scene</th>
<th>Tangrams</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBW</td>
<td>11.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$S_0$</td>
<td>12.04</td>
<td>19.34</td>
<td>18.09</td>
<td>21.75</td>
</tr>
<tr>
<td>$S_0 \cdot S_1$</td>
<td>10.78</td>
<td>18.70</td>
<td>27.15</td>
<td>23.03</td>
</tr>
<tr>
<td><em>BLEU gain</em></td>
<td>-1.26</td>
<td>-0.64</td>
<td>+9.06</td>
<td>+1.28</td>
</tr>
<tr>
<td><em>accuracy gain</em></td>
<td>+12.4</td>
<td>+46.0</td>
<td>+38.0</td>
<td>+28.0</td>
</tr>
</tbody>
</table>

include the directions produced by the system of [Daniele et al. (2017)](##) (DBW), and find that the rational speaker’s directions are followable to comparable accuracy.

In [Table 2.6](##), we also compare the directions produced by the systems to the reference instructions given by humans in the dataset, using 4-gram BLEU (Papineni et al. (2002)). Consistent with past work (Krahmer and Theune (2010)), we find that BLEU score is a poor indicator of whether the directions can be correctly followed.

---

7To compute BLEU in the SAIL experiments, as the speaker models may choose produce a different number of sentences for each route than in the true description, we obtain a single sequence of words from a multi-sentence description produced for a route by concatenating the sentences, separated by end-of-sentence tokens. We then calculate corpus-level 4-gram BLEU between all these sequences in the test set and the true multi-sentence descriptions (concatenated in the same way).
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Figure 2.4: Descriptions produced for a partial action sequence in the Tangrams domain. Neither the human nor base speaker $S_0$ correctly specifies where to add the shape in the second step, while the rational speaker $S_0 \cdot S_1$ does.

Qualitatively, the rational inference procedure is most successful in fixing ambiguities in the base speaker model’s descriptions. Figure 2.4 gives a typical example of this for the last few timesteps from a Tangrams instance. The base speaker correctly describes that the shape should be added back, but does not specify where to add it, which could lead a listener to add it in the same position it was deleted. The human speaker also makes this mistake in their description. This speaks to the difficulty of describing complex actions pragmatically even for humans in the Tangrams domain. The ability of the pragmatic speaker to produce directions that are easier to follow than humans’ in this domain (Table 2.5) shows that the pragmatic model can generate something different (and in some cases better) than the training data.

Pragmatics as Model Combination

Finally, our rational models can be viewed as pragmatically-motivated model combinations, producing candidates using base listener or speaker models and reranking using a combination of scores from both. We want to verify that a rational listener using $n$ ensembled base listeners and $n$ base speakers outperforms a simple ensemble of $2n$ base listeners (and similarly for the rational speaker).

Fixing the total number of models to 20 in each listener experiment, we find that the
rational listener (using an ensemble of 10 base listener models and 10 base speaker models) still substantially outperforms the ensembled base listener (using 20 base listener models): accuracy gains are $68.5 \rightarrow 71.6\%$, $70.1 \rightarrow 72.0\%$, $71.9 \rightarrow 72.7\%$, and $69.1 \rightarrow 69.6\%$ for SAIL single-sentence Rel, Alchemy, Scene, and Tangrams, respectively.

For the speaker experiments, fixing the total number of models to 10 (since inference in the speaker models is more expensive than in the follower models), we find similar gains as well: the rational speaker improves human accuracy at following the generated instructions from $61.9 \rightarrow 73.4\%$, $30.7 \rightarrow 74.7\%$, $32.0 \rightarrow 66.0\%$, $58.7 \rightarrow 92.7\%$, for SAIL, Alchemy, Scene, and Tangrams, respectively.

2.6 Discussion

We have demonstrated that a simple procedure for pragmatic inference, with a unified treatment for speakers and listeners, obtains improvements for instruction following as well as instruction generation in multiple settings. The inference procedure is capable of reasoning about sequential, interdependent actions in non-trivial world contexts. We find that pragmatics improves upon the performance of the base models for both tasks, in most cases substantially. While this is perhaps unsurprising for the generation task, which has been discussed from a pragmatic perspective in a variety of recent work in NLP, it is encouraging that pragmatic reasoning can also improve performance for a grounded listening task with sequential, structured output spaces.

\footnote{The accuracies for the base speakers are slightly different than in Table 2.5 despite being produced by the same systems, since we reran experiments to control as much as possible for time variation in the pool of Mechanical Turk workers.}
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Vision-and-Language Navigation

In the vision-and-language navigation task (Anderson et al., 2018), an agent is placed in a realistic environment and provided a natural language instruction such as “Go down the stairs, go slight left at the bottom and go through door, take an immediate left and enter the bathroom, stop just inside in front of the sink”. The agent must follow this instruction to navigate from its starting location to a goal location, as shown in Figure 3.1 (left). To accomplish this task the agent must learn to relate the language instructions to the visual environment. Moreover, it should be able to carry out new instructions in unseen environments.

Even simple navigation tasks require nontrivial reasoning: the agent must resolve ambiguous references to landmarks, perform a counterfactual evaluation of alternative routes, and identify incompletely specified destinations. While a number of approaches (Mei et al., 2016; Misra et al., 2017; Wang et al., 2018) have been proposed for the various navigation benchmarks, they generally employ a single model that learns to map directly from instructions to actions from a limited corpus of annotated trajectories.

In this chapter we treat the vision-and-language navigation task as a trajectory search problem, where the agent needs to find (based on the instruction) the best trajectory in the environment to navigate from the start location to the goal location. Our model involves an instruction interpretation (follower) module, mapping instructions to action sequences; and an instruction generation (speaker) module, mapping action sequences to instructions (Figure 3.1), both implemented with standard sequence-to-sequence architectures. The speaker learns to give textual instructions for visual routes, while the follower learns to follow routes (predict navigation actions) for provided textual instructions. Though explicit probabilistic reasoning combining speaker and follower agents is a staple of the literature on computational pragmatics (Frank and Goodman, 2012), application of these models has largely been limited to extremely simple decision-making tasks like single forced choices.

We incorporate the speaker both at training time and at test time, where it works together with the learned instruction follower model to solve the navigation task (see Figure 3.2 for an
Figure 3.1: The task of vision-and-language navigation is to perform a sequence of actions (navigate through the environment) according to human natural language instructions. Our approach consists of an instruction follower model (left) and a speaker model (right).

overview of our approach). At training time, we perform speaker-driven data augmentation where the speaker helps the follower by synthesizing additional route-instruction pairs to expand the limited training data. At test time, the follower improves its chances of success by looking ahead at possible future routes and pragmatically choosing the best route by scoring them according to the probability that the speaker would generate the correct instruction for each route. This procedure, using the external speaker model, improves upon planning using only the follower model. We construct both the speaker and the follower on top of a panoramic action space that efficiently encodes high-level behavior, moving directly between adjacent locations rather than making low-level visuomotor decisions like the number of degrees to rotate (see Figure 3.3).

To summarize our contributions: We propose a novel approach to vision-and-language navigation incorporating a visually grounded speaker–follower model, and introduce a panoramic representation to efficiently represent high-level actions. We evaluate this speaker–follower model on the Room-to-Room (R2R) dataset (Anderson et al., 2018), and show that each component in our model improves performance at the instruction following task. Our model obtains a final success rate of 53.5% on the unseen test environment, an absolute improvement of 30% over existing approaches.

3.1 Related Work

Natural Language Instruction Following. Systems that learn to carry out natural language instructions in an interactive environment include approaches based on intermediate structured and executable representations of language (Tellex et al., 2011; Chen, 2012; Artzi and Zettlemoyer, 2013; Long et al., 2016; Guu et al., 2017) and approaches that map directly from language and world state observations to actions (Branavan et al., 2009; Andreas and Klein, 2015; Mei et al., 2016; Misra et al., 2017). The embodied vision-and-language navigation task studied in this chapter (Anderson et al., 2018) differs from past situated instruction following tasks by introducing rich visual contexts. Past work (Wang et al., 2018) has applied
techniques from model-based and model-free reinforcement learning (Weber et al., 2017) to the vision-and-language navigation problem. Specifically, an environment model is used to predict a representation of the state resulting from an action, and planning is performed with respect to this environment model. Our work differs from this prior work by reasoning not just about state transitions, but also about the relationship between states and the language that describes them—specifically, using an external speaker model to predict how well a given sequence of states explains an instruction.

**Pragmatic Language Understanding.** A long line of work in linguistics, natural language processing, and cognitive science has studied *pragmatics*; how linguistic meaning is affected by context and communicative goals (Grice, 1975). Our work here makes use of the Rational Speech Acts framework (Frank and Goodman, 2012; Goodman and Stuhlmüller, 2013), which models the interaction between speakers and listeners as a process where each agent reasons probabilistically about the other to maximize the chances of successful communicative outcomes. This framework has been applied to model human use of language (Frank et al., 2009), and to improve the performance of systems that generate (Andreas and Klein, 2016; Mao et al., 2016; Vedantam et al., 2017; Cohn-Gordon et al., 2018) and interpret (Yu et al., 2017b; Luo and Shakhnarovich, 2017; Vasudevan et al., 2018) referential language. In the previous chapter, we applied similar modeling tools to generation and interpretation of language about sequential decision-making. The present work makes use of a pragmatic instruction follower in the same spirit. Here, however, we integrate this with a more complex visual pipeline and use it not only at inference time but also at training time to improve the quality of a base listener model.

**Semi- and Self-Supervision.** The semi-supervised approach we use is related to model bootstrapping techniques such as self-training (Scudder, 1965; McClosky et al., 2006) and co-training (Blum and Mitchell, 1998) at a high-level. Past work has used monolingual corpora to improve the performance of neural machine translation models structurally similar to the sequence-to-sequence models we use (Gulcehre et al., 2015; He et al., 2016; Sennrich et al., 2016). In a grounded navigation context, Hermann et al. (2017) use a word-prediction task as training time supervision for a reinforcement learning agent. The approach most relevant to our work is the SEQ4 model (Kočiský et al., 2016), which applies semi-supervision to a navigation task by sampling new environments and maps (in synthetic domains without vision), and training an autoencoder to reconstruct routes, using language as a latent variable. The approach used here is much simpler, as it does not require constructing a differentiable surrogate to the decoding objective.

Semi-supervised data augmentation has also been widely used in computer vision tasks. In Data Distillation (Radosavovic et al., 2017), additional annotation for object and key-point detection is obtained by ensembling and refining a pretrained model’s prediction on unannotated images. Self-play in adversarial groups of agents is common in multi-agent reinforcement learning (Silver et al., 2017; Sukhbaatar et al., 2017). In actor-critic approaches
(Sutton and Barto, 1998; Sutton et al., 2000) in reinforcement learning, a critic learns the value of a state and is used to provide supervision to the actor’s policy during training. In this work, we use a speaker to synthesize additional navigation instructions on unlabeled new routes, and use this synthetic data from the speaker to train the follower.

Grounding Language in Vision. Existing work in visual grounding (Plummer et al., 2015; Mao et al., 2016; Hu et al., 2016b; Rohrbach et al., 2016; Nagaraja et al., 2016) has addressed the problem of passively perceiving a static image and mapping a referential expression to a bounding box (Plummer et al., 2015; Mao et al., 2016; Hu et al., 2016b) or a segmentation mask (Hu et al., 2016a; Liu et al., 2017; Yu et al., 2018), exploring various techniques including proposal generation (Chen et al., 2017) and relationship handling (Wang et al., 2016a; Nagaraja et al., 2016; Hu et al., 2017; Cirik et al., 2018). In our work, the vision-and-language navigation task requires the agent to actively interact with the environment to find a path to the goal following the natural language instruction. This can be seen as a grounding problem in linguistics where the language instruction is grounded into a trajectory in the environment but requires more reasoning and planning skills than referential expression grounding.

3.2 Instruction Following with Speaker-Follower Models

To address the task of following natural language instructions, we rely on two models: an instruction-follower model of the kind considered in previous work, and a speaker model—a learned instruction generator that models how humans describe routes in navigation tasks.

Specifically, we base our follower model on the sequence-to-sequence model (Anderson et al., 2018), computing a distribution $P_f(r \mid d)$ over routes $r$ (state and action sequences) given route descriptions $d$. The follower encodes the sequence of words in the route description with an LSTM (Hochreiter and Schmidhuber, 1997), and outputs route actions sequentially, using an attention mechanism (Bahdanau et al., 2015) over the description. Our speaker model is symmetric, producing a distribution $P_s(d \mid r)$ by encoding the sequence of visual observations and actions in the route using an LSTM, and then outputting an instruction word-by-word with an LSTM decoder using attention over the encoded input route (Figure 3.1).

We combine these two base models into a speaker-follower system, where the speaker supports the follower both at training time and at test time. An overview of our approach is presented in Figure 3.2. First, we train a speaker model on the available ground-truth navigation routes and instructions, shown in Figure 3.2a. Before training the follower, the speaker produces synthetic navigation instructions for novel sampled routes in the training environments, which are then used as additional supervision for the follower, as described in Section 3.2 and shown in Figure 3.2b. At follower test time, the follower generates pos-
Figure 3.2: Our approach combines an instruction follower model and a speaker model. (a) The speaker model is trained on the ground-truth routes with human-generated descriptions; (b) it provides the follower with additional synthetic instruction data to bootstrap training; (c) it also helps the follower interpret ambiguous instructions and choose the best route during inference. See Section 3.2 for details.

Speaker-Driven Data Augmentation

The training data only covers a limited number of navigation instruction and route pairs, \( \mathcal{D} = (d_1, r_1) \ldots (d_N, r_N) \). To allow the agent to generalize better to new routes, we use the speaker to generate synthetic instructions on sampled new routes in the training environments. To create a synthetic training set, we sample a collection of \( M \) routes \( \hat{r}_1, \ldots, \hat{r}_M \) through the training environments, using the same shortest-path approach used to generate the routes in the original training set [Anderson et al., 2018]. We then generate a human-like textual instruction \( \hat{d}_k \) for each instruction \( \hat{r}_k \) by performing greedy prediction in the speaker model to approximate \( \hat{d}_k = \arg\max_d P_S(d \mid \hat{r}_k) \).

These \( M \) synthetic navigation routes and instructions \( \mathcal{S} = (\hat{d}_1, \hat{r}_1), \ldots, (\hat{d}_M, \hat{r}_M) \) are combined with the original training data \( \mathcal{D} \) into an augmented training set \( \mathcal{S} \cup \mathcal{D} \) (Figure 3.2 (b)). During training, the follower is first trained on this augmented training set, and then further fine-tuned on the original training set \( \mathcal{D} \). This speaker-driven data augmentation aims to overcome data scarcity issue, allowing the follower to learn how to navigate on new routes following the synthetic instructions.

Speaker-Driven Route Selection

We use the base speaker \( P_S \) and follower \( P_F \) models described above to define a pragmatic follower model. Drawing on the Rational Speech Acts framework [Frank and Goodman]...
2012; Goodman and Stuhlmüller 2013), a pragmatic follower model should choose a route \( r \) through the environment that has high probability of having caused the speaker model to produce the given description \( d \): 

\[
\arg \max_r P_S(d \mid r) \quad (\text{corresponding to a rational Bayesian follower with a uniform prior over routes}).
\]

Such a follower chooses a route that provides a good explanation of the observed description, allowing counterfactual reasoning about instructions, or using global context to correct errors in the follower’s path, which we call **pragmatic inference**.

Given the sequence-to-sequence models that we use, exactly solving the maximization problem above is infeasible; and may not even be desirable, as these models are trained discriminatively and may be poorly calibrated for inputs dissimilar to those seen during training. Following previous work on pragmatic language generation and interpretation (Smith et al. 2013; Andreas and Klein 2016; Monroe et al. 2017; Fried et al. 2018a), we use a rescoring procedure: produce candidate route interpretations for a given instruction using the base follower model, and then re-score these routes using the base speaker model (Figure 3.2c).

Our pragmatic follower produces a route for a given instruction by obtaining \( K \) candidate paths from the base follower using a search procedure described below, then chooses the highest scoring path under a combination of the follower and speaker model probabilities:

\[
\arg \max_{r \in \mathcal{R}(d)} P_S(d \mid r) \lambda \cdot P_F(r \mid d)^{(1-\lambda)}
\]  

where \( \lambda \) is a hyper-parameter in the range \([0, 1]\) which we tune on validation data to maximize the accuracy of the follower.

**Candidate Route Generation.** To generate candidate routes from the base follower model, we perform a search procedure where candidate routes are produced incrementally, action-by-action, and scored using the probabilities given by \( P_F \). Standard beam search in sequence-to-sequence models (e.g., Sutskever et al. 2014) forces partial routes to compete based on the number of actions taken. We obtain better performance by instead using a *state-factored* search procedure, where partial output sequences compete at the level of states in the environment, where each state consists of the agent’s location and discretized heading, keeping only the highest-scoring path found so far to each state. At a high-level, this search procedure resembles graph search with a closed list, but since action probabilities are non-stationary (potentially depend on the entire sequence of actions taken in the route), it is only approximate, and so we allow re-expanding states if a higher-scoring route to that state is found.

At each point in our state-factored search for searching and generating candidates in the follower model, we store the highest-probability route (as scored by the follower model) found

\footnote{In practice, we found best performance with values of \( \lambda \) close to 1, relying mostly on the score of the speaker to select routes. Using only the speaker score (which corresponds to the standard RSA pragmatic follower) did not substantially reduce performance compared to using a combination with the follower score, and both improved substantially upon using only the follower score (corresponding to the base follower).}
so far to each state. States contain the follower’s discrete location and heading (direction it is facing) in the environment, and whether the route has been completed (had the STOP action predicted). The highest-scoring route, which has not yet been expanded (had successors produced), is selected and expanded using each possible action from the state, producing routes to the neighboring states. For each of these routes $r$ with final state $s$, if $s$ has not yet been reached by the search, or if $r$ is higher-scoring under the model than the current best path to $s$, $r$ is stored as the best route to $s$. We continue the search procedure until $K$ routes ending in distinct states have predicted the STOP action, or there are no remaining unexpanded routes. See Algorithm 1 for pseudocode.

Algorithm 1: State-factored search

```python
class State:
    location # the agent’s physical position in the environment
    completed # whether the route has been completed (the STOP action has been taken)

class Route:
    states # list of States in the route
    score # route probability under the follower model, $P_F$
    expanded # whether this route has been expanded in search

function StateFactoredSearch(start_state : State, K : int):
    partial = {} # a mapping from States to the best Route ending in that state found so far
        (whether expanded or unexpanded)
    completed = {} # a similar mapping, but containing routes that have been completed
    start_route = Route([start_state], 1.0, False)
    partial[start_state] = start_route
    candidates = [start_route]
    while |completed| < K and |candidates| > 0 :
        # choose the highest-scoring unexpanded route to expand (route may be complete)
        route = argmax$r \in$ candidates$r$.score
        route.expanded = True
        # Successors generates Routes by taking all possible actions, each of which extends this
        # route by one state, with the resulting total model score, and expanded set to False
        for route' in Successors(route) :
            state' = route'.states.last
            cache = completed if route'.completed else partial
            if state' not in cache.keys or cache[state'].score < route'.score :
                cache[state'] = route'
            candidates = [route in partial.values if not route.expanded]
        return completed
```

Since route scores are products of conditional probabilities, route scores are non-increasing, and so this search procedure generates routes that do not pass through the same state twice—which we found to improve accuracy both for the base follower model and the pragmatic rescoring procedure, since instructions typically describe acyclic routes.

We generate up to $K = 40$ candidate routes for each instruction using this procedure, and rescore using Equation 3.1. In addition to enabling pragmatic inference, this state-factored search procedure improves the performance of the follower model on its own (taking the
Figure 3.3: Compared with low-level visuomotor space, our panoramic action space (Sec. 3.2) allows the agents to have a complete perception of the scene, and to directly perform high-level actions.

candidate route with highest score under the follower model), when compared to standard greedy search (see Section 3.5 and Figure 3.5 for details).

Panoramic Action Space

The sequence-to-sequence agent in Anderson et al. (2018) uses low-level visuomotor control (such as turning left or right by 30 degrees), and only perceives frontal visual sensory input. Such fine-grained visuomotor control and restricted visual signal introduce challenges for instruction following. For example in Figure 3.3 to “turn left and go towards the sofa”, the agent needs to perform a series of turning actions until it sees a sofa in the center of its view, and then perform a “go forward” action. This requires strong skills of planning and memorization of visual inputs. While a possible way to address this challenge is to learn a hierarchical policy such as in Das et al. (2018), in our work we directly allow the agent to reason about high-level actions, using a panoramic action space with panoramic representation, converted with built-in mapping from low-level visuomotor control.

As shown in Figure 3.3 in our panoramic representation, the agent first “looks around” and perceives a 360-degree panoramic view of its surrounding scene from its current location, which is discretized into 36 view angles (12 headings × 3 elevations with 30 degree intervals – in our implementation). Each view angle $i$ is represented by an encoding vector $v_i$. At each location, the agent can only move towards a few navigable directions (provided by the navigation environment) as other directions can be physically obstructed (e.g. blocked by a table). Here, in our action space the agent only needs to make high-level decisions as to which navigable direction to go to next, with each navigable direction $j$ represented by an encoding
vector $u_j$. The encoding vectors $v_i$ and $u_j$ of each view angle and navigable direction are obtained by concatenating an appearance feature (ConvNet feature extracted from the local image patch around that view angle or direction) and a 4-dimensional orientation feature $[\sin \psi; \cos \psi; \sin \theta; \cos \theta]$, where $\psi$ and $\theta$ are the heading and elevation angles respectively. Also, we introduce a STOP action encoded by $u_0 = \overrightarrow{0}$. The agent can take this STOP action when it decides it has reached the goal location (to end the episode).

To make a decision on which direction to go, the agent first performs one-hop visual attention to look at all of the surrounding view angles, based on its memory vector $h_{t-1}$. The attention weight $\alpha_{t,i}$ of each view angle $i$ is computed as $a_{t,i} = (W_1 h_{t-1})^T W_2 v_{t,i}$ and $\alpha_{t,i} = \exp(a_{t,i}) / \sum_i \exp(a_{t,i})$.

The attended feature representation $v_{t,att} = \sum_i \alpha_{t,i} v_{t,i}$ from the panoramic scene is then used as visual-sensory input to the sequence-to-sequence model (replacing the 60-degree frontal appearance vector in Anderson et al. (2018)) to update the agent’s memory. Then, a bilinear dot product is used to obtain the probability $p_j$ of each navigable direction $j$: $y_j = (W_3 h_t)^T W_4 u_j$ and $p_j = \exp(y_j) / \sum_j \exp(y_j)$.

The agent then chooses a navigable direction $u_j$ (with probability $p_j$) to go to the adjacent location along that direction (or $u_0$ to stop and end the episode). We use a built-in mapping that seamlessly translates our panoramic perception and action into visuomotor control such as turning and moving.

### 3.3 Experiments

#### Experimental Setup

**Dataset.** We use the Room-to-Room (R2R) vision-and-language navigation dataset [Anderson et al. 2018] for our experimental evaluation. In this task, the agent starts at a certain location in an environment and is provided with a human-generated navigation instruction, that describes a path to a goal location. The agent needs to follow the instruction by taking multiple discrete actions (e.g. turning, moving) to navigate to the goal location, and executing a “stop” action to end the episode. Note that differently from some robotic navigation settings (Pathak et al. 2018), here the agent is not provided with a goal image, but must identify from the textual description and environment whether it has reached the goal.

The dataset consists of 7,189 paths sampled from the Matterport3D (Chang et al. 2017) navigation graphs, where each path consists of 5 to 7 discrete viewpoints and the average physical path length is 10m. Each path has three instructions written by humans, giving 21.5k instructions in total, with an average of 29 words per instruction. The dataset is split into training, validation, and test sets. The validation set is split into two parts: seen, where routes are sampled from environments seen during training, and unseen with environments that are not seen during training. All the test set routes belong to new environments unseen in the training and validation sets.
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Evaluation Metrics. Following previous work on the R2R task, our primary evaluation metrics are navigation error (NE), measuring the average distance between the end-location predicted by the follower agent and the true route’s end-location, and success rate (SR), the percentage of predicted end-locations within 3m of the true location. As in previous work, we also report the oracle success rate (OSR), measuring success rate at the closest point to the goal that the follower has visited along the route, allowing the agent to overshoot the goal without being penalized.

Implementation Details. Following Anderson et al. (2018) and Wang et al. (2018), we produce visual feature vectors \( v \) using the output from the final convolutional layer of a ResNet \( (\text{He et al., } 2016) \) trained on the ImageNet \( (\text{Russakovsky et al., } 2015) \) classification dataset. These visual features are fixed, and the ResNet is not updated during training. To better generalize to novel words in the vocabulary, we also experiment with using GloVe embeddings \( (\text{Pennington et al., } 2014) \), to initialize the word-embedding vectors in the speaker and follower.

In the baseline without using synthetic instructions, we train follower and speaker models using the human-generated instructions for routes present in the training set. The training procedure for the follower model follows Anderson et al. (2018) by training with student-forcing (sampling actions from the model during training, and supervising using a shortest-path action to reach the goal state). We use the training split in the R2R dataset to train our speaker model, using standard maximum likelihood training with a cross-entropy loss.

In speaker-driven data augmentation (Section 3.2), we augment the data used to train the follower model by sampling 178,000 routes from the training environments. Instructions for these routes are generated using greedy inference in the speaker model (which is trained only on human-produced instructions). The follower model is trained using student-forcing on this augmented data for 50,000 iterations, and then fine-tuned on the the original human-produced data for 20,000 iterations. For all experiments using pragmatic inference, we use a speaker weight of \( \lambda = 0.95 \), which we found to produce the best results on both the seen and unseen validation environments.

3.4 Results and Analysis

We first examine the contribution from each of our model’s components on the validation splits. Then, we compare the performance of our model with previous work on the unseen test split.

Component Contributions

We begin with a baseline (Row 1 of Table 3.1), which uses only a follower model with a non-panoramic action space at both training and test time, which is equivalent to the student-forcing model in Anderson et al. (2018).\(^3\)

\(^3\)Note that our results for this baseline are slightly higher on val-seen and slightly lower on val-unseen than those reported by Anderson et al. (2018), due to differences in implementation details and hyper-parameter
Table 3.1: Ablations showing the effect of each component in our model. Rows 2-4 show the effects of adding a single component to the baseline system (Row 1); Rows 5-7 show the effects of removing a single component from the full system (Row 8). NE is navigation error (in meters); lower is better. SR and OSR are success rate and oracle success rate (%); higher is better. See Section 3.4 for details.

<table>
<thead>
<tr>
<th>#</th>
<th>Data Augmentation</th>
<th>Pragmatic Inference</th>
<th>Panoramic Space</th>
<th>Validation-Seen</th>
<th>Validation-Unseen</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NE ↓</td>
<td>SR ↑</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>6.08</td>
<td>40.3</td>
</tr>
<tr>
<td>2</td>
<td>✔</td>
<td></td>
<td></td>
<td>5.05</td>
<td>46.8</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>✔</td>
<td></td>
<td>5.23</td>
<td>51.5</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>✔</td>
<td>4.86</td>
<td>52.1</td>
</tr>
<tr>
<td>5</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>4.28</td>
<td>57.2</td>
</tr>
<tr>
<td>6</td>
<td>✔</td>
<td></td>
<td></td>
<td>3.36</td>
<td>66.4</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>✔</td>
<td></td>
<td>3.88</td>
<td>63.3</td>
</tr>
<tr>
<td>8</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td><strong>3.08</strong></td>
<td><strong>70.1</strong></td>
</tr>
</tbody>
</table>

Speaker-Driven Data Augmentation. We first introduce the speaker at training time for data augmentation (Section 3.2). Comparing Row 1 (the baseline follower model trained only with the original training data) against Row 2 (training this model on augmented data) in Table 3.1 we see that adding the augmented data improves success rate (SR) from 40.3% to 46.8% on validation seen and from 19.9% to 24.6% on validation unseen, respectively. This higher relative gain on unseen environments shows that the follower can learn from the speaker-annotated routes to better generalize to new scenes.

Note that given the noise in our augmented data, we fine-tune our model on the original training data at the end of training as mentioned in Section 3.2. We find that increasing the amount of augmented data is helpful in general. For example, when using 25% of the augmented data, the success rate improves to 22.8% on validation unseen, while with all the augmented data the success rate reaches 24.6% on validation unseen, which is a good balance between performance and computation overhead.

Pragmatic Inference. We then incorporate the speaker at test time for pragmatic inference (Section 3.2), using the speaker to rescore the route candidates produced by the follower. Adding this technique brings a further improvement in success rate on both environments (compare Row 2, the data-augmented follower without pragmatic inference, to Row 5, adding pragmatic inference). This shows that when reasoning about navigational choices.
directions, large improvements in accuracy can be obtained by scoring how well the route explains the direction using a speaker model. Importantly, when using only the follower model to score candidates produced in search, the success rate is 49.0% on val-seen and 30.5% on val-unseen, showing the importance of using the speaker model to choose among candidates (which increases success rates to 57.2% and 39.3%, respectively).

Panoramic Action Space. Finally, we replace the visuomotor control space with the panoramic representation (Section 3.2). Adding this to the previous system (compare Row 5 and Row 8) shows that the new representation leads to a substantially higher success rate, achieving 70.1% and 54.6% success rate on validation seen and validation unseen, respectively. This suggests that directly acting in a higher-level representation space makes it easier to accurately carry out instructions. Our final model (Row 8) has over twice the success rate of the baseline follower in the unseen environments.

Importance of All Components. Above we have shown the gain from each component, after being added incrementally. Moreover, comparing Rows 2-4 (adding each component independently to the base model) to the baseline (Row 1) shows that each component in isolation provides large improvements in success rates, and decreases the navigation error. Ablating each component (Rows 5-7) from the full model (Row 8) shows that each of them is important for the final performance.

Qualitative Results. The intuition behind the speaker model is that it should help the agent more accurately interpret instructions specifically in ambiguous situations. Figure 3.6 (at the end of this chapter) shows how the introduction of a speaker model helps the follower in pragmatic inference.

Comparison to Prior Work

We compare the performance of our final model to previous approaches on the R2R held-out splits, including the test split which contains 18 new environments that do not overlap with any training or validation splits, and are only seen once at test time.

The results are shown in Table 3.2. In the table, “Random” is randomly picking a direction and going towards that direction for 5 steps. “Student-forcing” is the best performing method in Anderson et al. (2018), using exploration during training of the sequence-to-sequence follower model. “RPA” (Wang et al., 2018) is a combination of model-based and model-free reinforcement learning (see also Section 3.1 for details). “ours” shows our performance using the route selected by our pragmatic inference procedure, while “ours (VLNC)” uses a modified inference procedure for submission to the Vision-and-Language Navigation Challenge (see Appendix A). Prior work has reported higher performance on the seen rather than unseen environments (Anderson et al., 2018; Wang et al., 2018), illustrating the issue of generalizing to new environments. Our method more than doubles the success rate of the


Table 3.2: Performance comparison of our method to previous work: the Student-forcing method of Anderson et al. (2018) and the RPA system of Wang et al. (2018). NE is navigation error (in meters); lower is better. SR and OSR are success rate and oracle success rate (%) respectively (higher is better). Trajectory length (TL) on the test set is reported for completeness. *: When submitting to the Vision-and-Language Navigation Challenge, we modified our search procedure to maintain physical plausibility and to comply with the challenge guidelines. The resulting trajectory has higher oracle success rate while being very long. See Appendix A for details.

state-of-the-art RPA approach, and on the test set achieves a final success rate of 53.5%. This represents a large reduction in the gap between machine and human performance on this task.

3.5 Analysis of Inference Parameters and Implementation Details

We further study how varying the speaker weight $\lambda$ in pragmatic inference (Section 3.2) influences the final navigation performance. In Table 3.3, we compare our full model (with speaker weight $\lambda = 0.95$) in Row 1 against using only the follower model to score routes ($\lambda = 0$) in Row 2, a baseline that still includes search but does not include speaker scores. The large gap in success rate between $\lambda = 0.95$ and $\lambda = 0$ shows that including speaker scores is crucial to the performance, confirming the importance of pragmatic inference. Figure 3.4 shows the average number of actions and the navigation error on val unseen with different speaker weights $\lambda$, where $\lambda = 0.95$ gives the lowest navigation error.

We also analyze some implementation details in our model. Comparing row 1 versus row 3 in Table 3.3 shows that using state-factored search to produce candidates for pragmatic inference produces better results on val unseen than using (standard) beam search. Comparing row 1 versus row 4 in Table 3.3 indicates that using GloVe (Pennington et al., 2014) to initialize word embedding slightly improves success rate.
Table 3.3: Effects of speaker scoring and implementation details in our model. NE is navigation error (in meters); lower is better. SR and OSR are success rate and oracle success rate (%); higher is better. Comparison between the 1st and the 2nd row shows that incorporating speaker scoring is crucial to performance, showing the importance of pragmatic inference. Comparison between the 1st and the 3rd row indicates that state-factored search (Section 3.2) produces better results than standard beam search on val-unseen. The difference between the 1st and the 4th row shows that using GloVe embeddings (Pennington et al., 2014) gives slightly higher success rate.

Figure 3.4: The average number of actions and navigation error with different speaker weights $\lambda$ in pragmatic inference, evaluated on the val unseen split. Larger $\lambda$ results in more number of actions on average, while $\lambda = 0.95$ gives the lowest navigation error.

In addition, we study how the number of candidate routes, $K$, used in pragmatic inference impacts the final navigation success rate. Figure 3.5 shows the success rate of our model on R2R val seen and val unseen splits using different numbers of candidate routes $K$ for state-factored search. The results show that having more routes to choose between leads to better generalization to the unseen new environments (val unseen), but the gain from increasing the number of candidates tends to saturate quickly. In our final model in Table 3.2 and Table 3.3, we use $K = 40$. However, we emphasize that even with only five route candidates,
Figure 3.5: The success rate of our model on the val seen and val unseen splits, using different numbers $K$ of route candidates (generated by state-factored search) for pragmatic inference. Stars show the performance of greedy inference (without search, and hence without pragmatics). While performance increases with number of candidates up through 40 on val unseen, the success rate tends to saturate. We note improvements both from the state-factored search procedure (comparing the stars to the circle and triangle points at $K = 1$) as well as from having more candidates to choose from in pragmatic inference (comparing larger values of $K$ to smaller).

Our model still achieves 50.3% success rate on val unseen, which improves substantially on both the 35.5% success rate from greedy decoding (i.e. the gold star at $K = 1$ in Figure 3.5), as well as the 43.5% success rate given by state-factored search with no pragmatic inference (i.e. the gold triangle at $K = 1$ in Figure 3.5).

### 3.6 Discussion

The language-and-vision navigation task presents a pair of challenging reasoning problems: in language, because agents must interpret instructions in a changing environmental context; and in vision, because of the tight coupling between local perception and long-term decision-making. The comparatively poor performance of the baseline sequence-to-sequence model for instruction following suggests that more powerful modeling tools are needed to meet these challenges. In this work, we have introduced such a tool, showing that a follower model for vision-and-language navigation is substantially improved by carefully structuring the action space and integrating an explicit model of a speaker that predicts how navigation routes are described. We believe that these results point toward further opportunities for improvements in instruction following by modeling the global structure of navigation behaviors and the pragmatic contexts in which they occur.
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**instruction:**
Go through the door on the right and continue straight. Stop in the next room in front of the bed.

(a) **orange**: trajectory without pragmatic inference
(b) **green**: trajectory with pragmatic inference

top-down overview of trajectories

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.jpg" alt="Step 1" /></td>
<td><img src="image2.jpg" alt="Step 2" /></td>
<td><img src="image3.jpg" alt="Step 3" /></td>
<td><img src="image4.jpg" alt="Step 4" /></td>
</tr>
</tbody>
</table>

(a) navigation steps **without pragmatic inference**; red arrow: direction to go next

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.jpg" alt="Step 1" /></td>
<td><img src="image2.jpg" alt="Step 2" /></td>
<td><img src="image3.jpg" alt="Step 3" /></td>
<td><img src="image4.jpg" alt="Step 4" /></td>
</tr>
</tbody>
</table>

(b) navigation steps **with pragmatic inference**; red arrow: direction to go next

Figure 3.6: Navigation examples on unseen environments with and without pragmatic inference from the speaker model (*best visualized in color*). (a) The follower without pragmatic inference misinterpreted the instruction and went through a wrong door into a room with no bed. It then stopped at a table (which resembles a bed). (b) With the help of a speaker for pragmatic inference, the follower selected the correct route that enters the right door and stopped at the bed.
Chapter 4

Grounded Collaborative Dialogue

In grounded dialogue settings involving high degrees of ambiguity, correctly interpreting and informatively generating language can prove challenging. Consider the collaborative dialogue game shown in Figure 4.1. Each player has a separate, but overlapping, view on an underlying context. They need to communicate to determine and agree on one dot that they share, and both players win if they choose the same dot. To succeed, each participant must—implicitly or explicitly—ground their partner’s descriptions to their own context, maintain a history of what’s been described and what their partner is likely to have, and informatively convey parts of their own context.

In this chapter, we present a grounded pragmatic dialogue system which collaborates successfully with people on the task above. Figure 4.1 shows a real example game between our system and a human partner. Our approach is centered around a structured module for perceptually-grounded reference resolution. This reference resolution module plays two roles. First, the module is used to interpret the partner’s utterances: explicitly predicting which referents (if any) in the agent’s context the partner is referring to, for example a smaller darker grey dot and the highest grey and larger dot. Second, the reference module is used for pragmatic generation: choosing utterances by reasoning about how the partner might interpret them in context. Our pragmatic generation procedure selects referents to describe as well as choosing how to describe them, for example focusing on the light one (Figure 4.1).

Most past work that has constructed systems for grounded collaborative dialogue has focused on settings that have asymmetric player roles (Kim et al., 2019; de Vries et al., 2018; Das et al., 2018, 2017), are fully-observable, or are grounded in symbolic attributes (He et al., 2017). In contrast, we focus on the ONECOMMON corpus and task (Udagawa and Aizawa, 2019), which is symmetric, partially-observable, and has relatively complex spatial and perceptual grounding. These traits necessitate complex dialogue strategies such as common grounding, coordination, clarification questions, and nuanced acknowledgment (Udagawa and Aizawa, 2019), leading to the task being challenging even for pairs of human partners.

Past work on ONECOMMON has focused on the subtask of reference resolution (Udagawa and Aizawa, 2020; Udagawa et al., 2020), and evaluated dialog systems only in automatic
Figure 4.1: An example dialogue produced by our system (A) with a human partner (P). The participants have different but overlapping views of a shared board, which contains dots of different shapes and sizes. The partners must collaborate through dialogue in order to find and select a dot that is visible to both.

evaluation: using static evaluation on human–human games and self-play evaluations that simulate human partners using another copy of the agent. Our system outperforms this past work on these evaluations. We further confirm these results by performing—for the first time on this task—human evaluations, where we find that our system obtains a 50% relative increase in success rate over a system from past work when paired with human partners.
4.1 Setting

We choose to focus on the ONECOMMON task (Udagawa and Aizawa, 2019) since it is a particularly challenging representative of a class of partially-observable collaborative reference dialog games (e.g., He et al. 2017; Haber et al. 2019). In this task, two players have different but overlapping views of a game board, which consists of dots of various positions, shades of gray and sizes. The players must coordinate to choose a single dot that both players can see, which is challenging because neither knows which dots the other can see.

Each player’s world view, \( w \), consists of a circular view on an underlying board containing randomly scattered dots, with continuously varying positions, shades, and sizes (Figure 4.1). Each player’s view contains 7 dots, and the views of the players overlap so that there are between 4 and 6 dots which are in both players’ views.

We focus on a turn-based version of the dialogue task. In a given turn \( t \), a player may communicate with their partner by either sending an utterance \( u_t \) or selecting a dot \( s \). In the event of selection, the partner is notified but cannot see which dot the player has selected. Once a player has selected a dot, they can no longer send messages. The dialogue ends once both players have selected a dot, and is successful if both selected the same one.

4.2 Model Structure

Our approach is a modular neural dialogue model which factors the agent’s generation process into a series of successive subtasks, all centered on grounding language into referents in the world context. In this section, we describe our model structure, which defines a neural module for each subtask. We then describe our reference-centric pragmatic generation procedure in Section 4.3.

An overview of the relationship between modules in our model is shown in Figure 4.2. Each module can condition on neural encodings of the context (the world and past dialogue), as well as the outputs of other modules. We describe our system at a high-level here, then give task-specific implementation details about each component in Section 4.4.

Context Encodings

Our modules can condition on encodings of (i) the past utterances \( u_{1:t} \) in the dialogue, represented as a memory vector \( H_t \) produced by a word-level recurrent encoder and (ii) the continuous dots in the world context \( w \), produced by the entity encoding network of Udagawa and Aizawa (2020), which produces a vector \( w(d) \) for each dot \( d \) encoding the dot’s continuous attributes as well as its pairwise attribute relationships to all other dots in the context (Santoro et al. 2017). (i) and (ii) both follow Udagawa and Aizawa (2020). To explicitly encourage the model to retain and use information about the history of referents mentioned by both players, which affects the choice of future referents as well as the selection of dot at the end of the game, we also use (iii) a structured recurrent referent memory
Figure 4.2: In a given turn, an agent first identifies referring expressions in their partner’s utterance $u_t$ using the reference detector (1). Each reference is then resolved with the reference resolution module (2), which uses encoded representations $z^{1:K_t}$ of the reference segments and the world context $w$. The referents are then used to update the referent memory $M_t$, and cross-referenced against the agent’s own dots to confirm whether or not the agent can also see them (3). Given the referent memory $M_t$ and confirmation variable $c_{t+1}$, the mention prediction module (4) produces a sequence of dot configurations $z^{1:K_{t+1}}_{t+1}$ to mention. Finally, the utterance generation module (5) uses the dialog history $H_t$, confirmation variable, and attended representations of the selected mentions and world context to generate a response $u_{t+1}$.

grounded in the context. This memory, inspired by [He et al., 2017], has one representation for each dot $d$ in the agent’s view, $M_t(d)$, which is updated based on the referents predicted in turn $t$. See Section 4.4 for details.

**Decomposing Turns into Subtasks**

We assume turn $t+1$ in the dialogue has the following generative process (numbers correspond to Figure 4.2). Steps (1) and (2) identify and resolve referring expressions in the partner’s last utterance $u_t$; steps (3) and (4) produce the agent’s next utterance $u_{t+1}$.

1. First, a sequence of $K_t$ (with $K_t \geq 0$) referring expressions are identified in $u_t$ using the reference detector tagging model of Udagawa and Aizawa (2020) and encodings $z_t = z^{1:K_t}_t$ are obtained for them by pooling features from a recurrent utterance encoder.

2. Then, the referring expressions are grounded. From each referring expression’s features $z^k$, we predict a referent $r^k$, which is the set of zero or more dots in the agent’s own view.

---

1Udagawa and Aizawa refer to this as a markable detector given their work’s focus on referent annotation.
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which are described by the referring expression. For example, the referring expression
three gray dots corresponds to a single referent containing three dots. A reference
resolution module \( P_R(\mathbf{r}_t \mid \mathbf{z}_t, w, M) \), where \( \mathbf{r}_t = r_t^{1:K_t} \), predicts a sequence of referents, one for each referring expression.

3. Given these referents, the agent updates the referent memory \( M_t \) using the predicted
referents and constructs a discrete confirmation variable \( c_{t+1} \), which indicates whether
the agent can confirm in its next utterance that it has all the referents the partner is
describing (e.g., Yes, I see that). \( c_{t+1} \) takes on one of three values: NA if no referring
expressions were in the partner’s utterance, Yes if all of the partner’s referring
expressions have referents that are at least partially visible in the agent’s view, and
No otherwise.

4. The agent chooses a sequence of referents to mention next using a mention prediction
module \( P_M(\mathbf{r}_{t+1} \mid c_{t+1}, M_{t+1}, H_t, w) \).

5. Finally, the next utterance \( u_{t+1} \) is produced using an utterance generation module
\( P_U(u_{t+1} \mid \mathbf{r}_{t+1}, c_{t+1}, H_t, w) \), also updating the word-level recurrent memory \( H_{t+1} \).

At the end of the dialogue (turn \( T \)), the agent selects a dot \( s \) using a choice selection
module \( P_S(s \mid H_T, M_T, w) \) (not shown in Figure 4.2).2

Modules that predict referents (reference resolution, mention selection, and choice selec-
tion) are all implemented using a structured conditional random field (CRF) architecture
(Section 4.4), with independent parameterizations for each module.

Our model bears some similarities to Udagawa and Aizawa (2020)’s neural dialogue model
for this task: both models use a reference resolution module4 and both models attend to
similar encodings of the dots in the agent’s world view \( (w(d)) \) when generating language.
Crucially, however, our decomposition of generation into subtasks results in a factored,
hierarchical generation procedure: our model identifies and then conditions on previously-
mentioned referents from the partner’s utterances4 and maintains a structured referent memory
updated at each utterance, and explicitly predicts which referents to mention in each of the
agent’s own utterances. In Section 4.3 we will see how factoring the generation procedure
in this way allows us to use a pragmatic generation procedure, and in Section 4.5 we find
that each of these components improves performance.

4.3 Pragmatic Generation

The modules as described above can be used to generate the next utterance \( u_{t+1} \) using the
predictions of \( P_M(\mathbf{r}_{t+1}) \) and \( P_U(u_{t+1} | \mathbf{r}_{t+1}) \) (omitting other conditioning variables from the

---

1. The choice selection module is invoked when the utterance generation model predicts a special
   <SELECT> token, following Udagawa and Aizawa (2020).
2. Our model, however, uses a structured CRF while Udagawa and Aizawa’s is unstructured.
3. Udagawa and Aizawa used the reference resolution module only to define an auxiliary loss at training
time.
notation for brevity; see Section 4.2 for the full conditioning contexts). This section describes an improvement, \textit{pragmatic generation}, to this process. Utterances should be appropriate in the dialogue and world context (as modeled by $P_M$ and $P_U$), but they should also be discriminative: allowing the listener to easily understand which referents the speaker is intending to describe. Our pragmatic generation approach, based on the Rational Speech Acts (RSA) framework \cite{Frank:2012}, uses the reference resolution module to predict whether the partner can identify the intended referents, $P_R(r_{t+1}|u_{t+1})$. This encourages selecting referents that are easy for the partner to identify and describing them informatively in context.

We use the following objective over referents $r$ and utterances $u$ for a given turn:

$\arg\max_{r,u} L(r,u)$

$L(r,u) = P_M(r)^{w_M} \cdot P_U(u|r)^{w_S} \cdot P_R(r|u)^{w_L}$

where $w_M$, $w_S$, and $w_L$ are hyperparameters.

This objective generalizes the typical RSA setup (as implemented by the weighted pragmatic inference objective of e.g., \cite{Andreas:2016} and \cite{Monroe:2017}), which chooses \textit{how} to describe a given context (i.e., choosing an utterance $u$), to also choose \textit{what} context to describe (i.e., choosing $r$).

Given the combinatorially-large spaces of possible $r$ and $u$, we rely on an early-stopping approximate search, which to our knowledge is novel for RSA: iterating through the highest probability structured referent sequences $r$ under $P_M$, and for each $r$ sampling $N_u$ utterances $u$. If the maximum of these $(r,u)$ pairs under $L$ is better than a threshold $\tau$, we return the pair. Otherwise, we continue on to the next $r$. If more than $N_r$ referent sequences have been evaluated, we return the best $(r,u)$ pair found so far.

We give pseudocode for the pragmatic generation procedure in Algorithm 2. Figure 4.3 shows an example, showing 2 referents $r$ (inputs to the \texttt{realize} function on the left, and 3 utterances $u$ sampled for each referent on the right. Fewer than $N_r$ referent candidates may be evaluated (as in this case) if one $(r,u)$ pair is found with $L(r,u) \geq \tau$.

### 4.4 Module Implementations

As described so far, our system is applicable to a range of partially-observable grounded collaborative referring expression dialogue tasks (e.g., \cite{He:2017} \cite{Haber:2019}). In this section, we describe implementations of our systems’ modules, some of which are tailored to \texttt{OneCommon}.

\footnote{Note that the reference resolution model, which has access to the agent’s own view and not the partner’s, can only approximate whether the referents are identifiable by the partner; nevertheless we find that it is beneficial for pragmatic generation. Future work might explore also inferring and using the partner’s view.}
Algorithm 2: Our pragmatic generation procedure chooses a sequence of referents \( \mathbf{r} \) to describe, and an utterance \( \mathbf{u} \) to describe them, to optimize the objective \( L(\mathbf{r}, \mathbf{u}) \) (Sec. 4.3) using candidates from the models \( P_M \) and \( P_U \) and an early stopping search with threshold \( \tau \).

hyperparameters: \( N_r, N_u, \tau \)

\[
\text{function } \text{generate}(M, \mathbf{u}_{1:t-1}, c_t, w) : \\
(\hat{\mathbf{r}}, \hat{\mathbf{u}}, \hat{s}) \leftarrow (\text{None}, \text{None}, -\infty) \\
\text{for } \mathbf{r} \in \text{topk}_{N_r} P_M(\mathbf{r}|\mathbf{u}_{1:t-1}, M, c, w) : \\
\quad u, s \leftarrow \text{realize}(\mathbf{r}) \\
\quad \text{if } s > \hat{s} : \\
\qquad (\hat{\mathbf{r}}, \hat{\mathbf{u}}, \hat{s}) \leftarrow (\mathbf{r}, u, s) \\
\text{if } s \geq \tau : \\
\quad \text{break} \\
\text{return } \hat{\mathbf{r}}, \hat{\mathbf{u}}
\]

\[
\text{function } \text{realize}(\mathbf{r}) : \\
\text{for } k \in 1 \ldots N_u : \\
\quad u^{(k)} \sim P_U(\cdot | \mathbf{r}) \\
\quad \hat{u} \leftarrow \text{arg max}_{u^{(k)}} L(\mathbf{r}, u^{(k)}) \\
\quad \hat{s} \leftarrow \text{max}_{u^{(k)}} L(\mathbf{r}, u^{(k)}) \\
\text{return } (\hat{u}, \hat{s})
\]

Reference Detection

We identify a sequence of referring expressions in the utterance using the reference detector of Udagawa and Aizawa (2020), a BiLSTM-CRF tagger (Huang et al., 2015). Then, following Udagawa and Aizawa (2020), we obtain features \( z^k \) for each of the \( K \) referring expressions in the utterance (for use in the reference resolution model) with a bidirectional recurrent encoder, using learned weights to pool the encodings at the referring expression’s boundaries as well as the end of the utterance.

Structured Reference Resolution

We use a structured reference resolution module to ground the referring expressions identified above: identifying dots in the agent’s own view described by each expression. Grounding referents in this domain involves reasoning not only about attributes of individual dots but also spatially and comparatively within a single referring expression (e.g., a line of three dots) or across referring expressions (e.g., a large grey dot left of a smaller dot).

To predict a sequence of referents \( \mathbf{r} = r^{1,K} \) from the \( K \) referring expression representations \( z^{1,K} \) extracted above, we use a linear-chain CRF (Lafferty et al., 2001) with neural potentials to parameterize \( P_R(r^{1,K}|z^{1,K}, w, M) \). This architecture generalizes the reference resolution

\[\text{Reference Detection}\]

\[\text{Structured Reference Resolution}\]

\[\text{Reference Detection}\]

\[\text{Structured Reference Resolution}\]
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Partner: Do you see a large black dot to the left of the three grey dots?

Figure 4.3: Agents optimize for a combination of fluency and informativity during pragmatic utterance generation (Section 4.3 and Algorithm 2). A set of candidate referents and utterance pairs is rescored using $L(r, u)$, a weighted geometric mean of scores from the mention prediction, utterance, and reference resolution modules. The pair maximizing this score is chosen as a response.

and choice selection models of Udagawa and Aizawa (2020) and Udagawa et al. (2020) to model, in the output structure, relationships between dots, both inside and across referring expressions.

There are three different types of potentials, designed to model language-conditioned features of individual dots $d$ in a referent $r$, $\phi$; relationships within a referent, $\psi$, and transitions between successive referents, $\omega$. Given these potentials, the distribution is parameterized as

$$P(r^{1:K}|z^{1:K}) \propto \exp \left( \sum_k f(r^k, z^k) + \psi(r^k, z^k) + \omega(r^{k:k+1}, z^{k:k+1}) \right),$$

where $f(r, z) = \sum_{d \in r} \phi(d, z)$, and we’ve omitted the dependence of all terms on $M$ and $w$ for brevity. We share all module parameters across the two subtasks of resolving referents for the agent and for the partner.\footnote{Parameters are shared for efficiency; sharing had little effect on performance in preliminary experiments.}

**Individual Dots.** Dot potentials $\phi$ model the correspondence between language features $z^k$ and individual dots represented by encodings $w(d)$, as well as discourse salience using the
dot-level memory that tracks when the dot has been mentioned:

\[ \phi(d, z^k) = \text{MLP}_\phi([M(d), z^k, w(d)]) \]

**Dot Configurations.** Configuration potentials \( \psi(r^k, z^k) \) model the correspondence between language features and the set of all active dots in the agent’s view for a referent \( r^k \). These potentials further decompose into (1) pairwise potentials between active dots in the configuration, which relate the language embedding \( z^k \) to attribute differences between dots in the pair (including as relative position, size, and shade) and (2) a potential on the entire configuration, which relates the language embedding to an embedding for the count of active dots in the configuration.

Dot configuration potentials \( \psi(r, z) \) are composed of two terms: \( R(r, z) \) which decomposes into functions of pairwise relationships between the dots (whether active or not) in the context \( w \) and the text features \( z \), and \( A(r, z) \) which is a function of all active dots in the referent.

\[ \psi(r, z) = R(r, z) + A(r, z) \]

The pairwise relationships are

\[ R(r, z) = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \alpha(r, z, i, j) \]

where \( N \) is the number of dots in view (7) and \( \alpha \) is a scalar-valued neural function of the text features and whether the dots indexed by \( i \) and \( j \) are active in the referent \( r \):

\[ \alpha(r, z, i, j) = \begin{cases} p(z, i, j)_0, & r(i) \land r(j) \\ p(z, i, j)_1, & \neg r(i) \land \neg r(j) \\ p(z, i, j)_2, & \text{otherwise} \end{cases} \]

\( p \) is a 3-dimensional vector produced by an MLP:

\[ p(z, i, j) = \text{MLP}_\psi([w(i) - w(j), z]) \]

The active dot potential \( A \) is given by

\[ A(r, z) = \text{MLP}_A([w(r), e(r)]) \]

where \( w(r) \) is the mean of the feature values for the active dots in \( r \), \( \frac{1}{|r_{\text{active}}|} \sum_{d \in r_{\text{active}}} w(d) \) and \( e(r) \) is a learned 40-dimensional embedding for the discrete count of active dots in \( r \).

---

8For the subtasks of reference resolution and choice selection, dot potentials are the same as the attention module used by [Udagawa and Aizawa (2020)](https://example.com), with the addition of the memory \( M \).
Configuration Transitions. Transition potentials \( \omega(r^k, r^{k+1}, z^k, z^{k+1}) \) model the correspondence between language features and relationships between referring expressions, e.g., to the left of in the black dot to the left of the triangle of gray dots.

Configuration transitions \( \omega(r^{k+1}, z^{k+1}) \) are similar to the dot configuration potentials above but bridge the dots in referents \( r^k \) and \( r^{k+1} \). They are the sum of two terms:

\[
\omega(r^{k+1}, z^{k+1}) = S(r^{k+1}, z^{k+1}) + B(r^{k+1}, z^{k+1})
\]

\( S \) decomposes into pairwise relationships between dots across referents \( r^k \) and \( r^{k+1} \), and \( B \) is a function of the feature centroids of the active dots in referents \( k \) and \( k+1 \).

\[
S(r^{k+1}, z^{k+1}) = \sum_{i=1}^{N} \sum_{j=1}^{N} \beta(r^{k+1}, z^{k+1}, i, j)
\]

\[
\beta(r^{k+1}, z^{k+1}, i, j) = \begin{cases} 
q_0, & r^k(i) \land r^{k+1}(j) \\
q_1, & \neg r^k(i) \land \neg r^{k+1}(j) \\
q_2, & \text{otherwise}
\end{cases}
\]

\( q \) (short for \( q(z^{k+1}, i, j) \)) is, like \( p \) in Dot Configurations, a 3-dimensional vector produced by an MLP:

\[
q = \text{MLP}_\omega([w(i) - w(j), z^k - z^{k+1}])
\]

\( B \) is defined analogously to \( A \) in Dot Configurations:

\[
B(r^{k+1}, z^{k+1}) = \text{MLP}_B([w(r^k) - w(r^{k+1}), z^k - z^{k+1}])
\]

with \( w(r) \) again giving the mean of the feature values for the active dots in \( r \). We fix \( B(r^{k+1}, z^{k+1}) = 0 \) if \( |r^k_{active}| > 3 \) or \( |r^{k+1}_{active}| > 3 \), which had little effect on model accuracy but improves memory efficiency.

Inference. We compute the normalizer for the CRF by enumerating the possible 2^7 assignments to each \( r^k \) to compute the \( \phi, \psi, \) and \( \omega \) potential terms, which can be performed efficiently on a GPU. To compute the normalizing constant, which sums over all combinations of assignments to these \( r^k \), we use the standard linear-chain dynamic program. In training, we backpropagate through the enumeration and dynamic program steps to pass gradients to the parameters of the potential functions.

Confirmations

When applied to the partner’s utterances, the reference resolution module gives a distribution over which referents the partner is likely to be referring to in the agent’s own context. If the agent can identify the referents its partner is describing, it should be able to confirm them, both in the dots it talks about next (e.g., choosing to refer to one of the same dots
the partner identified) and in the text of the utterances (e.g., yes, I see it). The discrete-valued confirmation variable (defined in Section 4.2) models this, taking the value NA if no referring expressions were identified in the partner’s utterance, Yes if all of the $K > 0$ referring expressions have a non-empty referent (at least one dot predicted in the agent’s context) and No otherwise.

**Referent Memory**

The memory state is composed of one state vector $M_t(d)$ for each dot in the agent’s own context. These dot states are updated using the referents identified in each utterance. This update is parameterized using a decoder cell, which is applied separately to each dot state:

$$M_{t+1}(d) = \text{RNN}_C(M_t(d), \iota(d, r_t))$$

where $\iota$ is a function that extracts features from the predictive distribution over referents from the previous utterance, representing mentions of dot $d$ in the referring expressions.

The function $\iota$ collapses predicted values for the dot $d$ over $K$ referents into a single representation for the dot, which we do in two ways: by max- and average-pooling predicted values for $d$ across the $K$ referents. We also obtain the prediction values in two ways: by taking the argmax structured prediction from $P_R$, and by taking the argmax predictions from each dot’s marginal distribution. We found that using these “hard” argmax predicted values gave slightly better results in early experiments than using the “soft” probabilities from $P_R$. In combination, these give four feature values as the output of $\iota(d, r_t)$.

**Mention Selection**

The mention selection subtask requires predicting a sequence of referents to mention in the agent’s next utterance, $P_M(r_{t+1} | u_1:t, M_{t+1}, c_{t+1}, w)$. To produce these referents, we use the same structured CRF architecture as the reference resolution module $P_R$. However, we use separate parameters from that module, and instead of the referring-expression inputs $z$ use a sequence of vectors $x^{1:K_{t+1}}$ produced by a decoder cell $\text{RNN}_M$. The decoder conditions on the dialogue context representation $H_t$ from the end of the last utterance, a learned vector embedding for the confirmation variable $c_{t+1}$, and a mean-pooled representation of the memory $m = \frac{1}{|d|} \sum_d M(d)$:

$$x^k = \text{RNN}_M(x^{k-1}, [H_t, c_{t+1}, m])$$

We obtain the number of referents $K_{t+1}$ by predicting at each step $k$ whether to halt from each $x^k$ using a linear layer followed by a logistic function.

**Choice Selection**

To parameterize the choice selection module $P_S(s | u_{1:T}, M_T, w)$, we again reuse the CRF architecture, with independent parameters from reference resolution and mention selection.
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modules, replacing reference resolution’s inputs $z^{1:K}$ with the dialogue context representation $H_T$ from the end of the final utterance in the dialogue. Since only a single dot needs to be identified, we use only the CRF’s individual dot potentials $\phi$, removing $\psi$ and $\omega$. This is equivalent to the choice selection model (TSEL) used by Udagawa and Aizawa (2020) if the recurrent memory $M_T$ is removed.

**Utterance Generation**

The utterance generation module $P_U(u_{t+1}|r_{t+1}, c_{t+1}, H_t, w)$ is a sequence-to-sequence model. The module first uses a bidirectional LSTM to encode the sequence of $K$ referents-to-mention $r_{t+1} = r^{1:K}_{t+1}$ (predicted by the mention selection module), using the inputs at each position $k \in [1, K]$ a mean-pooled representation of the world context embeddings for the active dots in the referent: $\frac{1}{|R_t+1|} \sum_{d \in R_t+1} w(d)$, to produce a sequence of encoded vectors $y^{1:K}_{t+1}$.

Words in the utterance are then produced one at a time using a recurrent decoder that has a hidden state initialized with a function that combines $y^{1:K}_{t+1}$, the dialog context $H_t$, and a learned embedding for the discrete confirmation variable $c_{t+1}$. The decoder has two attention mechanisms over: (i) dot encodings $w(d)$, following Udagawa and Aizawa (2020), and (ii) the sequence of encoded referents $y^{1:K}_{t+1}$. We make gated updates to the decoder’s initial state, updating it with (i) a linear projection of the forward and backward vectors for $y^{1}_{t}$ and $y^{K}_{t}$, representing the referent context and (ii) an embedding for the discrete confirmation variable $c_{t+1}$.

**Implementation Details**

For our reimplementation of the system of Udagawa and Aizawa (2020) in a shared codebase with our system, we replace their $\tanh$ non-linearities with ReLUs and use PyTorch’s default initializations for all parameters. These improve performance across all evaluation conditions in comparison to the reported results.

For our system, we use separate word-level recurrent models, a Reader and a Writer, to summarize the dialogue history. The Reader is bidirectional over each utterance, and is used in the reference resolution and choice selection modules. The Writer is unidirectional, and is used in the mention selection and utterance generation modules. Model hyperparameters are given in Table 4.1.

For our full system and ablations, we train on each cross-validation fold for 12 epochs using the Adam optimizer (Kingma and Ba, 2015) with an initial learning rate of $1 \times 10^{-3}$. We use a weighted combination of losses for the subtask objectives, and decay the learning rate when the loss plateaus on validation data.

We train models on a Quadro RTX 6000 GPU. Training takes around 1 day for models that use the structured CRF, and several hours without the structured CRF. Self-play evaluation takes around 1 hour.
<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recurrent Unit Hyperparameters</td>
<td></td>
</tr>
<tr>
<td>Reader GRU size</td>
<td>512</td>
</tr>
<tr>
<td>Writer GRU size</td>
<td>512</td>
</tr>
<tr>
<td>Mention decoder RNN$_M$ size</td>
<td>512</td>
</tr>
<tr>
<td>Referent memory RNN$_C$ size</td>
<td>64</td>
</tr>
<tr>
<td>Confirmation embedding $c$ size</td>
<td>512</td>
</tr>
<tr>
<td>CRF Hyperparameters</td>
<td></td>
</tr>
<tr>
<td>MLP$_{\phi}$ hidden layers</td>
<td>2</td>
</tr>
<tr>
<td>MLP$_{\phi}$ hidden size</td>
<td>256</td>
</tr>
<tr>
<td>MLP$_{\phi}$ dropout</td>
<td>0.5</td>
</tr>
<tr>
<td>MLP$<em>{\psi}$ and MLP$</em>{\omega}$ hidden size</td>
<td>64</td>
</tr>
<tr>
<td>MLP$<em>{\psi}$ and MLP$</em>{\omega}$ dropout</td>
<td>0.2</td>
</tr>
<tr>
<td>MLP$<em>{\psi}$ and MLP$</em>{\omega}$ hidden layers</td>
<td>1</td>
</tr>
<tr>
<td>MLP$_A$ and MLP$_B$ hidden size</td>
<td>64</td>
</tr>
<tr>
<td>MLP$_A$ and MLP$_B$ dropout</td>
<td>0.2</td>
</tr>
<tr>
<td>MLP$_A$ and MLP$_B$ hidden layers</td>
<td>1</td>
</tr>
<tr>
<td>Generation Hyperparameters</td>
<td></td>
</tr>
<tr>
<td>Sampling temperature in $P_U$</td>
<td>0.25</td>
</tr>
<tr>
<td># Utterance candidates, $N_u$</td>
<td>100</td>
</tr>
<tr>
<td># Referent candidates, $N_r$</td>
<td>20</td>
</tr>
<tr>
<td>Mention weight, $w_M$</td>
<td>0</td>
</tr>
<tr>
<td>Speaker weight, $w_S$</td>
<td>$1 \times 10^{-3}$</td>
</tr>
<tr>
<td>Listener weight, $w_L$</td>
<td>$1 - w_S$</td>
</tr>
<tr>
<td>Early-stopping threshold, $\tau$</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 4.1: Model hyperparameters

### 4.5 Experiments

We compare our approach to past systems for the ONECOMMON dataset. While our primary evaluation is to evaluate systems on their success rate on the full dialogue game when paired with human partners (Section 4.5), we also compare our system to past work, and ablated versions of our full system, using the automatic evaluations of past work.

**Models**

We compare our full system (FULL) to ablated versions of it that successively remove: (i) the referent memory, ablating explicit tracking of referents mentioned (F-MEM) and (ii) the
structured potentials $\psi, \gamma$ in the reference resolution and mention selection modules (F-MEM -STRUC), removing explicit modeling of relationships within and across referents. We also compare to a reimplementation of the system of \cite{Udagawa2020}, which we found obtained better performance than their reported results in all evaluation conditions due to implementation improvements.

We obtain supervision for all components of the systems by training on the referent-annotated corpus of 5,191 successful human–human dialogues collected by \cite{Udagawa2019, Udagawa2020}. We train one copy of each model on each of the corpus’s 10 cross-validation splits. We report means and standard deviations across the splits’ models, except in human evaluations where we evaluate a single model.

### Corpus Evaluation

Following \cite{Udagawa2020}, we evaluate models’ accuracy at (1) predicting the dot chosen at the end of the game (Choice Acc.) using $P_S$ and (2) resolving the referents in utterances from the human partner in the dialogue who had the agent’s view (Ref Resolution dot-level accuracy Acc. and exact match accuracy Ex.) using $P_R$.

We see in Table 4.2 that our Full model improves substantially on past work, including the work of \cite{Udagawa2020}, who augment their referent resolution model with numeric features. Our structured reference resolver is able to learn these features in its potentials $\psi$ (in addition to other structured relationships), and improves exact match from 44% to 76% compared to the ablated version of our system. Our recurrent memory helps in particular for the choice selection task, improving from 71% to 83% accuracy.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>U&amp;A (2020)</td>
<td>69.3±2.0</td>
<td>86.4±0.4</td>
<td>35.0±2.0</td>
</tr>
<tr>
<td>U+ (2020)</td>
<td>–</td>
<td>86.0±0.3</td>
<td>54.9±0.8</td>
</tr>
<tr>
<td>F-MEM -STRUC</td>
<td>71.6±0.9</td>
<td>87.7±0.2</td>
<td>44.3±0.5</td>
</tr>
<tr>
<td>F-MEM</td>
<td>70.9±1.2</td>
<td>92.6±0.2</td>
<td>76.2±0.5</td>
</tr>
<tr>
<td>Full</td>
<td>83.3±1.2</td>
<td>93.3±0.2</td>
<td>78.2±0.5</td>
</tr>
<tr>
<td>Human</td>
<td>90.8</td>
<td>96.3</td>
<td>86.9</td>
</tr>
</tbody>
</table>

Table 4.2: Accuracies for predicting the dot selected at the end of the game (Choice Acc.) and resolving referents from utterances produced in the agent’s own perspective (dot-level accuracy Acc. and exact match Ex.) in 10-fold cross-validation on the corpus. Our Full model outperforms all past work on the dataset: U&A (2020) is our reimplementation of \cite{Udagawa2020}, and U+ (2020) are taken from \cite{Udagawa2020}. Human scores are annotator agreements (\cite{Udagawa2019}).
Table 4.3: Accuracies for resolving referents in the partner’s view (dot-level accuracy Acc. and exact match Ex.) and predicting the next referents to mention in the dialogue (Next Refs Ex.) in 10-fold cross-validation on the corpus of human–human dialogues. Our Full benefits from its recurrent referent memory (outperforming F-Mem) and structured referent prediction module (outperforming F-Mem -Struc).

<table>
<thead>
<tr>
<th>Model</th>
<th>Partner Refs Acc.</th>
<th>Partner Refs Ex.</th>
<th>Next Refs Ex.</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Mem -Struc</td>
<td>87.3±0.3</td>
<td>41.8±0.9</td>
<td>4.8±1.0</td>
</tr>
<tr>
<td>F-Mem</td>
<td>90.6±0.3</td>
<td>65.2±1.0</td>
<td>23.5±2.0</td>
</tr>
<tr>
<td>Full</td>
<td>91.2±0.4</td>
<td>67.0±1.0</td>
<td>31.1±1.0</td>
</tr>
</tbody>
</table>

We also compare the performance of our full and ablated systems on the tasks of resolving the partner’s referring expressions and mention prediction. Table 4.3 gives performance accuracies for resolving referents in the partner’s view (dot-level accuracy Acc. and exact match Ex.) and predicting the next referents to mention in the dialogue (Next Refs Ex.) in 10-fold cross-validation on the corpus of human–human dialogues. We observe improvements from both the recurrent memory (comparing F-Mem to Full) and the structured referent prediction module (comparing F-Mem-Struc to Full) on both tasks.

Evaluation in Self-Play

To evaluate systems on the full dialogue task, we first use self-play, where a system is partnered with a copy of itself, following Udagawa and Aizawa (2020). We evaluate systems on 3000 world contexts, stratified into contexts with 4, 5, and 6 dots overlapping between the two agents’ views, with 1000 contexts in each stratification.

Table 4.3 reports average task success (the fraction of times both agents chose the same dot at the end of the dialogue) averaged across the 10 copies of each model trained on the cross-validation splits. As in the corpus evaluation, we see substantial improvements to our system from the structured referent prediction and the recurrent reference memory. Our Full system, without pragmatic generation, improves over the system of Udagawa and Aizawa (2020) from 51% to 58% in the hardest setting, with a further improvement to 62% when adding our pragmatic generation procedure.

Human Evaluation

Finally, we perform human evaluation by comparing system performance when playing with workers from Amazon’s Mechanical Turk (MTurk). To conduct evaluation, we used 100 world states from the #Shared=4 partition, and collected 718 complete dialogues by ran-
Table 4.4: Task success rates in automatic self-play evaluations, by difficulty of context (the number of items shared in the players’ views). Our Full model outperforms past work: U&A (2020) is our tuned reimplementation of Udagawa and Aizawa (2020). Human shows success rates of trained human annotators in collecting the dataset (Udagawa and Aizawa, 2019).

<table>
<thead>
<tr>
<th>Model</th>
<th>#Shared=4</th>
<th>#Shared=5</th>
<th>#Shared=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>U&amp;A (2020)</td>
<td>50.7±2.0</td>
<td>66.0±1.9</td>
<td>83.5±1.5</td>
</tr>
<tr>
<td>F-Mem -Struc</td>
<td>42.3±2.1</td>
<td>57.0±2.1</td>
<td>75.4±1.1</td>
</tr>
<tr>
<td>F-Mem</td>
<td>52.6±1.5</td>
<td>67.1±1.9</td>
<td>84.1±1.6</td>
</tr>
<tr>
<td>Full</td>
<td>58.5±2.7</td>
<td>71.6±2.9</td>
<td>86.8±1.8</td>
</tr>
<tr>
<td>Full+Prag</td>
<td>62.4±2.2</td>
<td>74.7±2.7</td>
<td>90.9±1.4</td>
</tr>
<tr>
<td>Human</td>
<td>65.8</td>
<td>77.0</td>
<td>87.0</td>
</tr>
</tbody>
</table>

Table 4.4: Task success rates in automatic self-play evaluations, by difficulty of context (the number of items shared in the players’ views). Our Full model outperforms past work: U&A (2020) is our tuned reimplementation of Udagawa and Aizawa (2020). Human shows success rates of trained human annotators in collecting the dataset (Udagawa and Aizawa, 2019).

donally pairing worker with one of the following three: our best-performing model in self-play (Full+Prag), the model from Udagawa and Aizawa (2020), or another worker.

In order to ensure higher quality dialogues, and following Udagawa and Aizawa (2019), we filtered workers by qualifications, showed workers a game tutorial before playing, and prevented dots from being selected within the first minute of the game. We paid workers $0.30 per game, with a bonus of $0.15 if the dialogue was successful. See Appendix B for sample dialogues.

We compare systems based on the percentage of successful dialogues. The results, in Figure 4.4, corroborate the trends observed in self-play. Both the models of U&A (2020) and our Full+Prag perform worse against humans than against agent partners in the automatic self-play evaluation, illustrating the importance of performing human evaluations. However, the trend is preserved, and we see that the Full+Prag system substantially outperforms the U&A (2020) model, resulting in a 50% relative improvement in task success rate. This difference is statistically significant at the \( p \leq 0.05 \) level using a one-tailed t-test.

Success by Human Skill Level

In Section 4.5, we compared our systems to a human population of MTurk workers. However, human populations themselves vary greatly based on many factors, including the day and time workers are recruited, training and feedback given to workers, and worker retention. One difference between our worker population and the population that produced the dataset is training. When collecting the dataset, Udagawa and Aizawa (2019) performed manual and individualized coaching of their MTurk workers which made them more effective at the game: giving players personalized feedback on how to improve their game strategies, e.g.,
Figure 4.4: Success rates of systems on the full dialogue game task when paired with human partners. Error bars show standard errors. Our Full+Prag system achieves a 50% relative performance improvement over past work (U&A 2020).

“please ask more clarification questions.” Manual coaching produced a high-quality corpus by increasing players’ skill and obtained a success rate of 66%; however coaching would make human evaluations difficult to replicate across works due to the labor, cost, and variability that coaching involves.

In this section, we run a sweep of system comparisons of the form of Section 4.5, but on increasingly select sub-populations of MTurk workers. Results are shown in Figure 4.5. The x-axis gives the minimum overall success rate for a worker’s games to be retained, so that the far left of the graph shows all workers (corresponding to the numbers in Figure 4.4), the far right shows only those workers who won all of their games, and the black vertical line marks the player filtering needed to obtain a human-human success rate comparable to Udagawa and Aizawa (2019). Our Full+Prag system outperforms the model of Udagawa and Aizawa (2020) at all player skill levels. This result shows that, while more accomplished workers’ overall success rates can be much higher than the success rate of our general worker population, in all cases the ordering between the two systems remained the same.

4.6 Related Work

Goal-Oriented Dialog. The modular approach that we use reflects the pipelined approach traditionally used in goal-oriented dialogue systems (Young et al., 2013). Recent work on neural systems has also used structured and memory-based approaches (Bordes and Weston, 2016; He et al., 2018) including tracking entities identified in text (Williams et al., 2017; He et al., 2017). We also find improvements from an entity-centric approach with a

\footnote{Udagawa and Aizawa also manually removed around 1% of dialogues where workers did not follow instructions. While we do not perform post-hoc manual filtering of the dialogues, in order to avoid introducing systematic bias that would favor or disfavor one of the systems we compare, an inspection of a subset of our collected dialogues indicates a similarly high fraction of our workers were making a good effort at the task.}

\footnote{Until, by necessity, the point where filtering removes all workers who lost a game against any system. Differences between U&A'20 and Full+Prag are significant at the \( p \leq 0.05 \) level by a one-tailed t-test for minimum worker successes between 0 and 0.5.}
Figure 4.5: Success rates of human players against each system type, and other humans, with progressive filtering of humans by their overall success rate (across all conditions) along the x-axis. Shaded regions give standard errors. Our Full+Prag system outperforms the model from Udagawa and Aizawa (2020) at all levels.

structured memory, although our domain involves more challenging entity resolution and generation due to the spatial grounding.

Pragmatics. Our approach to pragmatics (Grice 1975) builds on a long line of work in the RSA framework (Frank and Goodman, 2012), which models how speakers and listeners reason about each other to communicate successfully. The most similar applications to ours in past work on computational pragmatics have been to single-turn grounded reference tasks (rather than dialogue), with much smaller and unstructured spaces of referents than ours, such as discriminative image captioning (Vedantam et al., 2017; Andreas and Klein, 2016; Cohn-Gordon et al., 2018) and referent identification (Monroe et al., 2017; McDowell and Goodman, 2019; White et al., 2020). Explicit speaker–listener models of pragmatics have also been used for dialog, but either in ungrounded settings (Kim et al., 2020) or with constrained language (Vogel et al., 2013; Khani et al., 2018).

Collaborative Games. The closest work on dialogue systems for collaborative grounded tasks has focused on tasks with different properties from ours, as discussed at the beginning of this chapter. A closely related task to the shared visual reference game we pursue here is the PhotoBook task (Haber et al., 2019), although a dialogue system has not been constructed for it. Other work on collaborative language games in grounded environments includes collection games (Potts, 2012; Suhr et al., 2019), navigation and interactive question answering games.

\[^{11}\text{Our setting has } 2^7 \text{ possible referents for each referring expression in the dialogue.}\]
4.7 Discussion

We presented a modular, reference-centric approach to a challenging partially-observable grounded collaborative dialogue task. Our approach is centered around a structured referent grounding module, which is used to interpret a partner’s utterances as well as to enable a pragmatic generation procedure that encourages the agent’s utterances to be able to be understood in context. Our full system substantially outperforms past work in human evaluations on the full dialogue task.
Chapter 5

Conclusion

This thesis demonstrated how language systems can benefit from treating communication as a cooperative multi-agent process. Our perspective is a classic one in pragmatics: we view language as an action that agents take to produce effects on other agents and thereby have effects in the world. We implemented this multi-agent perspective and showed that it benefits real-world language systems: we built explicit models of our systems’ human partners and had the systems reason about these models in simulation.

Our findings here suggest that: (1) explicitly inferring the effects that language will have helps to ensure that generated language is contextually appropriate and correctly interpretable by human partners (Chapter 2 and Chapter 4) and (2) explicitly inferring the intended effects a human partner may have had in mind helps to deal with challenges of ambiguity and rich grounding contexts (Chapter 2 and Chapter 3).

The successes of explicit pragmatic inference in the tasks we’ve examined here suggest natural directions for future work. First, our models of human partners have been population-level models which are designed to model human behavior in aggregate. Explicit models could also be tailored and adapted to individual people to capture their language use, likely actions, and preferences. Second, the grounded tasks we’ve explored here have taken place in perfectly-simulable environments with precisely formulable objectives (e.g., task success), while many real-world tasks of interest involve stochastic and imperfectly-simulable environments with fuzzy success criteria. Finally, our work has focused most directly on cooperativity at the level of single language acts: while our environments are perceptually rich, our referents have complex structure, and our models incorporate utterance and action history, our inference procedures only consider a speaker conveying meaning to a listener in a single utterance. But for broader tasks, single utterances won’t suffice: communication requires partners to undertake longer-term collaborations to build common ground (Clark and Wilkes-Gibbs 1986, Traum 1994, Clark 1996) using both linguistic and non-linguistic acts (Clark and Brennan 1991). Future work might tackle these challenges using collaborative multi-agent reasoning, allowing systems to better interact with human partners to ground meaning and achieve success in real-world environments.
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Appendix A

Submission to Vision and Language Navigation Challenge

We participated in the Vision and Language Navigation Challenge\footnote{https://evalai.cloudcv.org/web/challenges/challenge-page/97/overview}, an online challenge for the vision-and-language navigation task on the R2R dataset. We submitted the predictions from our full method to the evaluation server, using single models for the speaker and listener, without any additional ensembling. At the time of writing, our method (under the team name “Speaker-Follower”) remains the top-performing method on the challenge leader-board with a success rate of 53.49% (the same success rate as in the Table 3.2 test split).

When generating the predictions for the challenge submission, we modified the method for generating final routes to comply with the challenge guidelines. In Table 3.1, Table 3.2 and Table 3.3, the performance of our full model with pragmatic inference is evaluated using a single top-ranking candidate route, where the candidate routes are generated with state-factored search in Section 3.2. Hence, our reported navigation error, success rate and oracle success rate are all computed by choosing a single candidate route per instruction. However, the challenge guidelines require that the submitted trajectories must be generated from a single independent evaluation run, where the agent must move sequentially and all its movements during inference must be recorded. So just returning the route selected by pragmatic inference, or by search, would violate the contest guidelines, as this route may not contain all world states explored during search. On the other hand, the agent is allowed to backtrack to a previous location on its path, as long as the agent does not teleport and all its movements are recorded in the final trajectory (which we confirmed with the challenge organizer).

To comply with the guidelines and maintain physical plausibility, we log all states visited by the search algorithm in the order they are traversed. The agent expands each route one step forward at a time, and then switches to expand the next route. When switching from one route to another route, the agent first backtracks to the closest common ancestor
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state of the two routes in the search (which could be the starting location). From there it
goes to the frontier of the other route and takes an action there to expand it. Once the
set of candidate routes has been completed, they are ranked according to Equation 3.1 for
pragmatic inference, selecting a route that ends at a target location. Finally, the agent
moves from its last visited location in the search to this target location. It then takes the
stop action to end the episode. As a result of this, all the agent’s movements, including route
expansion and route switching, are recorded in its final trajectory.

By design, the sequential inference procedure above yields exactly the same success rate
as the pragmatic inference procedure, since it returns routes with the same end states.
Unsurprisingly, the oracle success rate increases substantially (from 63.9% to 96.0%), since
the resulting final trajectory records the visited locations from all routes and the oracle
success rate is determined by distance between the ground-truth target location and the
closest visited location. We also note that the agent’s final trajectory is very long (1257.38m
per instruction on average) since it needs to walk a substantial distance to sequentially
expand all candidate routes and to switch between them.

In addition, we also evaluated the predictions from our model without pragmatic inference
on the challenge server. Without pragmatic inference, our model achieves 35.08% success
rate, 44.45% oracle success rate and 6.62m navigation error on the challenge test set, with
an average trajectory length of 14.82m. This is close to the performance of our model under
the same setting on val unseen split (Row 6 in Table 3.1).

Finally, we note that our method in this work is designed mostly to optimize success rate
and navigation error, and we leave potential improvement to reduce trajectory length via
inference (such as ordering the routes by location to reduce switching overhead) and modeling
(such as building speaker models that can rank partial incomplete routes) to future work.
Appendix B

Dialogue Examples

We show one successful and one failed dialogue from our human evaluations (Section 4.5) for each system (Figure B.1).
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Figure B.1: Example dialogues collected during our human evaluation (Section 4.5). We show one unsuccessful (left) and one successful (right) example for each system. The top row is our reimplementation of Udagawa and Aizawa (2020) and the bottom row is Full+Prag, our full system with pragmatic inference.