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Abstract
Detecting Synthetic Faces by Understanding Real Faces
by
Shruti Agarwal
Doctor of Philosophy in Engineering — Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Hany Farid, Chair

The creation of sophisticated fake videos has been largely relegated to Hollywood
studios or state actors. Recent advances in deep learning, however, have democratized
the creation of sophisticated and compelling fake images, videos, and audios. This
synthetically-generated media — so-called deep fakes — continue to capture the
imagination of the computer-graphics and computer-vision communities. At the
same time, the easy access to technology that can create deep fakes of anybody
saying anything continues to be of concern because of its power to disrupt democratic
elections, commit small to large-scale fraud, fuel dis- and mis-information campaigns,
and create non-consensual pornography.

To contend with this growing threat, I describe a diverse set of techniques to
detect state-of-the-art deep-fake videos. One set of these techniques are identity-
specific, exploiting soft- and hard-biometric cues like dynamic facial motion and
static facial appearance. Another set of these techniques are identity-independent,
exploiting the dynamics of lip and ear motion.

Given the large-scale presence of deep fakes and the poor scalability of forensic
techniques on the internet, the reliance on human perception to detect deep fakes is
inevitable. Therefore, I also present several perceptual studies to understand the
human visual system’s ability to detect synthetic faces.
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Chapter 1

Introduction

A 2020 study showed that more than half (53%) of American adults get their
“news” from social media [1]. In just a three month period of this same year, Facebook
removed 7 million false coronavirus-related information [2], and reported 1.8 billion
fake-news engagements around U.S. elections [3|. At the same time, 56% of Facebook
users said they cannot recognize fake news if it aligns with their beliefs [4]. These
numbers suggest an alarming presence of misinformation in our lives and its potential
harms. Though the adverse effects of misinformation have plagued our society for
decades, technology has exacerbated the problem.

Today, the internet has democratized access to publishing and consuming informa-
tion. Coupled with the speed and widespread usage of social media, any single piece of
information — regardless of its credibility — has the potential to instantaneously reach
billions of people. To deal with the large volume of information and to maximize user
engagement, social media platforms rely on recommendation algorithms to curate the
content which is seen by their users. These algorithms, unfortunately, driven mainly
to increase profits, promote sensational fake content over a factual news article.
For example, researchers at Facebook reported that unchecked recommendation
algorithms will promote “more and more divisive content in an effort to gain user
attention and increase time on the platform.” [5] The promotion of more divisive
content results in online echo chambers where people are only served information
that is emotionally engaging and aligns closely to their worldview, regardless of
whether it is true or not. In this discordant online world where truth is already
losing its meaning, recent advances have added a new threat: the ability to create
hyper-realistic manipulated images, video, and audio — so-called deep fakes.

Advances in artificial intelligence and machine learning have made it significantly
easier to create sophisticated and compelling fake media. With relatively modest
amounts of data and computing power, the average person can, for example, create
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a video of a world leader confessing to illegal activity leading to a constitutional
crisis or a military leader saying something racially insensitive leading to civil unrest
in an area of military activity. While people are susceptible to falling prey to
this fake content, on the other hand the existence of such technology gives people
probable deniability (liar’s dividend) [6]. The ease to create hyper-realistic media
puts doubt on the authenticity of every image, video, or audio. Depending on their
prior beliefs, people can now chose to dismiss an image or video as fake regardless
of its truthfulness, thus, further increasing the divisiveness in our society. In this
dissertation, I discuss one such type of Al-synthesized content, popularly called deep
fake, that is a dangerous addition to the misinformation phenomenon and poses a
significant threat to our democracy, national security, and society.

The term “deep fake" emerged in 2017 when a Reddit user named “deepfakes",
along with other Reddit users, began using advances in machine learning to digitally
insert celebrity faces into sexually explicit material. Over the intervening few years,
the term is now used to describe any Al-synthesized images, audios, and videos
(typically of people) generated from a range of different techniques. There are many
commercially available apps such as DeepFake, ZAO3, and FaceApp4 to quickly
and easily create compelling manipulations. This approach has been popularized
by adding the actor Nicholas Cage’s face into movies in which he never appeared,
including his highly entertaining appearance in The Sound of Music . However, such
a technique has also been used to create non-consensual pornography, to instigate
small- and large-scale fraud, and to produce dis-information. Therefore, the general
consensus today is, while synthetic media can be entertaining, it can also easily be
weaponized and may lead to a general lack of trust in what we see and hear online.

To deal with this growing threat, I present a set of techniques to detect state-
of-the-art deep-fake videos of people. To recognize manipulated faces, we have
developed models to understand real faces and show that these models are disrupted
by the nature of how deep-fake videos are created. I also present perceptual studies
to understand the ability of humans to detect deep-fake faces. Described next are
different types of deep fakes, the existing deep-fake creation and detection techniques,
and a brief overview of this dissertation.

1.1 Related Work

We begin by describing the most relevant work in both the creation and detection
of deep fakes.

'https://youtu.be/MHkZEpfUnAA
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1.1.1 Creation

One of the earliest examples of what we now generically call deep-fake videos
dates back to 1997 [7]. In this seminal work, videos of a person mouthing words
she did not speak are synthesized by reordering the mouth region in a training
video to match specific phonemes in a new audio track (today, w e would call this a
lip-sync deep fake). The intervening two decades have seen tremendous advances
in computer-graphics and -vision based rendering, synthesis, and understanding,
thanks to i) the accessibility to large-scale public data and ii) the evolution of deep
learning techniques that eliminate many manual editing steps such as Autoencoders
and Generative Adversarial Networks (GAN).

In 2014 Goodfellow et al. proposed a GAN architecture that contains two
networks, a generator and a discriminator [8]. The generator synthesizes images; the
discriminator tries to distinguish synthetic images from real ones. Both networks
are trained together competitively, at the end of which the generator can synthesize
plausible images achieving impressive results in a variety of image synthesis and
editing applications. In image generation, GAN can be applied in the following
scenarios: 1) taking noise as input to produce an image [9-11]; 2) taking an image
from one semantic category (such as a horse) as input to produce an image of
another semantic category (such as zebra) [12-14]; 3) taking a sketch or a pixel-level
semantic map as input to produce a realistic image that is constrained by the layout
of the sketch [12,15]. Compared with other generative models such as variational
autoencoders [16], images generated by GANs are usually more realistic.

Using this underlying GAN-based image synthesis, several deep-fake video gen-
eration techniques have been proposed. These deep-fake videos can be broadly
categorized into (1) face-swap, in which the face in a video is automatically replaced
with another person’s face [17-20]. This type of technique has been used to insert
famous actors into a variety of movie clips in which they never appeared [21], and
used to create non-consensual pornography in which one person’s likeliness in an
original video is replaced with another person’s likeliness [22]; (2) lip-sync, in which
a source video is modified so that the mouth region is consistent with an arbitrary
audio recording or textual input [23-26]. For instance, the actor and director Jordan
Peele produced a particularly compelling example of such media where a video
of President Obama is altered to say things like “President Trump is a total and
complete dip-****."; and (3) puppet-master [27-30], in which a target person is
animated (head movements, eye movements, facial expressions) by a performer sitting
in front of a camera and acting out what they want their puppet to say and do.
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1.1.2 Detection

There is a significant literature in the general area of digital forensics [31]. Here
we focus only on techniques for detecting the types of deep-fake images and videos
described above. In response to deep fakes, several authentication techniques have
emerged that can be roughly categorized into one of three categories:

1. Forensic Analysis: based on the assumption that manipulation or synthesis
will leave behind some statistical, geometric, or physical artifact, this class of
approaches analyzes content for explicit traces of manipulation or synthesis [31].
The benefit of this approach is it can be applied to a broad class of content
and requires little to no prior assumptions. The drawback is, to date, most
forensic techniques cannot operate at a speed or accuracy for deployment at
an internet-scale of billions of daily uploads.

2. Digital Signatures: this class of approaches tackles the authentication from
a different direction, focusing on authenticating content at the point of record-
ing [32]. In either software or hardware, a specialized camera app extracts
date/time, geo-location, and pixel data at the point of recording, and hashes
and cryptographically signs this data. The resulting digital signature can be
used downstream to verify that the content has not been altered from the
time of recording, and localize where and when the content was recorded.
The benefit of this approach is it can, at an internet scale, verify recorded
content quickly and accurately. The drawback of this approach is it requires a
specialized camera app and is unable to verify content not recorded through
such an app.

3. Digital Watermarks: this class of approaches incorporates directly into a
synthesis pipeline a digital watermark that can be used downstream to identify
deep-fake content [33,34]. The benefit of this approach is it can quickly and
accurately identify deep-fake content. The drawback is it requires a specific
infrastructure incorporated into all synthesis pipelines and is vulnerable to
attacks designed to remove (or add) watermarks [35].

In this dissertation, I describe detection techniques falling into category 1. De-
pending upon the type of features used for detection, these forensic techniques can
be further divided into:

e Low-level approaches: detect pixel-level artifacts introduced by the synthe-
sis process. Some of these techniques detect generic artifacts [36-39]|, while
others detect explicit artifacts that result from, for example, image warping [40],
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image blending [41] and inconsistencies between the image and metadata [42].
The benefit of low-level approaches is that they can detect artifacts that may
not be visibly apparent. The drawback is that they can be sensitive to unin-
tentional laundering (e.g., transcoding or resizing) or intentional adversarial
attacks (e.g., [43]) and extrapolation to novel datasets. In contrast, the high-
level approaches described next tend to be more resilient to these types of
laundering and attacks and more likely to generalize to novel datasets.

e High-level approaches: focus on more semantically meaningful features. For
example, [44] recognized that the creation of face-swap deep fakes introduces
inconsistencies in the head pose as estimated from the central, swapped portion
of the face and the surrounding, original head. These inconsistencies leverage
3-D geometry which is currently difficult for synthesis techniques to correct.
Because training data sets often do not depict people with their eyes closed,
it was observed that early face-swap deep fakes contained an abnormally low
number of eye blinks [45]. More recent deep fakes, however, seem to have
corrected this problem. A related technique [46] exploits spatial and temporal
physiological signals that appear not to be consistent across real videos and
disrupted in face-swap deep fakes. We believe that detection techniques based
on these types of semantic and temporal dynamics is essential to staying slightly
ahead of the cat-and-mouse game of synthesis and detection.

1.2 Overview

The three types of deep-fake videos — face-swap, lip-sync, and puppet-master —
have one thing in common: they tend to disrupt the nature of how an individual
speaks. In face-swap and puppet-master deep fakes, for instance, the face is of one
person but the expressions are being controlled by an impersonator. Similarly, in lip-
sync deep fakes, the mouth is decoupled from the rest of the face and synchronized
with a new audio. In chapters 2 and 3, we exploit these discrepancies in the
facial behavior of individuals to detect their deep fakes. In each approach, we first
model facial-behavioral patterns that are distinct (but not necessarily unique) to an
individual during a speech. These patterns are then used to distinguish between real
and fake videos of that individual.

In [47], it is shown that the facial expressions convey unique information about a
person’s identity and in [48| the authors used upper-body movements for speaker
identification. Using these observations, in Chapter 2, we use the facial expressions
and head movements of individuals during speech to build their soft-biometric models.
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For this, 20 facial movements are measured and simple hand-crafted correlation-
based features are computed to build mannerism models for five U.S. politicians
ranging from Hillary Clinton to Barack Obama, Bernie Sanders, Donald Trump, and
Elizabeth Warren. The deep-fake videos are then shown to be inconsistent with the
learned mannerisms of an individual. Even though this technique performs well on
all three types of deep-fakes, there are some limitations: 1) building a new model for
every individual can be a significant effort; 2) it is unlikely that the hand-picked 20
facial features are optimal to distinguish between a large number of identities; 3) the
measurement of facial movements is reliable only if the person is talking with their
face towards the camera; 4) the person-specific behavioral patterns changed with
the context in which the person is speaking (e.g., formal prepared speech versus an
informal interview).

In Chapter 3, we aim to resolve some of the above limitations. For this a
convolutional neural network is used to learn the behavioral biometric of several
thousand individuals. The features from this network are paired with static facial
features to determine if a person’s facial identity is consistent with their behavioral
identity. This technique is specifically designed to detect face-swap deep fakes where
the facial appearance of one person (source) is mapped to the facial movements of
another person (target). As a result the facial appearance matches the source identity
whereas the facial behavior matches the target identity. We use this discrepancy
to detect face-swap deep fakes from multiple large-scale datasets. In contrast to
the previous approach where the models were built for only five individuals, this
technique is shown to detect deep-fake videos of thousands of identities.

While the facial identity in a face-swap deep fake may accurately depict the
co-opted identity, the ears belong to the original identity. While the mouth in a
lip-sync deep fake may be well synchronized with the audio, the dynamics of the ear
motion will be de-coupled from the mouth and jaw motion. Therefore, statically,
the shape of the human ear can be used as a biometric cue to detect person specific
deep fakes. Dynamically, movement of the mandible (lower jaw) in correlation with
the aural movement can be used to detect lip-sync deep fakes. In Chapter 4, we
exploit this observation to build static-appearance and dynamic-behavioral models
of human ears to detect deep fakes.

The above approaches capture soft-biometric cues that current deep-fake synthesis
techniques are not (yet) able to synthesize well. These techniques, however, are
generally most effective when confronted with face-swap and puppet-master deep
fakes in which the facial behavior of a person changes significantly, but are less
effective for lip-sync deep fakes where most of the facial behavior remains of the
actual person. Also, such techniques require a large number of videos to train person-
specific models. To this end, in Chapter 5 we developed a person-independent
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forensic technique for detecting lip-sync deep fakes. This approach exploits the fact
that in lip-sync deep fakes, the dynamics of the mouth shape — so-called visemes
— are occasionally inconsistent with a spoken phoneme. Try, for example, to say a
word that begins with M, B, or P — mother, brother, parent — and you will notice that
your lips have to completely close. We observe that this phoneme to viseme mapping
is occasionally violated in lip-sync deep fakes, even if it is not immediately apparent
upon casual inspection. We leveraged these inconsistencies to detect audio-based
and text-based lip-sync deep fakes.

Recently, Twitter found a network of more than 3,000 accounts using GAN-
generated images, 900 of which used synthetic female faces [49]. However, the above
detection methods, like other forensic techniques, suffer from poor scalability to
internet-scale. Therefore, often we still rely on human observers to identify a deep fake
that appears online. Therefore, in Chapter 6, we shift our attention from detection
to perception. We design experiments to analyze human’s ability to detect synthetic
faces generated with two types of techniques: StyleGAN2 and face-morphing. In
each experiment, human participants are asked to detect a synthetic or real face
from a high-quality dataset with a diverse set of gender, race, and age. Human
participants are found to struggle in all perceptual tasks, supporting the need for
effective computational solutions to better protect us from deep fakes.



Chapter 2

Detecting Deep Fakes from Facial
Behavior

The current deep fakes, all three kinds, have one thing in common, they change
the way a person talks. For example, in face-swap and puppet master deep fakes we
see the face of one person, but the expressions and head movements are controlled
by another person. On the other hand, in lip-sync deep fakes the mouth is altered
to a new speech, whereas the rest of the face is taken from some other context.
This will create a mis-match between the movement of mouth and rest of the face.
Exploiting this observation, we describe a forensic technique that models facial
expressions and movements that typify an individual’s speaking pattern. Although
not visually apparent, we show these correlations are often violated by the nature of
how deep-fake videos are created and can, therefore, be used for authentication !.

2.1 Introduction

We describe a forensic technique that is designed to detect deep fakes of an
individual. We customize our forensic technique for specific individuals and, because
of the risk to society and democratic elections, focus on world and national leaders
and candidates for high office. Specifically, we first show that when individuals
speak, they exhibit relatively distinct patterns of facial and head movements (see for
example [47] as well as [48] in which upper-body movements were used for speaker
identification). We also show that the creation of all three types of deep fakes
tends to disrupt these patterns because the expressions are being controlled by

IThis work was first published as Protecting World Leaders Against Deep Fakes in CVPRW,
2019 [50]



2.2. METHODS 9

)
5=

a
32

=]
=

50 100 150 200
Time (frames)

o

Figure 2.1: Shown above are five equally spaced frames from a 250-frame clip
annotated with the results of OpenFace tracking. Shown below is the intensity of
one action unit AUO1 (eyebrow lift) measured over this video clip.

an impersonator (face-swap and puppet-master) or the mouth is decoupled from
the rest of the face (lip-sync). We exploit these regularities by building what we
term as soft biometric models of high-profile individuals and use these models to
distinguish between real and fake videos. We show the efficacy of this approach
on a large number of deep fakes of a range of U.S. politicians ranging from Hillary
Clinton, Barack Obama, Bernie Sanders, Donald Trump, and Elizabeth Warren.
This approach, unlike previous approaches, is resilient to laundering because it relies
on relatively coarse measurements that are not easily destroyed, and is able to detect
all three forms of deep fakes.

2.2 Methods

We hypothesize that as an individual speaks, they have distinct (but probably not
unique) facial expressions and movements. Given a single video as input, we begin by
tracking facial and head movements and then extracting the presence and strength of
specific action units [51]. We then build a novelty detection model (one-class support
vector machine (SVM) [52]) that distinguishes an individual from other individuals
as well as comedic impersonators and deep-fake impersonators.
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person of interest video | segments | segment 10-second
(POI) (hours) | (hours) | (count) | clips (count)
real
Hillary Clinton 5.56 2.37 150 22,059
Barack Obama 18.93 12.51 972 207,590
Bernie Sanders 8.18 4.14 405 63,624
Donald Trump 11.21 6.08 881 72,522
Elizabeth Warren 4.44 2.22 260 31,713
comedic impersonator
Hillary Clinton 0.82 0.17 28 1,529
Barack Obama 0.70 0.17 21 2,308
Bernie Sanders 0.39 0.11 12 1,519
Donald Trump 0.53 0.19 24 2,616
Elizabeth Warren 0.11 0.04 10 264
face-swap deep fake
Hillary Clinton 0.20 0.16 25 1,576
Barack Obama 0.20 0.11 12 1,691
Bernie Sanders 0.07 0.06 5 1,084
Donald Trump 0.22 0.19 24 2,460
Elizabeth Warren 0.04 0.04 10 277
lip-sync deep fake
Barack Obama 0.99 0.99 111 13,176
puppet-master deep fake
Barack Obama 0.19 0.20 20 2,516

Table 2.1: Total duration of downloaded videos and segments in which the POI is
speaking, and the total number of segments and 10-second clips extracted from the
segments.

2.2.1 Datasets

We concentrate on the videos of persons of interest (POIs) talking in a formal
setting, for example, weekly address, news interview, and public speech. All videos
were manually downloaded from YouTube where the POI is primarily facing towards
the camera. For each downloaded video, we manually extracted video segments that
met the following requirements: (1) the segment is at least 10 seconds in length; (2)
the POI is talking during the entire segment; (3) only one face — the POI — is visible
in the segment; and (4) the camera is relatively stationary during the segment (a slow
zoom was allowed). All of the segments were saved at 30 fps using an mp4-format at
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a relatively high-quality of 20. Each segment was then partitioned into overlapping
10-second clips (the clips were extracted by sliding a window across the segment five
frames at a time). Shown in Table 2.1 are the video and segment duration and the
number of clips extracted for five POlIs.

We tested our approach with the following data sets: 1) 5.6 hours of video segments
of 1,004 unique people, yielding 30,683 10-second clips, from the FaceForensics data
set [53]; 2) comedic impersonators for each POI, (Table 2.1); 3) face-swap deep fakes,
lip-sync deep fakes, and puppet-master deep fakes (Table 2.1). Shown in Figure 2.2
are five example frames from a 10-second clip of an original video, a lip-sync deep
fake, a comedic impersonator, a face-swap deep fake, and puppet-master deep fake
of Barack Obama.

Using videos of their comedic impersonators as a base, we generated face-swap
deep fakes for each POI. To swap faces between each POI and their imperson-
ator, a generative adversarial network (GAN) was trained based on the Deepfake
architecture 2. Each GAN was trained with approximately 5000 images per POI.
The GAN then replaces the impersonator’s face with the POI’s face, matching the
impersonator’s expression and head pose on each video frame. We first detect the
facial landmarks and facial bounding box using d1ib. A central 82% of the bounding
box is used to generate the POI’s face. The generated face is then aligned with
the original face using facial landmarks. The facial landmark contour is used to
generate a mask for post-processing that includes alpha blending and color matching
to improve the spatio-temporal consistency of the final face-swap video.

Using comedic impersonators of Barack Obama, we also generated puppet-master
deep fakes for Obama. The photo-real avatar GAN (paGAN) [27] synthesizes photo-
realistic faces from a single picture. This basic process generates videos of only a
floating head on a static black background. In addition to creating these types of
fakes, we modified this synthesis process by removing the face masks during training,
allowing us to generate videos with intact backgrounds. The temporal consistency of
these videos was improved by conditioning the network with multiple frames allowing
the network to see in time [30]. This modified model was trained using only images
of Barack Obama.

While both of these types of fakes are visually compelling, they do occasionally
contain spatio-temporal glitches. These glitches, however, are continually being
reduced and it is our expectation that future versions will result in videos with little
to no glitches.

’https://github.com/shaocanlu/faceswap-GAN
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Figure 2.2: Shown from top to bottom, are five example frames of a 10-second clip
from original, lip-sync deep fake, comedic impersonator, face-swap deep fake, and
puppet-master deep fake.
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2.2.2 Facial Tracking and Measurement

We use the open-source facial behavior analysis toolkit OpenFace2 [54-56| to
extract facial and head movements in a video. This library provides 2-D and 3-D
facial landmark positions, head pose, eye gaze, and facial action units for each frame
in a given video. An example of the extracted measurements is shown in Figure 2.1.

The movements of facial muscles can be encoded using facial action units (AU) [51].
The OpenFace2 toolkit provides the intensity and occurrence for 17 AUs: inner
brow raiser (AUO1), outer brow raiser (AU02), brow lowerer (AU04), upper lid raiser
(AUO05), cheek raiser (AU06), lid tightener (AUOT), nose wrinkler (AU09), upper
lip raiser (AU10), lip corner puller (AU12), dimpler (AU14), lip corner depressor
(AU15), chin raiser (AU17), lip stretcher (AU20), lip tightener (AU23), lip part
(AU25), jaw drop (AU26), and eye blink (AU45).

Our model incorporates 16 AUs — the eye blink AU was eliminated because it was
found to not be sufficiently distinctive for our purposes. These 16 AUs are augmented
with the following four features: (1) head rotation about the x-axis (pitch); (2) head
rotation about the z-axis (roll); (3) the 3-D horizontal distance between the corners
of the mouth (mouthy,); and (4) the 3-D vertical distance between the lower and
upper lip (mouth,). The first pair of features captures general head motion (we
don’t consider the rotation around the y-axis (yaw) because of the differences when
speaking directly to an individual as opposed to a large crowd). The second pair of
these features captures mouth stretch (AU27) and lip suck (AU28), which are not
captured by the default 16 AUs.

We use the Pearson correlation to measure the linearity between these features in
order to characterize an individual’s motion signature. With a total of 20 facial /head
features, we compute the Pearson correlation between all 20 of these features, yielding
20C2 = (20 x 19)/2 = 190 pairs of features across all 10-second overlapping video
clips (see Section 2.2.1). Each 10-second video clip is therefore reduced to a feature
vector of dimension 190 which, as described next, is then used to classify a video as
real or fake.

2.2.3 Modeling

Shown in Figure 2.3 is a 2-D t-SNE [57] visualization of the 190-dimensional
features for Hillary Clinton, Barack Obama, Bernie Sanders, Donald Trump, Elizabeth
Warren, random people [53], and lip-sync deep fake of Barack Obama. Notice that
in this low-dimensional representation, the POIs are well separated from each other.
This shows that the proposed correlations of action units and head movements can
be used to discriminate between individuals. We also note that this visualization
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Figure 2.3: Shown is a 2-D visualization of the 190-D features for Hillary Clinton
(brown), Barack Obama (light gray with a black border), Bernie Sanders (green),
Donald Trump (orange), Elizabeth Warren (blue), random people [53] (pink), and
lip-sync deep fake of Barack Obama (dark gray with a black border).

supports the decision to use a one-class support vector machine (SVM). In particular,
were we to train a two-class SVM to distinguish Barack Obama (light gray) from
random people (pink), then this classifier would almost entirely misclassify deep
fakes (dark gray with black border).

In the ideal world, we would build a large data set of authentic videos of an
individual and a large data set of fake videos of that same person. In practice,
however, this is not practical because it requires a broad set of fake videos at a time
when the techniques for creating fakes are rapidly evolving. As such, we train a
novelty detection model (one-class SVM [52]) that requires only authentic videos
of a POI. Acquiring this data is relatively easy for world and national leaders and
candidates for high office who have a large presence on video-sharing sites like
YouTube.
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The SVM hyper-parameters v and v that control the Gaussian kernel width and
outlier percentage are optimized using 10% of the video clips of random people taken
from the FaceForensics original video data set [53]. Specifically, we performed a
grid search over v and v and selected the hyper-parameters that yielded the highest
discrimination between the POI and these random people. These hyper-parameters
were tuned for each POI. The SVM is trained on the 190 features extracted from
overlapping 10-second clips. During testing, the input to the SVM sign decision
function is used as a classification score for a new 10-second clip [52| (a negative
score corresponds to a fake video, a positive score corresponds to a real video, and
the magnitude of the score corresponds to the distance from the decision boundary
and can be used as a measure of confidence).

We next report the testing accuracy of our classifiers, where all 10-second video
clips are split into 80:20 training:testing data sets, in which there was no overlap in
the training and testing video segments.

2.3 Results

The performance of each POI-specific model is tested using the POI-specific
comedic impersonators and deep fakes, Section 2.2.1. We report the testing accuracy
as the area under the curve (AUC) of the receiver operating characteristic (ROC)
curve and the true positive rate (TPR) of correctly recognizing an original at fixed
false positive rates (FPR) of 1%, 5%, and 10%. These accuracies are reported for
both the 10-second clips and the full-video segments. A video segment is classified
based on the median SVM score of all overlapping 10-second clips. We first present
a detailed analysis of the original and fake Barack Obama videos, followed by an
analysis of the other POlIs.

2.3.1 Barack Obama

Shown in top half of Table 2.2 are the accuracies for classifying videos of Barack
Obama based on 190 features. The first four rows correspond to the accuracy for
10-second clips and the next four rows correspond to the accuracy for full-video
segments. The average AUC for 10-second clips and full segments is 0.93 and 0.98.
The lowest clip and segment AUC for lip-sync fakes, at 0.83 and 0.93, is likely
because, as compared to the other fakes, these fakes only manipulate the mouth
region. As a result, many of the facial expressions and movements are preserved in
these fakes. As shown next, however, the accuracy for lip-sync fakes can be improved
with a simple feature-pruning technique.
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random comedic puppet-
people | impersonator | face-swap | lip-sync | master
190-features

10-second clip

TPR (1% FPR) 0.62 0.56 0.61 0.30 0.40
TPR (5% FPR) 0.79 0.75 0.81 0.49 0.85
TPR (10% FPR) 0.87 0.84 0.87 0.60 0.96
AUC 0.95 0.94 0.95 0.83 0.97
segment
TPR (1% FPR) 0.78 0.97 0.96 0.70 0.93
TPR (5% FPR) 0.85 0.98 0.96 0.76 0.93
TPR (10% FPR) 0.99 0.98 0.97 0.88 1.00
AUC 0.98 0.99 0.99 0.93 1.00

29-features

10-second clip

AUC 0.98 0.94 0.93 0.95 0.98
segment
AUC 1.00 0.98 0.96 0.99 1.00

Table 2.2: Shown are the overall accuracies for Barack Obama reported as the area
under the curve (AUC) and the true-positive rate (TPR) for three different false
positive rates (FPR). The top half corresponds to the accuracy for 10-second video
clips and full video segments using the complete set of 190 features. The lower-half
corresponds to using only 29 features.

To select the best features for classification, 190 models were iteratively trained
with between 1 and 190 features. Specifically, on the first iteration, 190 models were
trained using only a single feature. The feature that gave the best overall training
accuracy was selected. On the second iteration, 189 models were trained using two
features, the first of which was determined on the first iteration. The second feature
that gave the best overall training accuracy was selected. This entire process was
repeated 190 times. Shown in Figure 2.4 is the testing accuracy as a function of the
number of features for the first 29 iterations of this process (the training accuracy
reached a maximum at 29 features). This iterative training was performed on 10%
of the 10-second videos clips of random people, comedic impersonators, and all three
types of deep fakes.

With only 13 features the AUC nearly plateaus at an average of 0.95. Not
shown in this figure is the fact that accuracy starts to slowly reduce after including
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random comedic
people | impersonator | face-swap
Hillary Clinton
TPR (1% FPR) 0.31 0.22 0.48
TPR (5% FPR) 0.60 0.55 0.77
TPR (10% FPR) 0.75 0.76 0.89
AUC 0.91 0.93 0.95
Bernie Sanders
TPR (1% FPR) 0.78 0.48 0.58
TPR (5% FPR) 0.92 0.70 0.84
TPR (10% FPR) 0.95 0.84 0.92
AUC 0.98 0.94 0.96
Donald Trump
TPR (1% FPR) 0.30 0.39 0.31
TPR (5% FPR) 0.65 0.72 0.60
TPR (10% FPR) 0.77 0.83 0.74
AUC 0.92 0.94 0.90
Elizabeth Warren
TPR (1% FPR) 0.75 0.97 0.86
TPR (5% FPR) 0.91 0.98 0.91
TPR (10% FPR) 0.95 0.99 0.92
AUC 0.98 1.00 0.98

Table 2.3: Shown are the overall accuracies for 10-second video clips of Hillary
Clinton, Bernie Sanders, Donald Trump, and Elizabeth Warren. The accuracies are
reported as the area under the curve (AUC) and the true-positive rate (TPR) for
three different false positive rates (FPR).

30 features. The top five distinguishing features are the correlation between: (1)
upper-lip raiser (AU10) and 3-D horizontal distance between the corners of the mouth
(mouthy,); (2) lip-corner depressor (AU15) and mouthy; (3) head rotation about
the x-axis (pitch) and mouth,; (4) dimpler (AU14) and pitch; and (5) lip-corner
depressor (AU15) and lips part (AU25). Interestingly, these top-five correlations have
at least one component that corresponds to the mouth. We hypothesize that these
features are most important because of the nature of lip-sync fakes that only modify
the mouth region, and the face-swap, puppet-master, and comedic impersonators
are simply not able to capture the subtle mouth movements.

Shown in the bottom half of Table 2.2 is a comparison of the accuracy for the full
190 features and the 29 features enumerated in Figure 2.4. The bold-face values in
this table denote those accuracies that are improved relative to the full 190 feature
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Figure 2.4: The accuracy (as AUC) for comedic impersonator (black square), random
people (white square), lip-sync deep fake (black circle), face-swap deep fake (white
circle), and puppet-master (black diamond) for a classifier trained on between one
and 29 features as enumerated on the horizontal axis. In particular, the accuracy for
AU10-mouthy, corresponds to an SVM trained on only this feature. The accuracy for
AU15-mouthy, corresponds to an SVM trained on two features, AU10-mouth;, and
AU15-mouthy. Overall accuracy plateaus at approximately 13 features.

set. We next test the robustness of these 29 features to a simple laundering attack,
to the length of the extracted video clip, and to the speaking context.

Robustness

As mentioned earlier, many forensic techniques fail in the face of simple attacks
like recompression, and so we tested the robustness of our approach to this type of
laundering. Each original and fake video segments were initially saved at an H.264
quantization quality of 20. Each segment was then recompressed at a lower quality
of 40. The AUC:s for differentiating 10-second clips of Barack Obama from random
people, comedic impersonators, face-swap, lip-sync, and puppet-master deep fakes
after this laundering are: 0.97, 0.93, 0.93, 0.92, and 0.96, virtually unchanged from
the higher-quality videos (see Table 2.2). As expected, because our analysis does not
rely on pixel-level artifacts, our technique is robust to a simple laundering attack.

In order to determine the robustness to clip length, we retrained four new models
using clips of length 2, 5, 15, and 20 seconds. The average AUCs across all videos
are 0.80, 0.91, 0.97, and 0.98, as compared to an AUC of 0.96 for a clip-length of 10
seconds. As expected, accuracy drops for shorter clips, but is largely unaffected by
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clip lengths between 10 and 20 seconds.

The talking style and facial behavior of a person can vary with the context in
which the person is talking. Facial behavior while delivering a prepared speech,
for instance, can differ significantly as compared to answering a stressful question
during a live interview. In two followup experiments, we test the robustness of our
Obama model against a variety of contexts different than the weekly addresses used
for training.

In the first experiment, we collected videos where, like weekly addresses, Barack
Obama was talking to a camera. These videos, however, spanned a variety of
contexts ranging from an announcement about Osama Bin Laden’s death to a
presidential debate video, and a promotional video. We collected a total of 1.5 hours
of such videos which yielded 91 video segments of 1.3 hours duration and 21, 152
overlapping 10-second clips. The average accuracy in terms of AUC to distinguish
these videos from comedic impersonators, random people, lip-sync fake, face-swap
fake and puppet-master fake is 0.91 for 10-second clips and 0.98 for the full segments,
as compared to the previous accuracy of 0.96 and 0.99. Despite the differences in
context, our model seems to generalize reasonably well to these new contexts.

In the second experiment, we collected another round of videos of Obama in
even more significantly different contexts ranging from an interview in which he was
looking at the interviewer and not the camera to a live interview in which he paused
significantly more during his answer and tended to look downward contemplatively.
We collected a total of 4.1 hours of videos which yielded 140 video segments of 1.5
hours duration and 19, 855 overlapping 10-second clips. The average AUC dropped
significantly to 0.61 for 10-second clips and 0.66 for segments. In this case, the
context of the videos was significantly different so that our original model did not
capture the necessary features. However, on re-training the Obama model on the
original data set and these interview-style videos, the AUC increased to 0.82 and
0.87 for the 10-second clips and segments. Despite the improvement, we see that
the accuracy is not as high as before suggesting that we may have to train POI and
context specific models and/or expand the current features with more stable and
POlI-specific characteristics.

Comparison to FaceForensics++

We compare our technique with the CNN-based approach used in FaceForen-
sics++ [53] in which multiple models were trained to detect three types of face
manipulations including face-swap deep fakes. We evaluated the higher-performing
models trained using XceptionNet [58] architecture with cropped faces as input. The
performance of these models was tested on the real, face-swap deep fake, lip-sync
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Figure 2.5: Shown are sample frames for (a) real; (b) comedic impersonator; and (c)
face-swap for four POls.
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deep fake, and puppet-master deep fake Obama videos saved at high and low qualities
(the comedic impersonator and random people data sets were not used as they are
not synthesized content). We tested the models® made available by the authors
without any fine-tuning for our data set.

The per-frame CNN output for the real class was used to compute the accuracies
(AUC). The overall accuracies for detecting frames of face-swaps, puppet-master
and lip-sync deep fakes at quality 20/40 are 0.84/0.71, 0.53/0.76, and 0.50/0.50, as
compared to our average AUC of 0.96/0.94. Even though FaceForensics+-+ works
reasonably well on face-swap deep fakes, it fails to generalize to lip-sync deep fakes
which it has not seen during the training process.

2.3.2 Other Leaders/Candidates

In this section, we analyse the performance of SVM models trained for Hillary
Clinton, Bernie Sanders, Donald Trump, and Elizabeth Warren. Shown in Figure 2.5
are sample frames from videos collected for these four leaders (see Table 2.1). For
each POI, a model was trained using the full set of 190 features. Shown in Table 2.3
are the accuracies for classifying 10-second clips of Hillary Clinton, Bernie Sanders,
Donald Trump, and Elizabeth Warren. The average AUC for these POIs are 0.93,
0.96, 0.92, and 0.98.

2.4 Discussion

We described a forensic approach that exploits distinct and consistent facial
expressions to detect deep fakes. We showed that the correlations between facial
expressions and head movements can be used to distinguish a person from other
people as well as deep-fake videos of them. The robustness of this technique was
tested against compression, video clip length and the context in which the person is
talking. In contrast to existing pixel-based detection methods, our technique is robust
against compression. We found, however, that the applicability of our approach is
vulnerable to different contexts in which the person is speaking (e.g., formal prepared
remarks looking directly into the camera versus a live interview looking off-camera).
We propose to contend with this limitation in one of two ways. Simply collect a
larger and more diverse set of videos in a wide range of contexts, or build POI- and
context-specific models. In addition to this context effect, we find that when the
POI is consistently looking away from the camera, the reliability of the action units
may be significantly compromised. To address these limitations, we can augment our

Shttps://www.niessnerlab. org/projects/roessler2019faceforensicspp.html
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models with a linguistic analysis that captures correlations between what is being
said and how it is being said.
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Chapter 3

Detecting Deep Fakes from Facial
Appearance and Behavior

Face-swap deep fakes has been the most widely spread type of deep fakes on the
internet. One of the most prevalent use of face-swap deep fakes has been seen against
women, where more than 90% of the fakes are used for creating non-consensual
pornography. Here we describe a biometric-based forensic technique for detecting
face-swap deep fakes. This technique combines a static biometric based on facial
recognition with a temporal, behavioral biometric based on facial expressions and
head movements, where the behavioral embedding is learned using a CNN with a
metric-learning objective function. We show the efficacy of this approach across
several large-scale video datasets, as well as in-the-wild deep fakes !.

3.1 Introduction

The creation of non-consensual pornography was the first use of deep fakes,
and continues to pose a threat particularly to women, ranging from celebrities to
journalists, and those that simply attract unwanted attention [6]. In response, several
U.S. states have recently passed legislation trying to mitigate the harm posed by
this content, and similar legislation is being considered at the U.S. federal and
international levels. In addition, the democratization of access to sophisticated
technology to synthesize highly realistic fake audio, image, and videos promises to
add to our struggle to contend with dis- and mis-information campaigns designed
to commit small- to large-scale fraud, disrupt democratic elections, and sow civil

IThis work was first published as Detecting deep-fake videos from appearance and behavior in
WIFS, 2020 [59]
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unrest.

We describe a forensic technique to authenticate face-swap deep-fake videos
in which a person’s facial identity is replaced with another’s. The most common
approach to detecting these deep fakes leverages low-level pixel artifacts introduced
during the synthesis process. These approaches suffer from vulnerability to simple
counter-measures including trans-coding and resizing, and often struggle to generalize
to new synthesis techniques (see Section 1.1 for more details).

In contrast, in our approach we leverage a more fundamental flaw in deep fakes:
the face-swap deep fake is simply not the person it purports to be. In particular,
we combine a static biometric based on facial identity with a temporal, behavioral
biometric based on facial expressions and head movements. The former leverages
standard techniques from face recognition, while the latter leverages a learned
behavioral embedding using a convolutional neural network (CNN) powered by a
metric-learning objective function. These two biometric signals are used because
we observe that the facial behaviors in a face-swap deep fake remain those of
the original individual, while the facial identity is of a different individual. By
matching the behavioral and facial identities against a set of authentic reference
videos, inconsistencies in the matching identities can reveal face-swap deep fakes.
Our experimental results against thousands of unique identities spanning five large
datasets support this hypothesis.

Our behavioral model is constructed by stacking together static FAb-Net fea-
tures [60] over time (four seconds). By combining many FAb-Net features, which
themselves capture static head pose, facial landmarks, and facial expression, we are
able to capture spatiotemporal behaviors. Unlike previous chapter for modeling
spatiotemporal human behavior that required a specific model for each person, we
will show that the metric-learning objective used by our CNN to learn this behavioral
feature allows us to build a generic model that can be trained on one group of people
in one dataset and generalize to previously unseen people in different datasets. We
summarize our primary contributions as:

e a novel spatiotemporal behavior model for capturing facial expressions and
head movement that generalizes to previously unseen people;

e a novel combination of appearance and behavioral biometrics for detecting
face-swap deep-fake videos;

e a large-scale evaluation across five large data sets consisting of thousands of
real and deep-fake videos, the results of which show that our approach is highly
effective at detecting face-swap deep fakes; and
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e an analysis of the underlying methodology and results that provides insight into
the specific nature of the learned features, and the robustness of our approach
across different datasets, manipulations, and qualities of deep fakes.

In the next section, we describe our methods in detail and show the efficacy of
our approach across five large-scale video datasets, as well as in-the-wild deep fakes.

3.2 Methods

We begin by describing the five datasets used for validation and analysis. We next
describe two biometric measurements that underlie our forensic detection scheme.
These include a biometric based on temporal behavioral (facial expressions and head
movements) and a biometric based on static facial features.

3.2.1 Datasets

The world leaders dataset (WLDR) [50] consists of several hours of real videos
of five U.S. political figures, their political impersonators, and face-swap deep fakes
between each political figure and their corresponding impersonator. We augmented
this dataset with five new U.S. political figures.

The FaceForensics++ dataset (FF) [53] consists of 1000 YouTube videos of 1000
different people, mostly news anchors and video bloggers. Each video was used
to create four types of deep fakes: DeepFake, FaceSwap, Face2Face, and Neural
Textures. We only use the first two categories of fakes as only these are face-swap
deep fakes. After removing videos with multiple people or with identities overlapping
to other datasets, we were left with 990 real videos and the corresponding 1980
deep-fake videos.

The DeepFake Detection dataset (DFD) [61] by Google/Jigsaw consists of 363
real and 3068 face-swap deep fakes of 28 paid and consenting actors. Each individual
was made to perform tasks like walking, hugging, talking, etc. in different expressions
ranging from happy, to angry, neutral, or disgust. For our analysis, we selected
only those videos where the individual was talking, resulting in 185 real and 1577
deep-fake videos.

The Deep Fake Detection Challenge Preview dataset (DFDC-P) [62] consists
of 1131 real and 4113 face-swap deep fakes videos of 66 consenting individuals of
various genders, ages and ethnic groups. It is one of the largest deep fake dataset
with videos of various quality, viewpoints, lighting conditions and scenes.

The Celeb-DF (Ver. 2) dataset (CDF) [63] is currently the largest publicly
available deep-fake dataset. It is reported as containing 5639 face-swap deep fakes
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generated from 590 YouTube videos of 61 celebrities speaking in different settings
ranging from interviews, to TV-shows, and award functions (we, however, only
identified 59 unique identities in the downloaded dataset).

For each identity in the WLDR, DFD, and DFDC-P datsets, a random 80% of the
real videos are used for the reference set and the remaining 20% are used for testing.
In these three datasets there were sufficient videos of each individual in similar
contexts. In contrast, the FF and CDF datasets had either only a small number of
videos per individual or the context for each individual varied drastically. For these
two datasets, therefore, we take a different approach to creating the reference/testing
sets. In particular, each real video is divided in half, the first half of which is used
for reference, and the second half used for testing. Similarly, we split each fake video
in half, discard the first half and subject the second half to testing. The first half
is discarded because the real counterpart of this video is used for reference, thus
avoiding any overlap in utterances between the reference and testing. We recognize
that this split is not ideal as video halves are not independent, but as we will see
below, there is little difference in the results between the 80/20 splits and these
50/50 splits.

Each reference and testing video is re-saved at a frame-rate of 25fps (and a ffmpeg
quality of 20). This consistent frame-rate allows us to partition each video into
overlapping 4-second clips, each of 100 frames, with a 5-frame sliding window.

3.2.2 Behavior

FAb-Net nicely captures the frame-based facial movements and expressions but
is, by design, identity-agnostic. We seek to learn a modified embedding that both
captures facial movements and expressions, but also distinguishes these features
across individuals. That is, starting with the static FAb-Net features, we learn a
low-dimensional mapping that encodes identity-specific spatiotemporal behavior.

Given FAb-Net feature matrices for n, t-frame video clips X1, ..., X,, with identity
labels y1,...,yn, we learn a mapping f(-) : R¥ — R? that projects X; to an
embedding space such that the similarity S;; between f(X;) and f(X;) is high if
y; = y; (positive sample) and S;; is low if y; # y; (negative sample). Because, the
output f(X;) is normalized to lie on a unit sphere, a cosine similarity, between two
vector-based representations, is used to compute S;;.

To learn the mapping f(-), a CNN is trained with a multi-similarity metric-
learning objective function [64]. Following the approach in [64], the loss for a
mini-batch is computed as follows. First, for every input X;, hard positive and
negative samples are selected. For hard negative samples (where y; # y;), a sample
X is selected if S;; > min{S;; — €}, for all k such that y; = y;, and where € is a
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small margin. This formulation selects the most confusing negative samples whose
similarity with the input is larger than the minimum similarity between the input
and all positive samples. Similarly, for hard positive samples (where y; = y;), a
sample X is selected if S;; < max{S;, + €}, for all k such that y; # yi. Here, the
most meaningful positive samples are selected by comparing to the negative samples
most similar to the input.

A soft weighting is then applied to rank these selected samples according to their
importance for learning the desired embedding space. For a given input X;, let N;
and P; represents the selected negative and positive samples that are weighted as
follows:

eB(Sij—X) A e~ (Sij—=A)
W, = and w;. = ) 3.1
9T T Dy PO IR v
where «, (8, and A are hyper-parameters. Finally, the loss £ over a mini-batch of
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By performing supervised training using the identity labels in the training data,
the network is encouraged to learn an embedding space that clusters the biometric
signatures by identity.

Our model is trained on the VoxCeleb2 dataset [65], containing over a million
utterances from 5,994 unique identities. The size of the input feature matrix is fixed
to t = 100, corresponding to a 4-second video clip at 25 frames/second (this clip size
was selected as it was the minimum clip size of the VoxCeleb2 utterances). We used
the ResNet-101 network architecture [66], where the input layer of the network is
modified to the size of our feature matrix (256 x 100). A fully-connected output
layer of size d = 512 is added on top of this network, forming our final feature vector,
which is normalized to be zero-mean and unit-length before computing the loss. We
name this network Behavior-Net.

The CNN training is performed for 10,000 iterations with a mini-batch of size
256. Following [64], in each mini-batch, 32 identities are randomly selected, for
which eight utterance videos (each of variable length) are randomly selected, from
which a randomly selected 100-frame sequence is extracted. All other optimization
hyper-parameters are the same as in [64].

Even though the Behavior-Net features are trained only on the VoxCeleb2 dataset,
as described below, these features will be used to classify different identities across
different datasets. This generalizability is both practically useful and suggests that
the underlying Behavior-Net captures intrinsic properties of people.
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Figure 3.1: An overview of our authentication pipeline (see Section 3.2.4).

3.2.3 Appearance

Rapid advances in deep learning and access to large datasets have led to a
revolution in face recognition. We leverage one such fairly straight-forward approach,
VGG [67], a 16-layer CNN trained to perform face recognition on a dataset consisting
of 2,622 identities. VGG yields a distinct 4096-D face descriptor per face, per video
frame. These descriptors are averaged over the 100 frames of the 4-second video clip
to yield a single facial descriptor.

Faces for this facial biometric and the behavioral biometric are extracted using
OpenFace [54]. Once localized and extracted from a video frame, each face is aligned
and re-scaled to a size of 256 x 256 pixels.

3.2.4 Authentication

Given a authentic 4-second video clips for all unique identities, two reference
sets are created with the VGG facial and Behavior-Net features. Define F; to be
the 4096 x m; real-valued matrix consisting of the VGG features for m; video clips
of identity 7. Similarly, define B; to be the 512 x m; real-valued matrix consisting
of the Behavior-Net features for the same m; video clips, also of identity 7. Each
column of the matrices F; and B; contains the VGG and Behavior-Net features for a
single video clip.

Given these reference sets, a previously unseen 4-second video clip is authenticated
as follows. First, extract the facial and Behavior-Net features, f € R40% and b € R%12,
Next, find the identities, ¢y and 4 in the reference sets with the most similar features



3.3. RESULTS 29

Average WLDR FF DFD DFDC-P CDF
real 96.5% 99.6%  99.2% 93.1% 93.1% 97.6%
fake 91.8% 95.8%  98.7% 93.2% 71.7% 99.4%
average 94.2%  97.7%  98.9% 93.2%  82.4%  98.5%

Table 3.1: Classification accuracies corresponding to the ROCs in Fig. 3.2 at a fixed
threshold of 7; = 0.86.

using a cosine-similarity metric:

iy = argmax{max(ft - F)} and i, = argmax{max(l;t B} (3.3)

K3 3

With these matched identities, a video clip is classified as real or fake following two
simple rules (see also Fig. 3.1):

1. A video clip is classified as real if the facial and Behavior-Net identities are
the same, iy = 4, and if the facial similarity is above a specified threshold,

cy >= Ty, where ¢; = max( ft - F;,) (i.e., a close facial match is found).
2. A video clip is classified as fake if either

(a) the matched identities are different, i # iy, or
(b) the facial similarity is below threshold, ¢y < 7y.

The rationale for the asymmetric treatment of the facial and Behavior-Net similarities
is that in a face-swap deep fake, the facial identity of a person is modified but
typically not the behavior. As a result, it is possible for a person’s facial identity to
be significantly different in a test video than in their reference videos, in which case,
we should not be confident of the facial identity match.

3.3 Results

We describe the overall accuracy of detection followed by an analysis of robustness
and relative importance of the appearance and behavioral features;

3.3.1 Identification

Shown in Fig. 3.2 are the receiver operating curves (ROC) for each of the five datasets
enumerated in the previous section, along with the average across all datasets. The
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Figure 3.2: Shown are receiver operating curves (ROC) for each of five datasets and
the average across all datasets (top-left panel). The green/red curves correspond to

the accuracy of classifying real /fake videos. The horizontal axis corresponds to the
VGG threshold (7y).

green/red curves correspond to the accuracy of classifying real/fake videos. The horizontal
axis corresponds to the facial VGG threshold (7¢) used in determining if a video clip should
be classified as real or fake (see Section 3.2.4 and Fig. 3.1).

As expected, as the threshold increases, the detection accuracy for fake (red) increases
while the detection accuracy for real (green) decreases, particularly dramatically for thresh-
old 74 values that approach the maximum value of 1.0. Recall that these accuracies are on
a single 4-second clip.

The cross-over accuracies in Fig. 3.2 are 95.5% (Average), 97.3% (WLDR), 99.1% (FF),
93.1% (DFD), 88.4% (DFDC-P), and 98.3% (CDF). These cross-over points, however, come
at varying 7y threshold values. Shown in Table 3.1 is the detection accuracy, ranging from
82.4% for DFDC-P to 98.9% for FF, for a fixed threshold of 74 = 0.86.

Note that the accuracy for the DFDC-P is unusually low. This is because many of
the fake videos in this dataset failed to convincingly map the facial appearance of the
desired source identity into the target video. Shown in Fig. 3.3 is a representative example
of this problem. Shown is one frame from the source video, one frame from the target
video, and the corresponding frame from the face-swap deep-fake video in which the source
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source fake (face-swap) target

Figure 3.3: Shown is an example frame of a face-swap deep fake (second panel) from
the DFDC-P dataset, in which the source identity (first panel) should be mapped
onto the target (third panel), which is clearly not the case in this example. Shown
in the fourth panel is the dimensionality-reduced visualization of the 4096-D VGG
features from all the identities (gray), source identity (green), target identity (blue),
and the face-swap identity (red). This visualization shows that the source identity is
not successfully mapped onto the deep fake (see also Fig. 3.4).

identity should be mapped into the target video. In this example drawn from the DFDC-P
dataset, we can clearly see that the source identity was not mapped into the target video,
but rather continues to look like the target. Shown in Fig. 3.4 is confirmation that this
problem persists throughout the DFDC-P dataset. In particular, shown in the first and
third columns are, for each dataset, the distribution of similarities in facial identities (as
measured by the facial VGG cosine similarity) between all faces in the fake videos and their
corresponding source identities. Shown in the second and fourth columns are the similarity
in facial identities all faces in the fake videos and their corresponding target identities. In a
successful face swap, in which the identity in the target is replaced with that in the source,
the facial similarity between the source and fake should be higher than the target and fake.
Correspondingly, for each dataset, except DFDC-P, the average facial similarity of the
fakes is higher relative to the source than the target. For the DFDC-P dataset, however,
the fakes are on average closer to the target than the source. This difference accounts for
the low accuracy on the DFDC-P dataset as both behavior and appearance of the fakes
correspond to the target identity and are thus classified as real by our algorithm. Although
this effect is most pronounced in the DFDC-P dataset, the DFD dataset also suffers from
a similar problem, failing to convincingly map the source to the target identity. These
failures justify our use of a confidence threshold in the facial similarity matching (case 2(b)
in Section 3.2.4).

We next evaluate our detection algorithm against three in-the-wild, face-swap deep-fake
videos downloaded from YouTube. These three deep fakes were created using the following
source and target combinations: 1) Steve Buscemi mapped onto Jennifer Lawrence 2; 2)

2https://www.youtube.com/watch?v=VWrhRBb-1Ig
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WLDR FF DFD DFDC-P CDF
Protecting World Leaders [50] 0.93 - — - -
2-stream 36| - 0.70  0.52 0.61 0.53
XceptionNet-c23 [63] - 0.99 0.85 0.72 0.65
Head Pose [44] - 0.47  0.56 0.55 0.54
MesoNet [68] ~ 084 076 075  0.54
Face Warping [40] - 0.80 0.74 0.72 0.56
Ours: Appearance and Behavior 0.99 0.99 0.93 0.95 0.99

Table 3.2: Comparison of our approach with previous work over multiple bench-
marks [63]. The reported values correspond to the AUC. Although not a perfect
comparison due to significantly different underlying methodologies, our approach
does perform well. The FF dataset in this comparison consists of the FaceSwap and
Deepfake categories.

Tom Cruise mapped onto Bill Hader 3; and 3) Billie Eilish mapped onto Angela Martin 4.
Because, only Jennifer Lawerence was already in our reference set (CDF), real videos for
the other five identities were downloaded from YouTube to augment our reference set. This
included three minutes of videos of Angela Martin from The Office and 20 minutes of
interview videos for each of Billie Eilish, Steve Buscemi, Bill Hader, and Tom Cruise. The
accuracy rate for each of these face-swap deep fakes is 100%.

Lastly, shown in Table 3.2 is a comparison of our detection accuracy, measured using
area under the curve (AUC), to six previous deep-fake detection schemes. Our scheme
outperforms or is equal to previous approaches across all datasets. Note, however, that this
is not a perfect comparison because our approach has access to a reference set of only real
videos to compare against, as compared to these other fully-supervised approaches with
access to real and fake reference videos.

3.3.2 Analysis

Our Behavior-Net feature was designed to capture spatiotemporal behavior, while the
VGG feature captures facial identity. Here we analyze our results in more detail to ensure
that these two features are not entangled and that the Behavior-Net does in fact capture
temporal properties not captured by the static FAb-Net features.

In the first analysis, we show that Behavior-Net does in fact capture behavior and not
just a person’s facial identity. Shown in Fig. 3.5(a) are the distributions of Behavior-Net
similarities between source (blue)/target (orange) identities relative to their face-swap deep

Shttps://www.youtube.com/watch?v=r1jng79abxc
‘https://www.instagram.com/p/B61XvI1IU92/
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Figure 3.4: The distributions in the first and third column correspond to the facial
similarity between the faces in the source and fake videos (as computed by the cosine
similarity between corresponding VGG features). The distributions in the second
and fourth column correspond to the facial similarity between the faces in the target
and fake videos. In a successful face-swap deep fake, the source to fake similarity will
be higher than the target to fake similarity, as is the case for the WLDR dataset. For
the DFDC-P dataset, however, these distributions are reversed (see also Fig. 3.3).
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fakes (recall that a face-swap deep fake is created by mapping an identity in a source video
to a target video). The similarity of the target behavior relative to the face-swap deep fakes
is much higher than the source, meaning that even though the facial identity in the deep
fake matches the source, the behavioral identity still matches the target. This indicates
that the Behavior-Net is capturing more information than just facial identity.

In the second analysis, we show that Behavior-Net captures identity-specific behaviors
and not just identity-agnostic expressions or behaviors. This analysis is based on the
real videos in the DFD dataset, where each of the 28 actors were recorded talking in
different contexts ranging from a casual conversation sitting on a couch to a speech at a
podium. Each of these contexts captured a specific facial expression ranging from neutral,
to angry, happy, and laughing. And, each of these contexts were recorded twice, once with
a still camera and once with moving camera. Shown in Fig. 3.5(b) are the distributions of
Behavior-Net similarities between the same person in the same context (blue), the same
person in different contexts (orange), and different people in the same context (green).
When different people are recorded in the same context, we see that their Behavior-Net
features are not similar, indicating that Behavior-Net captures identity-specific behaviors
and not just specific contexts. At the same time, however, we see, that context can change
an individual behavior (the orange vs. blue distributions). For example, a person is likely
to have a different behavior when they are speaking casually to their friends as opposed to
giving a formal speech to a large crowd. Nevertheless, our Behavior-Net captures identity-
specific behaviors, albeit somewhat context dependent. Shown in Fig. 3.5(c) are the same
distributions as in panel (b) but for only the static FAb-Net features. The distributions for
the same person in the same context (blue), the same person in different contexts (orange),
and different people in the same context (green) are all nearly identical, revealing that the
static FAb-Net features does not capture identity-specific information.

In the third analysis, we analyse the amount of data required to build a reference set
for an individual. For this analysis, the same reference set as before was used for the
identities in FF, DFD, DFDC-P, and CDF. For the identities in the WLDR dataset (the
only one with hours of video per person), the reference sets consists of between 1 and 2000
randomly selected 4-second clips. With 2, 30, 50, 100, 1000, and 2000 video clips, the
average detection accuracy for identities in the WLDR. dataset are 65.4%, 92.2%, 93.2%,
94.0%, 97.3%, and 97.7%, respectively. This rapid increase in accuracy and leveling off
shows that large reference sets are not needed, assuming, again, that the context in which
the individual is depicted is similar.

In this fourth, and final, analysis, we analyse the robustness of classification against a
simple compression laundering operation. The video clips in our reference and testing sets,
Section 3.3.1, are each encoded at a relatively high ffmpeg quality of qp=20 (the lower
this value, the higher the quality). Each testing video clip was recompressed at a lower
quality of qp= 40 and classified against the original reference set. For the same threshold
(14 = 0.86), the average detection accuracy remains high at 94.5% (WLDR), 98.1% (FF),
93.2% (DFD), 80.9% (DFDC-P), and 93.3% (CDF). These results are almost identical to
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(a) (b) (c)

Figure 3.5: Shown in panels (a) and (b) are the distributions of spatiotemporal
behavior similarity, measured as the cosine similarity between Behavior-Net feature
vectors. Shown in panel (c) is the distribution of spatial FAb-net similarity. See text
for a detailed explanation of each panel.

the high-quality videos in Table 3.1.

3.4 Discussion

We have developed a novel technique for detecting face-swap deep fakes. This technique
leverages a fundamental flaw in these deep fakes in that the person depicted in the video is
simply not the person that it purports to be. We have shown that a combination of a facial
and behavioral biometric is highly effective at detecting these face-swap deep fakes. Unlike
many other techniques, this approach is less vulnerable to counter attack and generalizes
well to previously unseen deep fakes with previously unseen people.

Our forensic technique should generalize to so-called puppet-master deep fakes in which
one person’s facial expressions and head movements are mapped onto another person.
These deep fakes suffer from the same basic problem as face-swap deep fakes in that the
underlying behavior of the person is not that who it purports to be. As such, our combined
facial and behavioral biometric should be able to detect these deep fakes.

We will, however, likely struggle to classify so-called lip-sync deep fakes in which only
the mouth has been modified to be consistent with a new audio track. The facial identity
and the vast majority of the behavior in these deep fakes will be consistent with the person
depicted. To overcome this limitation, we seek to customize our behavioral model to learn
explicit inconsistencies between the mouth and the rest of the face and/or underlying audio
signal.

There is little question that the arms-race of synthesis and detection will continue.
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While it may not be possible to entirely stop the creation and distribution of deep fakes,
our, and related approaches, promise to make the creation of convincing deep fakes more
difficult and time consuming. This will eventually take it out of the hands of the average
person and relegate it to the hands of a fewer and fewer experts. While the threat of deep
fakes will remain, this will surely be a more manageable threat.
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Chapter 4

Detecting Deep Fakes from Aural
and Oral Dynamics

A face-swap deep fake replaces a person’s face — from eyebrows to chin — with another
face. A lip-sync deep fake replaces a person’s mouth region to be consistent with an
impersonated or synthesized audio track. An overlooked aspect in the creation of these
deep-fake videos is the human ear. Statically, the shape of the human ear has been shown
to provide a biometric signal. Dynamically, movement of the mandible (lower jaw) causes
changes in the shape of the ear and ear canal. While the facial identity in a face-swap deep
fake may accurately depict the co-opted identity, the ears belong to the original identity.
While the mouth in a lip-sync deep fake may be well synchronized with the audio, the
dynamics of the ear motion will be de-coupled from the mouth and jaw motion. We describe
a forensic technique that exploits these static and dynamic aural properties .

4.1 Introduction

Here we describe a high-level forensic technique to detect lip-sync and face-swap deep
fakes. Most of the focus on creating deep-fake videos has been on facial expressions, the
mouth, and audio-video synchronization. The creation of a lip-sync deep fake, for example,
requires a detailed synthesis of the mouth region, teeth, and tongue, all the while making
sure the mouth is properly synthesized with the audio and spoken phonemes. An overlooked
aspect in the creation of these deep-fake videos is the human ear.

The reason for this is probably two-fold. The structure and movement of the human
ear is complex, and it is likely our attention is not drawn to a person’s ear when they are
talking. Eye tracking studies on face perception have consistently revealed a Y-shaped

IThis work was first published as Detecting deep fakes from aural and oral dynamics in CVPRW,
2021 [69]
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Figure 4.1: The human ear and a few of its parts.

pattern of fixations over the eye, nose and mouth regions [70,71]. Janik et al. [72]| found
subjects spend 40% of the time looking at the eyes while free viewing facial photographs.

Both statically — the shape of the human ear provides a biometric signal [73-77] — and
dynamically — movement of the mandible (lower jaw) causes changes in the shape of the
ear and ear canal [78-80| — the human ear provides a rich source of forensic information.
Specifically, while the facial identity in a face-swap deep fake may accurately depict the
co-opted identity, the ears belong to the original identity. And, while the mouth in a
lip-sync deep fake may be well synchronized with the audio, the dynamics of the ear motion
will be de-coupled from the mouth and jaw motion. We describe a forensic technique that
exploits these static and dynamic aural properties.

Biometric identification based on aural features has a well-established literature dating
back as far as the 1890s [73-77|. The general, albeit not unanimous, conclusions today is
certain aural features are distinct and stable over a person’s lifetime. It remains unclear,
however, if these aural features are distinct enough to work on a large scale, and if extraction
of these features is sufficiently robust to work in the wild. For our purposes of deep-fake
detection, however, the demands of distinctiveness are significantly less than in a biometric
setting, and with our focus on video, feature extraction should be more robust than from
only a single image.

In the next section, we place our work in context relative to previous forensic techniques.
We then describe our underlying methodology and show the efficacy of our approach across
simulated lip-sync deep fakes, production-quality deep fakes, and in-the-wild deep fakes.
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Figure 4.2: Shown in the first two rows are three equally-spaced frames in which the
subject is speaking. Shown in each panel is a tracked Bezier curve corresponding to
the ear’s helix and lobule (larger outer curve) and tragus (smaller inner curve). The
small vectors along each curve correspond to the estimated local motion (scaled by
5x), revealing how the ear moves during speech. Facial expressions such as raised
eyebrows, smiling, and surprise induce similar aural motion. Shown in the lower
panel is the measured horizontal lobule motion (red, dashed) and vertical lip distance
(black, solid), revealing a correlation (r = 0.34) between these two signals.
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video total minimum | maximum

(count) | (seconds) | (seconds) | (seconds)
Joe Biden 21 769 12 59
Angel Merkel 10 228 12 42
Donald Trump 16 o247 16 54
Mark Zuckerberg 17 484 20 29

Table 4.1: The number of videos in our data set, along with the total, minimum,
and maximum video duration for each of four individuals.

4.2 Methods

We describe the dataset and aural dynamics methodology, followed by the aural biometric
methodology.

4.2.1 Datasets

A total of 64 videos were downloaded from YouTube of Joe Biden, Angela Merkel,
Donald Trump, and Mark Zuckerberg. These videos spanned in length between 12 and 59
seconds, Table 4.1. We ensured the left or right ear was visible throughout each video. For
each frame of each video, we measured the aural motion, the vertical distance between the
lips, and the audio RMSE. Due to large head movements, the feature tracking occasionally
failed (4-5 times per video) and was corrected by manually re-annotating the necessary
features.

In a lip-sync deep fake, the mouth movements of an existing video are modified to
match a new audio. We used the following three strategies to generate such lip-sync deep
fakes: (1) a lip-sync deep fake is simulated by simply correlating the aural movements from
one video segment to the oral signal from a randomly selected segment of the same length;
(2) visually compelling lip-sync deep fakes were generated for Biden, Merkel, Trump, and
Zuckerberg, in which the mouth region is GAN-synthesized to be consistent with a new
audio and optimized for visual quality and temporal coherence (courtesy of Kristof Szabo,
Zoltan Kovacs, and Dominik Mate Kovacs). A total of six fakes were created for each of
the four identities by swapping the original audio with a randomly selected audio from
the same individual; and (3) three in-the-wild lip-sync deep fakes were downloaded from
YouTube and Instagram, two for Donald Trump 2 and one for Mark Zuckerberg 3.

’https://www.instagram.com/p/ByPhCKuF22h/, https://youtu.be/VWMEDacz3L4
3https://youtu.be/cnUdOTpuoXI
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Figure 4.3: Shown are (a) a single video frame where the face has been tracked,
aligned, and cropped; (b) 35 manually annotated aural landmarks; (c¢) 100 points on
each of two Bezier fitted curves; (d) rotated and cropped ear; and (e) three regions
from which local aural motion are averaged.

4.2.2 Aural Dynamics

The human ear has three primary sections: the inner- and middle-ear, and the outer-ear
consisting of visible features like the lobule, tragus, and helix, Figure 4.1. Movement in the
ear canal — connecting the outer-ear and middle-ear — has been studied in relationship with
the movement of the mandible (lower jaw) [78-80]. Additional studies reveal the middle
ear muscles to be responsive to face and head movements, onset of vocalization, yawning,
swallowing, coughing, and laughing [81].

We observe such physiological movements in the middle ear can also be observed in
movements of the outer-ear’s lobule, tragus, and helix, Figure 4.2. We hypothesize that
because deep fakes focus on the synthesis of the face, these aural movements will be absent
or disrupted in deep fakes. We next describe techniques for measuring aural motion and
correlating this motion to oral signals consisting of facial movements and auditory signals.

We describe the estimation of aural motion in a video in which it is assumed a single
person is talking with their left or right ear visible throughout the video segment. This
estimation is composed of four parts, as enumerated below.

Face Alignment: For each video frame, 68, 2D facial landmarks are extracted using
Dlib [82]. Using these landmarks, the face in each frame is aligned such that the endpoints
of the jaw (landmarks 0 and 16) lie on a horizontal line, are scaled to have a fixed distance of
164 pixels, and translated to a fixed location (pixel locations (46,90) and (210,90)). After
this alignment, a 256 x 256 pixel region is cropped around the face and ears, Figure 4.3(a).

Feature Tracking: In order to localize the ears in each frame, we begin by manually
annotating 35 aural landmarks on the first aligned video-frame. The first set of 20 landmarks
are on the outer portion of the ear, from the helix to the lobule, and the remaining set of 15
landmarks are around the tragus, Figure 4.3(b). We fit to each of these sets of landmarks,
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a Bezier curve of order 8 and 10, respectively. A total of 100 points are uniformly sampled
from each of these curves, Figure 4.3(c). Lastly, the 200 Bezier points are tracked across all
frames using the Kanade-Lucas-Tomasi (KLT') tracker [83].

Aural Alignment: In order to measure the local aural motion due to facial expressions
and speech, we first eliminate the global motion due to head movements. In each frame, the
tracked aural landmarks are affine-aligned to the landmarks in the previous frame. Each
frame is then rotated such that the axes of the bounding box containing all of the aural
landmarks are parallel to the image axes, Figure 4.3(d).

Motion Estimation: The local aural motion due to facial expressions and speech is
estimated using dense optical flow between each consecutive aligned frames. The average
2D motion in the horizontal and vertical directions is computed in three aural regions
around the helix, tragus, and lobule, Figure 4.3(e), yielding a total of six estimated aural
motions. We next describe how these motions are correlated to oral signals consisting of
facial expressions and speech.

Aural/Oral Correlations: We observe the per-frame aural movements are correlated to
the per-frame vertical distance between the lips (i.e., the openness of the mouth) and audio
root mean square energy (RMSE) (i.e., the loudness of the speech). While there are other
facial and auditory correlations, we focus here on just these two. For each video frame,
68, 3D facial landmarks are estimated using the OpenFace toolkit [54]. The landmarks
corresponding to the center of the top and bottom lip (landmarks 51 and 57) are used to
compute vertical distance between the lips.

The audio RMSE is measured using the open-source python package LibROSA [84]
over a sliding 0.032-second window and a hop length of 0.033 seconds. Given an audio with
16kHz sampling rate and a corresponding video of 30 fps, this yields a single audio RMSE
value for each video frame.

The Pearson correlation between the horizontal and vertical aural motion in each of
three ear regions and the above two oral signals is computed over a sliding 10-second segment
with a 0.033-second shift. This yields a total of 12 correlations per each video segment.
Shown in Figure 4.2 (bottom panel) is a representative example of the measured tragus
horizontal movement (red) and lip vertical distance (black), from which the correlation is
computed.

4.2.3 Aural Biometrics

The aural dynamics described above are designed to detect lip-sync deep fakes in which
the aural and oral signals are desynchronized. In a face-swap deep fake, however, these
signals are likely to be consistent with the original speaker. But, in a face-swap deep fake
the ears in the video belong to the original identity and not to the person it purports to
depict. As a result, we can leverage aural biometrics to verify the true identity in the video.
There is a significant literature on aural biometrics including 2D, image-based features [85],
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Biden | Merkel | Trump | Zuckerberg
training (all) | 0.97 0.90 0.93 0.87
simulated | 0.97 0.82 0.93 0.87
GAN-generated | 0.78 0.90 0.98 0.78
in-the-wild — — 0.70 0.71
training (ind) | 0.99 0.96 0.99 0.97
simulated | 0.96 0.80 0.98 0.86
GAN-generated | 0.97 0.85 0.97 0.82
in-the-wild — — 0.76 0.77

Table 4.2: The performance (reported as area under the curve, AUC) for a single
model trained on all four individuals (top), and separate models trained on each
individual (bottom). All video segments are 10 seconds in length. Results are
reported for the training dataset, and three different types of fakes: simulated,
GAN-generated, and in-the-wild.

3D model-based features [86], and learned features [87].

Here we adopt a simple approach based on 2D, image-based features which capture the
general shape of the ear. Any of a number of other techniques would be equally viable. In
our approach, we first manually annotate 20 landmarks equally spaced from the helix to
the lobule, and another 15 landmarks equally spaced around the tragus, Figure 4.7(c). The
overall shape of the helix and tragus are characterized using two Bezier curves of order 8
and 10.

The shape of an ear is compared for similarity to a reference ear by first aligning
the 35 aural landmarks, as described in the previous section. Because the ear may be
imaged from any camera angle, the resulting perspective projection can significantly alter
its appearance in the image. We assume, therefore, a reference ear in which the ear is
parallel to the imaging plane, thus minimizing any perspective distortion. The comparison
ear is then aligned to this reference ear using a planar homography [88| applied to the 35
aural landmarks. Although the ear is not perfectly planar, this homography is reasonable
given the relatively small depth change along the ear as compared to a typical distance to
the camera.

Once aligned, two ears are compared for similarity by measuring the average Fuclidean
distance between 100 equally sampled points on each of two Bezier curves and their closest
point in the reference ear. This average distance is used as our measure of biometric
similarity between two ears.
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Figure 4.4: Shown are the distribution of correlations between audio (left) and lip
vertical distance (right) and the horizontal motion of three aural areas. From top
to bottom are the results for four individuals, and simulated fakes. While the fakes
have no correlation, we see strong, but not necessarily consistent, correlations across
individuals.
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Figure 4.5: Shown are the distribution of correlations between audio (left) and lip
vertical distance (right) and the vertical motion of three aural areas. From top to
bottom are the results for four individuals, and simulated fakes. While the fakes
have no correlation, we see strong, but not necessarily consistent, correlations across
individuals.

4.3 Results

4.3.1 Aural Dynamics

For all Biden, Merkel, Trump, and Zuckerberg videos, the distribution of audio, facial,
and aural correlations are shown in Figures 4.4 and 4.5. These correlations are computed
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between the horizontal (Figure 4.4) and vertical (Figure 4.5) motion in the helix, tragus,
or lobule with the facial (lip vertical) or audio (RMSE) signal. Shown in the last row of
these figures are the correlations for simulated fakes in which the aural movements from
one video segment are paired to the oral signal from a randomly selected video segment.

The nature of the correlations are somewhat person-specific. For horizontal aural
motion, for example, the tragus motion is strongly positively correlated with audio for
Trump, but weakly negatively correlated for Biden, Merkel, and Zuckerberg. Similarly,
the horizontal lobule motion is strongly negatively correlated for Trump, but not for the
others. Additionally, the horizontal tragus motion is positively correlated to the lip vertical
distance for Biden, Merkel, and Zuckerberg, but not Trump. For vertical aural motion, this
basic pattern continues. The tragus motion is strongly negatively correlated with audio for
Trump, but not for the others.

By comparison, in all cases, the simulated fakes (last row of Figures 4.4 and 4.5), we
see a complete lack of correlation between these aural and oral signals.

In order to evaluate the efficacy of these dynamic aural features to detect lip-sync deep
fakes, a linear classifier is trained as follows. For each individual, the available videos are
split into non-overlapping, 80%/20% training and testing sets. A logistic regression model
is trained on the 12 aural/oral correlations for the original videos and simulated-fake videos.
This model was then evaluated on the testing original videos, and all three types of fake
videos: simulated, GAN-generated, and in-the-wild.

Shown in Table 4.2 (top), is the average accuracy reported as the area under the curve
(AUC) for 20 random training/testing splits. The average training AUC is 0.91, and the
average testing AUC is 0.84, ranging from a low of 0.70 for the Trump in-the-wild fakes,
to a high of 0.98 for the GAN-generated Trump fakes. This predictor was trained on all
four identities. As we saw in Figures 4.4 and 4.5, however, the nature of the correlations is
somewhat person-specific.

Shown in Table 4.2 (bottom) are the results of training four separate logistic regression
models, trained on original and fake videos from one individual with, again, 20 random
training/testing splits. With this person-specific training, the average training AUC
increases from 0.91 to 0.98, and the average testing accuracy increases from 0.84 to 0.87.

Despite only analyzing short 10-second segments, overall accuracy is fairly high. This
accuracy can be improved by integrating over an entire video with a simple majority rule.

4.3.2 Awural Biometrics

We demonstrate the use of our aural shape features on the TikTok viral, deep-fake
videos of Tom Cruise created by @deeptomcruise [89]. We collected 13 images of Cruise from
various internet sources where the left or right ear was visible. Although it has been shown
that the left and right ears exhibit some symmetry, there also exist some asymmetries [90].
Despite these asymmetries, we compare all ears to a single right-ear reference, Figure 4.7(c).

Shown in Figure 4.7 (top), is the comparison of all 12 ears to the reference ear. The



4.4. DISCUSSION 47
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Figure 4.6: The right ear of the real Tom Cruise (left) and @deeptomcruise of TikTok
fame [89] (right), from which we see significant differences to the overall shape and
earlobe connectivity to the upper jaw.

average difference, as described in Section 4.2.3, across all ears is 0.28 with a minimum
and maximum difference of 0.19 and 0.37 (these differences are unitless because the aural
landmarks are normalized into a range of [—1,1]).

By comparison, shown in Figure 4.7(a-b) is a comparison between the @deeptomcruise
ears and the reference ear. Here, the shape difference is 0.51 and 0.58, more than 35%
larger than the largest difference across authentic ears.

4.4 Discussion

TikTok’s @deeptomcruise recently produced what is arguably some of the most com-
pelling and sophisticated deep-fake videos to date [89]. Beyond the excellent face-swap
synthesis, these videos also benefit from a talented performer who resembles the real Tom
Cruise and is capable of imitating his mannerisms and voice. The impersonator, however,
left behind biometric clues to his identity: the shape and structure of the ears and — not
discussed here, but worthy of further investigation — distinct characteristics of the hands.
Because deep-fake synthesis has understandably focused on the face, these additional
biometric signals should prove a useful addition to the forensic analyst’s toolkit.

Our methodology of exploiting aural biometrics and aural and oral correlations are,
however, not without limitations. Long hair, for example, will impede any measurements of
the shape or dynamics of the ear; large head movements make tracking and aural motion
estimation challenging; large head movements may bring the ear into and out of view; the
static biometric analysis requires a reference ear of the individual in question; and the
dynamic aural motion analysis is most effective with video of the individual in question.
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Figure 4.7: Twelve images of Tom Cruise’s ear, two images of Qdeeptomcruise’s
ear (a-b), and a reference ear for the real Cruise (c¢). The yellow annotation (filled
circle) corresponds to the shape of the reference ear, and the magenta (open circle)
corresponds to the comparison ear’s shape. A total of 20 landmarks are annotated
from the helix to lobule, and 15 along the tragus, to which two Bezier curves are fit.

Lastly, accurate tracking of the ears has proven to be challenging, requiring some human
assistance to correct for tracking slippage. Our approach would benefit from more robust
tracking.

A benefit of our dynamic aural and oral analysis is the measured signal unfolds over
hundreds of frames, whereas current synthesis techniques typically operate on one or only a
few video frames. In addition to the two oral correlations explored here (mouth movement
and audio), other facial and audio signals can be exploited including raised eyebrows,
smiling, frowning, and audio pitch.



4.4. DISCUSSION 49

More generally, focusing on high-level, soft- and hard-biometric signals such as the ear,
hand, mannerisms, and iris provide a rich forensic signal, striking at the heart of all forms
of deep fakes that simply don’t depict the person they purport to be.
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Chapter 5

Detecting Deep Fakes from
Phoneme-Viseme Mismatches

Detection of deep fakes with only a small spatial and temporal manipulation is particu-
larly challenging. We describe a technique to detect such manipulated videos by exploiting
the fact that the dynamics of the mouth shape — visemes — are occasionally inconsistent
with a spoken phoneme. We focus on the visemes associated with words having the sound
M (mama), B (baba), or P (papa) in which the mouth must completely close in order to
pronounce these phonemes. We observe that this is not the case in many deep-fake videos.
Such phoneme-viseme mismatches can, therefore, be used to detect even spatially small and
temporally localized manipulations. We demonstrate the efficacy and robustness of this
approach to detect different types of deep-fake videos, including in-the-wild deep fakes !.

5.1 Introduction

The biometric-based techniques discussed in the previous chapters struggle to detect the
lip-sync deep fakes. Part of the reason is that lip-sync deep fakes perform only partial face
manipulation, preserving the facial identity of the person. Additionally, some of the lip-sync
techniques only modify a single word, or short sentences instead of a longer sequence
required for building behavioral biometrics. As a result, most of the biometric signals are
preserved in these types of fakes, making it difficult for biometric-based detection techniques
to detect them. As these fakes manipulate only a small region of the face (only lower half
of the face), leading to fewer creation artifacts making the fakes difficult to detect even
by pixel-based detectors. Many examples of lip-sync deep fakes of leaders, including the
lip-sync deep fake of Obama with Jordan Peele’s voice, have garnered attention of the
people and researchers towards the realism of this type of deep fakes.

IThis work was first published as Detecting deep-fake videos from phoneme-viseme mismatches
in CVPRW, 2020 [91]
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video video MBP
(count) | (seconds) | (count)
original 79 2,226 1,582
A2V [24] | 111 3,552 | 2,323
T2V-L [26] 59 308 166
T2V-S [26] | 24 156 57
in-the-wild 4 87 66

Table 5.1: The number of videos, duration of videos, and total number of visemes
MBP for each dataset.

We describe a forensic technique for detecting lip-sync deep fakes, focusing on high-level
techniques in order to be robust to a range of different synthesis techniques and to be
more robust to intentional or unintentional laundering. Our technique exploits the fact
that, although lip-sync deep fakes are often highly compelling, the dynamics of the mouth
shape — so-called visemes — are occasionally inconsistent with a spoken phoneme. Try, for
example, to say a word that begins with M, B, or P — mother, brother, parent — and you
will notice that your lips have to completely close. If you are not a ventriloquist, you will
have trouble properly enunciating “mother" without closing your lips. We observe that this
type of phoneme to viseme mapping is occasionally violated, even if it is not immediately
apparent upon casual inspection. We describe how these inconsistencies can be leveraged
to detect audio-based and text-based lip-sync deep fakes and evaluate this technique on
videos of our creation as well as in-the-wild deep fakes.

We start by introducing the concept of various phoneme and visemes pairing, followed
by the description of how they are used in our technique. We then present the deep-fake
detection results and conclude the chapter with future discussions.

5.2 Methods
5.2.1 Datasets

We analyse lip-sync deep fakes created using three synthesis techniques, Audio-to-
Video [24] (A2V) and Text-to-Video [26] in which only short utterances are manipulated
(T2V-S), and Text-to-Video in which longer utterances are manipulated (T2V-L). The
A2V synthesis technique takes as input a video of a person speaking and a new audio
recording, and synthesizes a new video in which the person’s mouth is synchronized with
the new audio. The T2V synthesis techniques take as input a video of a person speaking
and the desired text to be spoken, and synthesize a new video in which the person’s mouth
is synchronized with the new words. The videos in the T2V-S dataset are taken directly
from the original publication [26]. The videos in the T2V-L dataset are generated using
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oYy, UH, UW

CH, JH, SH

Figure 5.1: Six example visemes and their corresponding phonemes. The phonemes
in the top-right (M, B, P), for example, correspond to the sound you make when
you say “mother", “brother", or “parent". To make this sound, you must tightly press
your lips together, leading to the shown viseme.

the implementation of [26] generalized from short to longer utterances. We also apply our
analysis to four in-the-wild lip-sync deep fakes downloaded from Instagram and YouTube?.

For each lip-sync video, we also collected, when available, the original video that was
used to create the fake. For each video, the face in each frame was localized, aligned, and
cropped (to 256 x 256 pixels) using OpenFace [54], and resaved at a frame-rate of 30 fps.
Shown in Table 5.1 are the count and duration (in seconds) of the lip-sync and original
videos in our testing dataset.

’https://www.instagram.com/bill_posters_uk and https://youtu.be/VWMEDacz3L4
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Figure 5.2: Overview of the profile feature extraction used to measure the mouth-
closed viseme. The input image is first converted to grayscale and a vertical intensity
profile is extracted from the center of the mouth. Shown on the right is the
intensity profile with the location of local minima and maxima (black dots) and
their corresponding prominences measured as the height, denoted by the dashed
horizontal lines, relative to a neighboring minima/maxima.

5.2.2 Phonemes and Visemes

In spoken language, phonemes are perceptually distinct units of sound. A viseme, the
visual counterpart of a phoneme, corresponds to the mouth shape needed to enunciate
a phoneme. Shown in Figure 5.1 are a subset of six visemes with their corresponding
phonemes (a single viseme may correspond to more than one phoneme) [92].

In order to pronounce chair (CH), jar (JH), or shelf (SH), for example, you need to bring
your teeth close together and move your lips forward and round them, causing the teeth
to be visible through the open mouth. Whereas, in order to pronounce toy (0Y), open
(UH), or row (UW), the lips again need to be rounded but the teeth are not brought together
and therefore not visible through the open mouth. The phoneme group of M (mother), B
(brother), and P (parent), on the other hand, requires the mouth to be completely closed
for the pronunciation.

The specific shape of various visemes may depend on other speech characteristics like
emphasis or volume. The M, B, P phoneme group (MBP), however, always requires the
mouth to be completely closed regardless of other speech characteristics (with the exception
of ventriloquists). We focus, therefore, our analysis on this consistent phoneme/viseme

mapping.

5.2.3 Extracting Phonemes

In order to analyse a viseme during a spoken MBP phoneme, we first extract the location
of all phonemes as follows. Google’s Speech-to-Text API [93] is used to automatically
transcribe the audio track associated with a video. The transcription is manually checked to
remove any errors and then aligned to the audio using P2FA [94]. This alignment generates
a sequence of phonemes along with their start and end time in the input audio/video. Here,
only the MBP phonemes will be considered. Shown in the last column of Table 5.1 are the
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number of MBP phoneme occurrences extracted for each dataset.

5.2.4 Measuring Visemes (manual)

For a given MBP occurrence, the associated viseme is searched in six video frames around
the start of the occurrence. We consider multiple frames to adjust for small phoneme to
audio alignment errors. Only the frames around the start of the occurrence are analysed
because the mouth should be closed before the MBP phoneme sound is made.

Given six frames for an MBP occurrence, we take three approaches to determine if the
expected mouth-close viseme is present in any of the frames. The first approach is purely
manual where an analyst is presented with six video frames and a reference frame from
the same video where the mouth is clearly closed. The analyst is then asked to label each
presented sequence as “open" or “closed." A closed sequence is one in which the mouth is
completely closed for at least one video frame. This approach provides the ground-truth for
an automatic computational approach to determining if the mouth shape associated with a
MBP phoneme is open or closed. This type of manual analysis might also be applicable in
one-off, high-stakes analyses.

5.2.5 Measuring Visemes (profile)

In the second approach, a mouth-close viseme is automatically detected in any of the six
frames centered around an MBP occurrence. For each frame, the lip region is extracted from
68 facial landmarks [82]. The extracted lip region is rescaled to 50 x 50 pixels and converted
from RGB to grayscale. A vertical intensity profile is then extracted from the middle of
the mouth (Figure 5.2). We expect this intensity profile to be qualitatively different when
the mouth is open or closed. Shown in the top middle panel of Figure 5.1, for example, is
a mouth open in which the vertical intensity profile will change from skin tone to bright
(teeth), to dark (the back of the mouth), to bright (teeth), and then back to skin tone. In
contrast shown in the top right panel of Figure 5.1, is a mouth closed in which the vertical
intensity will be largely uniform skin tone.

The overall profile shape is quantified by computing the sum of the prominences of the
local minima, [, and maxima, h, in the intensity profile (as determined using MATLAB’s
findpeaks function, with the default parameters), Figure 5.2. The measurements [ and h
capture how much the intensity along the profile decreases (e.g., when the back of the mouth
is visible) and increases (e.g., when the teeth are visible). These measuremtns are made for
each of the six frames, [; and h;, i € [1,6], and compared to the reference measurements [,
and h, in which the mouth is closed, Figure 5.3. The measure of similarity to a reference
frame in the six-frame sequence is the minimum of (|l; — I| + |h; — hy|), @ € [1,6].
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time
reference

A2V

open

T2V-L

Figure 5.3: Six sequential frames extracted from a single MBP occurrence in different
deep-fake videos. Shown on the right is a reference frame where the mouth is clearly
closed. Shown below each frame is a 1-D intensity profile used to automatically
classify the mouth as open or close. The bounding box corresponds to a frame that
matched the reference frame shown to the right (only the closed-mouth sequences
match).

T2V-S
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dataset | correct | incorrect | total
original | 0.709 0.001 0.710
A2V | 0.49 0.15 0.64
T2V-L | 0.09 0.43 0.52
T2V-S | 0.26 0.11 0.37
in-the-wild 0.64 0.05 0.69

Table 5.2: The average number of correct, incorrect, and total viseme occur-
rences/second of video.

5.2.6 Measuring Visemes (CNN)

In a third approach, we explored if a more modern learning-based approach can
outperform the hand-crafted profile feature. Specifically, we trained a convolutional neural
network (CNN) to classify if a mouth is open or closed in a single video frame. The input to
the network is a color image cropped around the mouth and rescaled to a 128 x 128 pixels
(Figure 5.1). The output, ¢, of the network is real-valued number in [0, 1] corresponding to
an “open" (0) or “closed" (1) mouth. The open/closed classification in a six-frame sequence
is the maximum of ¢;, i € [1,6].

The network is trained using videos of Barack Obama for whom the lip-sync deep fakes
were created in the A2V dataset. This training dataset consists of original videos disjoint
from the testing videos reported in Table 5.1. In total, we manually labelled 15,600 video
frames where the mouth is open (8258 instances) or closed (7342 instances). In each frame,
OpenFace [54] is used to automatically detect, scale, and rotate (in-plane) the face to a
normalized pose and resolution.

The Xception architecture [58] is used to train a classifier using 90%/10% images for
training /validation. The network is trained for 50,000 iterations with a mini-batch of size
64. In each mini-batch, equal number of images were randomly sampled from each label.
The initial learning rate of 0.01 was reduced twice at iterations 20,000 and 40,000. The
weights were optimized using Adam optimizer and a cross-entropy loss function.

5.2.7 Global Audio-to-Video Alignment

We previously used P2FA to ensure that the phonemes were correctly synchronized
with the underlying audio. Here we also ensure that the audio is correctly synchronized
with the underlying video. This audio-to-video alignment is done through a brute-force
search of the global shift in the audio (in the range [—1, 1] seconds, in steps of 1/10 seconds)
that creates the best agreement between all MBP phonemes and the correct mouth-closed
viseme. This alignment contends with slight audio to video desynchronization that might
occur from transcoding or innocuous video editing.
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EE not aligned I aligned
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Figure 5.4: The number of correct MBP phoneme to viseme pairings before (blue) and
after (orange) audio to video alignment. The T2V-L lip-sync deep fakes are the least
well matched, while the (aligned) in-the-wild deep fakes are correctly matched more
than 90% of the time.

5.3 Results

Detecting Deep Fakes (manually): We evaluate the efficacy of detecting deep fakes
first by using the manual annotation for determining if the phoneme and viseme pairing
is correct. Shown in Figure 5.4 are the percent of MBP phoneme occurrences where the
correct viseme is observed. For each dataset, the percent is reported before (blue) and after
(orange) the global audio to video alignment. The problem of misalignment is most salient
for in-the-wild videos where before alignment only 45.5% of the visemes were correct, as
compared to 90.9% after alignment. For each of the other datasets, misalignment was not
an issue.

For the four deep-fake data sets (A2V, T2V-S, T2V-L, in-the-wild), the percentage of
correct phoneme to viseme pairing (after alignment) ranges from a high of 90.9% of 66
occurrences (in-the-wild), to 76.8% of 2,323 occurrences (A2V), and 70.2% of 57 occurrences
(T2V-S), and 18.7% of 166 occurrences (T2V-L). The phoneme to viseme pairing in original
videos is correct for 99.7% of 1,582 occurrences (the small number of errors are due either
to manual annotation or transcription error).

Shown in Table 5.2 is the rate (per second) at which MBP phonemes occur (total column)
and the rate at which phoneme-viseme mismatches occur (incorrect column). The rate of
spoken MBP phonemes varies from 0.71 (original) to 0.37 (T2V-S), and so it is important to
compare to the appropriate base rate when considering overall accuracy.
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Figure 5.5: Shown in each panel is the accuracy with which lip-sync deep fakes
are detected using mismatched MBP phoneme to viseme pairings. Each solid curve
(orange, green, red, and purple) corresponds to a different deep-fake dataset and the
dashed curve (blue) corresponds to the original dataset. Each panel corresponds to a
different technique for determining if a mouth is open or closed. Detection accuracy
improves steadily as the length of the video increases from 1 to 30 seconds.

Even a relatively low number of say 10% incorrect phoneme to viseme pairings can,
over time, lead to an effective detection strategy. In particular, shown in the left-most
panel of Figure 5.5 is the percent of videos that are correctly identified as fake as a function
of video duration, from 1 to 30 seconds. A video is detected as fake if the number of
incorrect phoneme to viseme mismatches exceeds the expected mismatch of 0.3% found
in original video (Figure 5.4. As expected, the detection accuracy increases as the video
length increases. At a length of 30 seconds, for example, nearly all of the A2V, T2V-L, and
T2V-S videos are classified correctly, while only 4% of original videos are misclassified.

Detecting Deep Fakes (automatically): We next evaluate the accuracy of automatically
determining if a mouth is open or closed and how these automatic classifications impact the
accuracy of detecting a video as real or fake. Throughout, the manual annotation described
above are used as ground truth.

Shown in Table 5.3 is the accuracy of the two automatic techniques (profile and CNN)
to detect if a mouth is open or closed. Each classifier was configured to have an average
false alarm rate of 0.5% (i.e., misclassifying a closed mouth as open). The performance of
both the profile and CNN techniques are high on the A2V dataset with an average accuracy
above 96%. On the T2V-L and T2V-S datasets, however, the profile technique performs
better than the CNN which was only trained on videos of Barack Obama (somewhat
surprisingly, however, the CNN generalizes to the in-the-wild videos).

Shown in the central and right-most panel of Figure 5.5 is the video detection accuracy
when the manual annotation of mouth open or closed is replaced with the automatic
detection based on intensity profiles (center) and CNN classification (right). Using the
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dataset | profile | CNN
original | 99.4% | 99.6%
A2V | 96.6% | 96.9%
T2V-L | 83.7% | 71.1%
T2V-S | 89.5% | 80.7%
in-the-wild | 93.9% | 97.0%

Table 5.3: The accuracy of the two automatic techniques (profile and CNN) to detect
if a mouth is open or closed. The accuracies are computed at a fixed threshold
corresponding to average false alarm rate of 0.5% (i.e., misclassifying a closed mouth
as open).

profile technique, the video detection accuracy is only slightly degraded as compared to the
manual annotation (left-most panel): at 30 seconds, for example, the manual annotation
has an accuracy on the original, A2V, and T2V-S datasets of 96.0%, 97.8%, and 97.4%, as
compared to the automatic profile technique with an accuracy of 93.4%, 97.0%, and 92.8%.

For the CNN technique, the video detection accuracy for the original and A2V datasets
remains comparable to the manual and profile annotations: at 30 seconds, the accuracy on
the original and A2V datasets is 93.4% and 97.8%. For the T2V-S dataset, however, the
accuracy drops from 97.4% to 81.0%. This is because the CNN was trained only on videos
of Barack Obama exclusively in the A2V dataset, and thus does not generalize well to
different people in the T2V-S dataset. We hypothesize that this accuracy can be improved
by training a CNN with different people.

Failures: Shown in Figure 5.7 are two six-frame sequences where the profile technique
misclassified a closed mouth as open (top) and an open mouth as closed (bottom). The first
failure is because the shape of the lips is different from the reference frame. The second
failure is because the mouth is asymmetrically open. While these failure cases are somewhat
inevitable when using automatic techniques, they are easily flagged by a manual annotator.

Robustness: We next examine the robustness of the two automatic detection techniques
against two simple laundering operations, recompression and resizing. Each video was
laundered using ffmpeg by: (1) reencoding at a lower quality of qp=40 (typical videos are
encoded at higher quality of qp € [10,20]); or (2) resizing to half-resolution and scaling back
to the original resolution (effectively, blurring each video frame). The average accuracy of
the profile and CNN technique in detecting open or closed mouth after recompression is
90.46% and 88.32%. The average accuracy of the profile and CNN technique after resizing
is 83.80% and 89.92%.

Resizing has a significant impact on accuracy for the profile technique. This is because
resizing reduces the prominence of the local minima and maxima. As a result, the open
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Figure 5.6: Shown is a closed (top) and open (bottom) mouth before (first column)
and after recompression (second column) and after resizing (third column). Although
our automatic techniques correctly classified the closed-mouth, they misclassified as
closed the recompressed and resized open mouth. A human analyst can, however,
still identify the small opening between the lips even after recompression or resizing.

close

open

mouth are more likely to be mis-classified as closed. For such low quality videos, therefore,
manual annotation can be more robust than the automatic detection (Figure 5.6).

5.4 Discussion

We described a forensic technique that uses phoneme-viseme mismatches to detect
deep-fake videos. Our main insight is that while many visemes can vary, the sounds
associated with the M, B, and P phonemes require complete mouth closure, which is often not
synthesized correctly in deep-fake videos. For high-stakes cases, we show that an analyst
can manually verify video authenticity. For large-scale applications, we show the efficacy of
two automatic approaches: one using hand-crafted features that requires no large training
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data, and one using a CNN.

While we had good reason to look only at MBP phonemes, we believe that including all
visemes in the analysis will improve results even further. This extension, however, is not
trivial and will require modeling the possible variance of each viseme and co-articulation.
It will, however, allow us to use a larger portion of a video for analysis, ultimately leading
to better detection.

Our CNN results, trained only on videos of Barack Obama, are person specific and
perform much better on videos of Obama. We expect better results using a network that is
trained on a large corpus of people. Obtaining such a large labelled dataset is challenging —
especially since we care mostly about the hard cases in which a mouth is almost closed or
open, with just a few pixel difference. Such labels currently cannot be accurately extracted
from face landmark detectors. Thus, it would be beneficial to develop unsupervised methods
to automatically differentiate between complete and almost complete mouth closure.

Even with these limitations, our method can already detect state-of-the-art, lip-sync
deep fakes. We expect future synthesis techniques to continue the cat-and-mouse game,
taking into more careful account the phoneme to viseme matching. We view deep-fake
detection using phoneme-viseme mismatches as one more tool in the forensic expert toolkit,
to be developed and used together with other complementary techniques.
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Figure 5.7: Shown are two six-frame sequences where the automatic profile technique
failed to correctly classify the mouth as open or closed. The mouth in the upper
sequence was incorrectly classified as open, whereas in the lower sequence, the mouth
was incorrectly classified as closed. Shown on the far right is the reference frame and
shown below each frame is the intensity profile used for classification.
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Chapter 6

Perceptual Detection of Faces

In today’s digital world, facial images are used as a proof of identity at many venues
— from social media accounts to national identification documents. With recent advances
in techniques for face synthesis and manipulations, it is becoming easier to create fake
identities using synthetic faces. In this chapter, we perform perceptual studies to determine
how well humans can detect original faces from synthetic and manipulated faces. We use
StyleGAN2 and traditional face morphing to create two high-quality synthetic-face datasets,
with a diverse set of people across gender, race, and age. For both techniques, we examine
people’s ability to detect synthetic faces with and without the presence of feedback and
training. We show that human participants struggle in all perceptual tasks, supporting the
need for effective computational solutions to better protect us from fraudulent identities .

6.1 Introduction

With the advances in artificial intelligence tools, specifically generative adversarial
networks (GANs), synthetic faces have become more and more indistinguishable from real
faces. The existence and ease-of-use of such technology has consequences across almost
all domains, from law enforcement and national security through to politics, media, and
entertainment. There has been multiple instances of fraudulent social media accounts
created using GAN faces, including the creation of a fictional candidate for U.S. Congress [96].
Such instances have generated a huge concerns among policy makers, research communities,
and general public. Many computational techniques have been proposed in order to detect
GAN images [38], which has shown poor generalizability and scalability in the real-world
scenario [97]. As a result we rely, more often than not, on people’s ability to distinguish
between original and GAN faces.

'The work on morphed faces was first published as Perceptual and computational detection of
face morphing in JOV, 2021 [95]
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Given our reliance on people’s judgments about face authenticity, it is important
to better understand human ability to detect GAN generated faces. Even though the
faces generated with state-of-the-art StyleGAN [9] and StyleGAN2 [10] architectures look
remarkably real, there is a lack of a formal perceptual study to prove the same. Here, we
try to bridge this gap by analyzing people’s ability to recognize high-quality GAN faces
generated using StyleGAN2. We perform a large-scale perceptual study to answer the
following: 1) how well humans can discriminate between real faces and GAN faces; 2) can
we train humans to recognize common artifacts in GAN faces in order to achieve better
discriminative performance.

Another relatively new type of identity theft uses morphed facial images in identification
documents in which images of two individuals are digitally blended to create an image
that maintains a likeness to each of the original identities. We frequently rely on photo-
based identity documents to verify identity in critical settings such as border control.
Much research, however, has shown that matching pairs of unfamiliar faces is a difficult
task [98-100], including for trained identification-checkers [101]. The difficulty of this task
leaves identity verification processes vulnerable to fraudulent attacks. The use of morphed
passport photos is a recent type of fraud that border control agencies are facing. Farly
research exploring human detection of morphed images indicates that people frequently
accept both low-quality and high-quality morphed images as genuine [102-104]. The face
databases used in these previous studies, however, have a number of limitations, most
notably low-quality morphs and/or limited diversity in terms of the race, gender, and age of
the faces used to create the stimuli. Here, we extend this previous literature by examining
human and computer-based detection of face morphing using a diverse set of facial images
to generate high-quality morphs.

In the next section, we review the related perceptual studies in this domain. Then the
rest of the chapter is divided into two broad sections to discuss the datasets, methods, and
experimental results for perceptual detection of GAN faces and morphed faces.

6.2 Related Work

Despite the popular belief that StyleGAN2-generated faces are hyper-realistic [105, 106],
it has not been formally shown that these images can consistently fool the human visual
system. There are, however, two related studies to understand humans’ perception of
GAN-synthesized facial videos. In [53], the authors asked human subjects to classify 30
real- and 30 synthesized-video frames and demonstrated that humans achieved almost 80%
accuracy. The fake videos in this study, however, were created using earlier GAN-based
video-synthesis techniques that leave behind noticeable artifacts in the facial region. A
more comprehensive study was performed in [107], where the authors hand-picked 60 real
and 60 synthesized videos from state-of-the-art DFDC dataset [62]. The synthetic videos
spanned various visual artifacts, from easily noticeable to imperceptible ones. The human
accuracy was shown to reduce with reduction in visual artifacts, with performance falling
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below chance for videos with least artifacts.

Even though the previous studies suggest some degree of human ability to detect
synthetic videos, it is not sure if this will be the case for StyleGAN2-generated static
faces. This is firstly because, the visual artifacts in the state-of-the-art synthetic faces are
different and maybe more subtle than the previously analyzed synthetic videos. Secondly,
the per-frame manipulation of facial identity or expressions of a person in a video can lead
to additional artifacts due to facial motion. These artifacts can provide cues to humans
when analyzing a video which are not there when analyzing a static face. Therefore, in this
work we aim to obtain better understanding about how difficult it is for humans to detect
these high quality synthetic faces.

On the other hand, there has been a number of perceptual studies in the past to analyze
the threats of morphed faces. Early research indicates that people frequently accept both
low-quality and high-quality morphed images as genuine [102-104]. In [102,103], the authors
performed similar perceptual experiments as presented in this paper. There are, however, a
number of important limitations with these two studies. First, although the morphs were
created using advanced morphing software, there was no manual editing stage to remove
obvious artifacts that are known to result from the morphing process, such as the outline
of another person’s hair. In fact, such artifacts were precisely what the authors guided
participants to look for to help them to detect morphs. This limitation might artificially
inflate the effect of the guidance and training manipulation. Second, the stimuli were
created using facial images from the Glasgow Face Matching Test [100]| which includes
mostly White individuals. This lack of racial diversity in the stimuli further limits the
extent that the results of these studies are likely to be representative of the detection of
morphs in the real world.

In 2019, another research group sought to address the first limitation noted above
by replicating the study by [103]| using higher-quality face morphs [104]. Using these
higher-quality morphs, they also found that initial detection was poor, but unlike [103],
training had no effect on accuracy. In one experiment, the authors mimicked the real
world scenario where the participants completed a live face matching task rather than a
computer-based one. For this task, 48 models (44 White) were photographed and paired
with a visually similar model (foil). The models approached participants on a university
campus and presented either a photo of the 1) model (match), 2) model morphed with
the foil individual (50/50 morph), or 3) foil (mismatch). The participants were asked to
indicate if they thought the photo was of the model or not. For the match and mismatch
conditions, average accuracy was 83% and 84%, however, the morph photos were accepted
nearly half of the time (49%). The pairing of models to create the morph photos revealed
an interesting finding—for the majority of the pairs, the morph was accepted as a valid
identification for one model more frequently than for the other model. [104] conclude that
even when generating 50/50 morphs, the morph does not represent each of the original
faces equally. Because in previous work [102]| the morphs were only presented alongside one
of the original identities the results might not accurately represent true morph detection
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Figure 6.1: Shown above are 16 example faces from real and GAN generated dataset.
The images span across different races and genders used in our dataset.
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rates.

In [104] the authors also tested whether a simple computational model could outperform
human ability to detect morphs. Principal components analysis was used to extract a
low-dimensional representation of the faces. These representations were then used to train
a linear discriminant analysis model with two classes, morph and original. Using this model
to classify the remaining images that were not used in the training set resulted in an average
accuracy of 68% corresponding to a sensitivity of 1.01. This result suggests that a simple
computational model can outperform humans at morph detection but remains a far from
perfect classifier.

Even though the previous studies perform similar experiments as ours, there is one
common limitation in all of these previous studies. They used low-quality morphs and/or
limited diversity in terms of the race, gender, and age of the faces used to create the stimuli.
Here, we extend this previous literature by examining human and computer-based detection
of face morphing using a diverse set of facial images to generate high-quality morphs.

6.3 Synthetic Faces
6.3.1 Datasets

We employed state-of-the-art StyleGAN2 architecture to generate 400 high-quality faces
of resolution 1024 x 1024. It was ensured that the generated faces didn’t have noticeable
background artifacts and included a diverse range of gender, age, and race. There were
100 African American, 100 East Asian, 100 South Asian, and 100 Caucasian. Of these 200
were women and 200 were men, spanning a range of apparent ages. In order to minimize
facial differences between real and synthetic faces, for every synthetic face we selected
the most similar looking real face from Flickr-Faces-HQ (FFHQ) dataset [9]. A standard
convolutional neural network descriptor (termed VGG) [67] was used to extract a low-
dimensional, perceptually meaningful, representation of each face in the full dataset. The
extracted representation — a 4096-D real-valued vector — for each of the 400 synthetic faces
was compared with all other representations in the FFH(Q dataset to find the most similar
face as defined by the face whose representation is most similar — in terms of Euclidean
distance — with the synthetic face [108,109]. Shown in Figure 6.1 are example images from
the real and GAN generated face datasets. There was no further post-processing done to
the images.

6.3.2 Experiment 1: classification (original or synthetic)
Methods

This experiment was done with 315 participants on Amazon’s Mechanical Turk (AMT).
The participants self-reported as: 176 men, 137 women, 2 prefer not to say; between 24-73
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Figure 6.2: Shown on left/right are the distribution of percent accuracies for 315/170
participants in Experiment 1/2 of Section 6.3. The average percent accuracy of
participants in Experiment 1 and 2 are 48.0% and 52.0%.

years of age (u = 40.9; o = 10.5); 229 White, 32 South Asian, 18 East Asian, and 12
African American. Participants received $5 for completing this experiment. As an incentive
to encourage effort on the task, a $5 bonus was offered and paid for those achieving an
accuracy in the top 20 percentile.

A within-subject design was employed in which each trial consisted of a single face
image (either original or GAN generated). Each participants viewed 128 trials, across
which, the faces were equally balanced in terms of gender and race. Although unknown
to the participant, half of the faces were real and half were synthesized. On each trial,
participants were instructed to specify if the image is a real face or a GAN generated face.
In this classification task, chance performance is 50%. We also created 50 attention-check
trials, examples of which are shown in Figure 6.3. These trials were intentionally easy
comprising of very noticeable synthetic images.

Participants first received task instructions including a brief description about GAN
generated faces and then shown a few examples of synthesized and real faces. Participants
had an unlimited amount of time to indicate whether the face is real or synthesized.

Following the practice trial, participants completed the 128 trials plus 10 attention
check trial. At the end of the session participants were asked a few basic demographic
questions.

Results

The average accuracy of identifying whether the shown image is real or not is 48.0%
(chance is 50%), corresponding to a sensitivity of d’ = —0.09 and bias of 8 = 0.99, where
the bias corresponds to a tendency to label faces as “real", Figure 6.2 (left). The accuracy
for real/synthetic faces was 52.0%,/45.0% — i.e. participants were not biased towards saying
either synthetic or real face.
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Figure 6.3: Five examples catch trial used during Experiment 1 and 2 to ensure
participants are paying attention, see Section 6.3. These images have noticeable
unnatural distortions on the face.

Discussion

The results of this experiment suggest images synthesized by StyleGAN2 are realistic
enough to fool naive observers. However, another possible explanation for this poor
performance can be: the participants are not aware of the common facial artifacts that are
left behind by GANs. Therefore, the next experiment is designed to assist participants
in spotting these facial clues. We want to understand if such training and feedback can
improve the performance.

6.3.3 Experiment 2: classification (original or synthetic) with
training and feedback

This experiment was done with 170 participants on AMT. The participants self-reported
as: 83 men, 85 women, 2 prefer not to say; between 18-77 years of age (u = 40.7; 0 = 11.6);
123 White, 21 South Asian, and 11 African American, 7 East Asian, and 2 other/prefer
not to say. Participants received $5 for completing this experiment. As an incentive to
encourage effort on the task, a $5 bonus was offered and paid for those achieving an accuracy
in the top 20 percentile. There was no overlap between the participants in this experiment
and previous one.

Other than the inclusion of a training session as described below and accuracy feedback
after each trial, the design, underlying stimuli, and procedure were identical to that used in
the previous experiment.

Before starting the trials, participants were shown some training images that will help
them spot mistakes in synthetic faces. The following are the facial artifacts that the
participants were asked to notice while performing the trials:

1. Look at the ears: Ears might have an unusual shape and they might even be
different sizes, shapes, and/or misaligned, Figure 6.4 (a) and (b).

2. Look at the glasses: Glasses tend to have thin frames, with end pieces that might
not match, Figure 6.4 (c).
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Figure 6.4: Shown are the images used for training participants in Experiment 2,
see Section 6.3.3. Each image highlight a specific artifact in StyleGAN2 synthesized
faces.
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3. Look at the accessories: Earrings might not match and necklaces might appear
on only part of the neck, Figure 6.4 (d) and (e).

4. Look at the hair and hairline: Hair might stick out beyond the outline of the
head or appear unnaturally on the face/neck, Figure 6.4 (f).

5. Look at the neck and shoulders: Clothing might dissolve into the background.
Shoulders and/or neck might be misshapen, Figure 6.4 (g).

6. Look at the teeth: Teeth might be an odd shape or color or might blur into each
other, Figure 6.4 (h).

7. Look at the eyes: Reflections in the eyes might not match sometimes, Figure 6.4

(i).

To check that participants paid attention to the training, they were then asked to select
the three artifacts from a list of eleven possible options, where the three incorrect answers
were easily identifiable as they were not mentioned in the training. Participants were given
the option to view the training session a second time if they were unsure of the correct
options. The other change from the previous experiment was that after responding on
each trial, participants were provided with feedback indicating whether their response was
correct or not.

Results

After training, the average accuracy of identifying a face as synthetic or not was 58.0%,
corresponding to a sensitivity of d’ = 0.41 and bias of 8 = 0.98 (compared to previously
48.0%, d' = 0.09, 8 = 0.99, Figure 6.2 (right). The accuracy for real/synthetic faces were
57.0%/60.0%. The overall accuracy of the participants increase by 17.2% after training.

Discussion

The training and feedback in this experiment helped participants to recognize synthetic
faces better. This gives a hope that raising awareness about the common artifacts in GAN
synthesized faces can increase human performance to detect fraudulent attacks using GAN
faces. However, the accuracy improved only slightly and it is not yet known if the same
accuracy will hold for low-resolution and low-quality faces. The poor accuracies the two
experiments suggests that people are unable to reliably detect a GAN synthesized face from
the real face.
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6.4 Morphed Faces
6.4.1 Datasets

We note four main limitations of other datasets that have been used in similar re-
search [102-104]: 1) obvious visual morphing artifacts; 2) a small number of faces from
which to select matching faces; 3) a manual process to match similar faces; and 4) a lack of
racial/gender diversity. We address these limitations to create a high quality and diverse
dataset 2.

We collected 3,500 passport-format facial images from 13 face databases [110-124].
These 3, 500 images included a diverse range of individuals across gender, age, and race. To
ensure diversity in our final stimulus set, we manually selected 54 individuals constituting
6 African American, 16 East Asian, 16 South Asian, and 16 Caucasian. Of these 26 were
women and 28 were men, spanning a range of apparent ages. Some of the face databases
specified the race/gender of each face. Where this information was not available, we relied
on the subjective judgement of the three authors.

We matched each of these 54 individuals with their most similar looking counterpart
in the remaining faces in our dataset. A standard convolutional neural network descrip-
tor (termed VGG) [67] was used to extract a low-dimensional, perceptually meaningful,
representation of each face in the full dataset. The extracted representation — a 4096-D
real-valued vector — for each of the 54 manually selected target faces was compared with all
other representations in the dataset to find the most similar face as defined by the face
whose representation is most similar — in terms of Euclidean distance — with the target
face [108,109]. A mid-way morph was then generated for each pair of matched faces as
follows.

A total of 68 corresponding points on the two faces were extracted using a standard
facial landmark detector [82], Figure 6.5(a)-(b). These points were augmented with an
average of 116 manually selected points along the hairline and top of the head, ears, and
neck Figure 6.5(d)-(e). These manually selected points improved the overall visual quality
of the generated morphs, Figure 6.5(c) versus (f). After extracting corresponding facial
landmarks, and prior to generating the facial morphs, the two faces were aligned by an
affine transform, consisting of anisotropic scaling, shearing, rotation, and translation. This
alignment ensured that facial features did not significantly move during the morphing
process. In particular, denote the 68 corresponding feature points on each face as (x;,y;)
and (u;,v;), i € [1,68]. The six-parameter affine is given by:

(o a3z a4 Yi ae
where the affine parameters a1, as, a3, and as embody the anisotropic scaling, shearing,
and rotation, and the parameters a5 and ag embody the horizontal and vertical translation.

2All images and morphs will be made available upon request.
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The transforms that best, in the least-squares sense, aligns the features on each face is
estimated by first defining the following quadratic error function:

1 y1 0 0 1 0 a1 uy ’
0 0 z; w1 0 1]]% vy
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This quadratic error function is minimized using standard least-squares estimation: differ-
entiate with respect to @, set the result equal to 0, and solve for @ to yield the least-squares
estimate of the aligning affine transform:

a = (M'M)"' M. (6.4)

Given two aligned faces f and g (with VGG-representations ¢y and ¥,), a morphed
face my, is generated using a standard image-warping technique [125]. Briefly, a triangular
mesh is created on each face using the facial landmarks as vertices, Figure 6.5(g)-(h). A
mid-way morph is created by geometrically warping each triangular patch according to
a morphing parameter o € [0, 1], where a value of 0 corresponds to the source image f,
a value of 1 corresponds to the source image g, and an intermediate value corresponds
to a mid-way morph. The underlying pixel values are similarly computed as a weighted
combination, (1 — «)f + ag, of the original pixel values (applied separately to each image
color channel).

In past studies, morphs have often been generated with o = 0.5 which means that the
original faces f and g are weighted equally to generate a 50/50 morphed face m¢,. Previous
research, however, has indicated that, when creating a morphed face, if one individual in
the pair is more distinct than the other, then the 50/50 morph typically resembles the more
distinct individual [104,126]. To compensate for this effect, we generated a range of morphs
m‘]i‘g with a ranging from 0.1 to 0.9, in steps of 0.1. The value of a was selected that led to a
morphed face m?‘g that was, in the Euclidean sense on the underlying VGG-representation,
mid-way between the source images f and g.

To improve overall contrast, each morph m?‘g was gamma-corrected with v = 1.5. The
morphs were then tightly cropped around the face and manually edited to remove obvious
morphing artifacts, Figure 6.5(f) versus (i). Lastly, to ensure that the morphing process did
not create any obvious artifacts, the images were matched in terms of luminance, color, and
sharpness. In particular, the mean luminance of each source image f and g was matched
to the mean luminance of the morph image my4, and the source image mean and variance
of the chrominance channels (Cb/Cr) were matched to the morphed image. Because image
morphing tends to lead to blurring, each RGB color channel of each source and morph



6.4. MORPHED FACES 74

(a)

Figure 6.5: Shown are original faces of two different people f and g (panels (a)
and (b)) with the automatically extracted facial landmark points overlaid (blue
dots). Their mid-way morph my, generated using only these automatically extracted
landmarks is shown in panel (c). Shown in panels (d) and (e) are the same original
faces f and g now with both the automatically and manually selected facial landmark
points overlaid (blue dots). Shown in panels (g) and (h) are a tessellation of the
faces used for the image morphing. The mid-way morph generated using both
the automatically extracted and manually selected landmarks is shown in panel(f).
Shown in panel (i) is the tightly cropped and manually touched-up and color and
sharpness adjusted final image. (Original image sources: Utrecht ECVP [117] and
PUT face database [116].)



6.4. MORPHED FACES 5

image was high-pass filtered until the average gradient of each image channel matched the
maximum gradient across all three images. The resulting 54 pairs of different individuals
and their mid-way morph comprise our different-individual dataset

An analogous same-individual dataset was created by selecting a new set of 54 facial
images from the original dataset of 3,500 for which there were two or more distinct images
of the same person. We manually selected individuals to match the gender, age, and race
distribution of our different-individuals dataset. A mid-way morph was created for each
pair of images using the same technique described above.

In summary, our dataset consists of 108 face pairs, 54 of two different individuals and 54
of the same individual taken at different times, each with a mid-way morph. Representative
sets of these different and same faces and morphs are shown in Figure 6.6 and Figure 6.7 3.

6.4.2 Experiment la: identification (original and morph)

In this first experiment we examined people’s ability to determine whether two facial
images, one original and one morphed, are of the same person or not .

Methods

One hundred workers on Amazon’s Mechanical Turk (AMT) completed the experiment.
The participants self-reported as: 65 men, 34 women, 1 prefer not to say; between 22-72
years of age (u = 36.8; 0 = 9.6); 74 White, 14 South Asian, 7 East Asian, and 5 African
American. Participants received $5 for completing this experiment. As an incentive to
encourage effort on the task, a $5 bonus was offered and paid for those achieving an accuracy
in the top 20 percentile.

A within-subject design was employed in which each trial consisted of two images (one
original, one morph) displayed side-by-side in one of eight configurations. Denote the
original images of different people as f and g and their mid-way morph as my,, and denote
the original images of the same people as h and h and their mid-way morph as m, ;. There
are four configurations for each dataset consisting of 54 pairs from the “different-individual"
dataset with one image on the left and one on the right: f + myps; mypg + fi g + mypg; myg
+ g, and 54 pairs from the “same-individual" dataset: h + m,;; m,; + h; h + myis My +
h, for a total of 432 possible displays. Each participants viewed only 108 image pairs using
the following fully counterbalanced block design. Four blocks were created each containing
27 trials for a total of 108 trials. The first and second block each consisted of 14 different

3(Original image sources: MR2 [CC BY-NC-SA 4.0], Chicago Face Database [permission to
publish images granted], CUHK student database [118], NIST color FERET [image publication
permitted under fair use policy], and CVRL ND-Collections B and D, and FRCG v.2.0 [image
publication permitted under fair use policy]).

4All experiments reported in this paper were approved by University of California Berkeley’s
Office for Protection of Human Subjects (OPHS), Protocol ID: 2019-07-12422. Participants gave
fully informed consent prior to taking part.
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Figure 6.6: Shown are the example images from different-individual dataset. Shown
for each set of three images are two original images (left /right) and their mid-way
morph (center).




6.4. MORPHED FACES 7

Figure 6.7: Shown are the example images from same-individual dataset. Shown
for each set of three images are two original images (left /right) and their mid-way
morph (center).
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and 13 same image pairs; the third and fourth blocks each consisted of 13 different and 14
same image pairs. Each block consisted of the same number of men, women, and racial
groups.

On each trial, participants were instructed to specify if the images were of the same
person or not and asked to rate the confidence in their response. In this discrimination
task, chance performance is 50%. Four attention-check trials were created, one for each
block. These trials were intentionally easy comprising of two images of distinctly different
looking people, one male and one female, Figure 6.8.

Participants first received task instructions including a brief description of what face
morphing is and how it can be used to commit identity fraud. Participants then completed
a practice trial; they viewed two images on the screen, an original image and a morph.
Participants had an unlimited amount of time to indicate whether or not they thought that
the images were of the same individual. After responding to the same/different individual
question, participants rated their confidence in their decision using a 6-point Likert-type
scale, from 1 (50% - Guessing) to 6 (100% - Absolutely certain).

Following the practice trial, participants completed the 108 trials in blocks of 27 plus
one attention check trial per block, shown in a randomized order within each block. Blocks
were shown in one of four possible counterbalanced orders. At the end of the session
participants were asked a few basic demographic questions.

A precision-for-planning analysis revealed that at least 99 participants would provide a
margin of error that is 0.2 of the population standard deviation with 95% assurance [127,128|.
This analysis applies to all reported experiments.

Results

The average accuracy of identifying a facial image as the same person or not was 59.2%
(chance is 50%), corresponding to a sensitivity of d’ = 0.68 and bias of 5 = 1.81, where the
bias corresponds to a tendency to label faces as “same", Table 6.1. The accuracy for faces
of different /same individuals was 29.5%/88.8% — participants were heavily biased to saying
that faces were of the same individual.

Shown in Figure 6.9(1a) is, for each level of participant-reported confidence (on a scale
of 1 to 6 (certain)), the participant accuracy. With similar average accuracy across all
levels of confidence, we see that participants are not well calibrated in their response and
confidence.

Discussion

The results of this experiment suggest that human participants have a limited ability
to reliably determine the identity in a mid-way facial morph. There are two possible
interpretations of this result: (1) the morphs are of high enough quality and similarity
as to mask identity; or (2) participants are simply unable to accurately distinguish two
unfamiliar faces. In the next experiment (1b), we seek to differentiate between these two
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Figure 6.8: Catch trials used in Experiments 1a, 1b, and 1c to ensure that participants
were paying attention to the task. (Original image sources: Face Research Lab

London Set [CC BY 4.0] and CVRL ND-Collections B and D, and FRCG v.2.0
[image publication permitted under fair use policy].)

possibilities by asking participants to distinguish between two original non-morphed facial
images consisting of the same or different person.

6.4.3 Experiment 1b: identification (original and original)
Methods

One hundred workers on Amazon’s Mechanical Turk (AMT) completed the experiment.
The participants self-reported as: 53 men, 47 women; between 23-69 years of age (u = 39.4;
o = 10.9); 74 White, 14 South Asian, and 6 African American, 2 East Asian, and 4
other /prefer not to say. Participants received $5 for completing this experiment. As an
incentive to encourage effort on the task, a $5 bonus was offered and paid for those achieving
an accuracy in the top 20 percentile. A further two participants were excluded because
they responded incorrectly on at least one of the attention check questions. There was no
overlap between the participants in this experiment and Experiment 1la.
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Experiment | d’ B % correct [95% CIs]
la 0.68 1.81 59.2 [57.6, 60.7|
1h 174 1.03  80.8 [78.8, 82.8|
lc 0.57 144  59.2 [57.9, 60.6]
2a 0.21 0.98 54.1 [52.5, 55.5]
2h 0.53 0.92 604 [58.9, 61.9]

Table 6.1: Participant accuracy in five experiments, reported as sensitivity (d'),
bias (), and accuracy (% correct with [95% confidence intervals]). Experiment la:
determine if two images, one original and one morphed, are of the same person;
Experiment 1b: determine if two images, both original, are of the same person;
Experiment 1c: replication of Experiment 1a with training; Experiment 2a: determine
if a single facial image is a morph or not; and Experiment 2b: replication of
Experiment 2a with training and feedback.

A within-subject design was employed in which each trial consisted of two original
images — from the same dataset as used in Experiment la — displayed side-by-side in
one of four configurations. Each participant saw 54 different individuals (f, g) with two
possible configurations: f + g or g + f, and 54 same individuals (h, h) with two possible
configurations: h + horh + h, for a total of 216 possible displays. Each participant viewed
108 image pairs using the counterbalanced block design per Experiment la. Given that this
experiment did not include any morphed facial images, we removed the brief explanation
of face morphing from the task instructions and amended the practice trial to show two
distinct original images of the same person. The procedure was otherwise identical to that
of Experiment 1la.

Results

The average accuracy of identifying two facial images as depicting the same person
or not was 80.8%, corresponding to a sensitivity of d’ = 1.74 and bias of 8 = 1.03. The
accuracy for faces of different /same individuals was 80.4%/81.3% — unlike the previous
experiment, participants were not biased in their responses. Shown in Figure 6.9(1b) is,
for each level of participant-reported confidence, the participant accuracy. With slightly
higher accuracy at the higher levels of confidence, it appears that participants are fairly
well calibrated in their response and confidence.

Discussion

The results of this experiment suggest that participants can reliably determine whether
two original facial images depict the same person or two different people. Therefore,
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Experiment 1a Experiment 1b

Experiment 1c

Figure 6.9: Confidence-accuracy curves for Experiment la, 1b, and 1c. The dashed
line represents perfect accuracy-confidence calibration.

participants’ limited ability in the task in Experiment la may be interpreted as a result of
the morphs being of high enough quality and similarity to mask identity.

Given that participants can distinguish two unfamiliar faces with reasonable accuracy,
we next examine whether participant accuracy in distinguishing identity in morphed faces
can be improved with training. To develop our training initiative, we draw on the finding
that attending to certain facial features when comparing two faces can help to improve the
accuracy of face matching decisions [129,130]. In the next experiment (1c), we replicate
Experiment 1a but this time using masked facial images that allow participants to only
compare the eyes, nose, and mouth.
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6.4.4 Experiment 1c: identification (original and morph) with
masking

Methods

One hundred workers on Amazon’s Mechanical Turk (AMT) completed the experiment.
The participants self-reported as: 51 women, 48 men, 1 prefer not to say; between 22-65
years of age (u = 40.3; 0 = 9.6); 81 White, 7 East Asian, 6 African American, 5 South
Asian, and 1 other/prefer not to say. As in the previous two experiments, participants
received $5 for completing this experiment. As an incentive to encourage effort on the task,
a $5 bonus was offered and paid for those achieving an accuracy in the top 20 percentile.
There was no overlap between the participants in this experiment and Experiments 1a and
1b.

Other than the two exceptions enumerated below, the design, underlying stimuli, and
procedure were identical to that used in Experiment 1la.

1. In each trial, participants saw a pair of images (one original and one morph) displayed
side-by side. One image pair revealed only the eyes, and the other image pair revealed
only the nose/mouth region, Figure 6.10. The creation of these masks was automated
as follows. The pixel locations of the facial features (eyes, nose, mouth) were extracted
using OpenFace [54]. For the eyes, a bounding box was extracted that contained all
of the features on both eyes. For the nose/mouth, a bounding polygon was extracted
that contained all of the features on the nose and mouth. To ensure that the mask did
not occlude the features, these bounding boxes were enlarged by 5% of their original
size. The final images, Figure 6.10, were generated by reducing the contrast of all
pixels outside of the mask to 15% of full contrast, making it difficult for participants
to use the entire face for recognition, while leaving enough context for the visible
features.

2. The order in which participants viewed the two feature regions was counterbalanced
resulting in twice the number of display configurations as in Experiment la. Par-
ticipants saw 27 of each of the different people configurations (f + mys; mypg + f;
g + mysg; mgg + g) with the eye region shown first and the mouth and nose region
shown second and 27 with the mouth and nose region shown first and the eye region
shown second. Participants saw 27 of each of the same people configurations (h +
myis My;, + h; h + M5 Myf, + ib) with the eye region shown first and the mouth
and nose region shown second and 27 with the mouth and nose region shown first
and the eye region shown second. Each participant viewed a total of 108 image pairs.

Results

The average accuracy of identifying a facial image as the same person or not was 59.2%,
corresponding to a sensitivity of d’ = 0.57 and bias of 8 = 1.44 (cf Experiment la: 59.2%,
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Figure 6.10: Example masked stimuli from Experiment 1c. Shown in each image
pair is an original image of an individual f (left) and the mid-way morph my,
(right) to a different person g, with only the eye region or mouth and nose region
visible. (Original image source: Chicago Face Database [permission to publish images
granted]|.)

d =0.68, p = 1.81, Table 6.1). The accuracy for faces of different/same individuals was
36.1%/82.3% — although overall accuracy was still not high, the masking reduced the bias
to report that faces were of the same individual. As in Experiment la, average participant
accuracy is similar across all levels of confidence, suggesting that participants are still not
well calibrated in their response and confidence, Figure 6.9(1c).

Discussion

Had the strategy of focusing participants’ attention to facial features been successful in
increasing accuracy or decreasing bias, this would have been a simple strategy for a passport
issuance office to adopt. The results of this experiment, however, reveal that facial-feature
comparison did not significantly improve participants’ accuracy in determining identity of
morphed faces. Compared to Experiment la, however, participants showed a smaller bias
to respond “same". Participants clearly struggle to distinguish identity when presented
with two images, one of which is a mid-way morph.

Distinguishing identity, however, is only one way in which a fraudulent identity might
be determined. The other way is to simply identify a face as having been morphed relative
to some unknown face. In the next set of experiment, we examine participant’s ability to
perform this task.
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6.4.5 Experiment 2a: classification (original or morph)
Methods

One hundred workers on Amazon’s Mechanical Turk (AMT) completed the experiment.
The participants self-reported as: 57 men, 43 women; between 24-72 years of age (u = 40.4;
o = 10.2); 78 White, 10 South Asian, 5 African American, 4 East Asian, and 3 other/prefer
not to say. Participants received $5 for completing this experiment. As an incentive to
encourage effort on the task, a $5 bonus was offered and paid for those achieving an accuracy
in the top 20 percentile. A further three participants were excluded because they responded
incorrectly on at least one of the attention check questions. There was no overlap between
the participants in this experiment and Experiments la, 1b, or lc.

A within-subject design was employed in which each trial consisted of a single original
or morphed face. For the morphed face trials, each participant saw 27 different people
mid-way morphs (my,) and 27 same person mid-way morphs (m, ;). For the original image
trials, participants saw 27 images, either f or g, from the different individual image pairs
and 27 images, either h or ﬁ, from the same individual image pairs.

Each participant viewed 108 images using the following fully counterbalanced block
design. Four blocks were created each containing 27 trials for a total of 108 trials. The first
and second block each consisted of 14 original face trials and 13 morphed face trials; the
third and fourth blocks each consisted of 14 morphed face trials and 13 original face trials.
The selection of the original or mid-way morph from each of the 108 image sets was also
counterbalanced resulting in two versions of each block.

On each trial, participants were instructed to specify if the image was a morph or
not and asked to rate the confidence in their response. In this task, chance performance
is 50%. Four attention-check trials were created, one for each block. These trials were
intentionally easy comprising a morphed face of a person with an image of a cartoon
character, Figure 6.11.

Participants first received task instructions including a brief description of what face
morphing is and how it can be used to commit identity fraud. Participants then viewed four
videos demonstrating how two faces can be digitally combined to create a morph of those
two faces. To create these videos, we selected four additional face pairs from the original
dataset of 3,500 faces. For each face pair, we generated morphs using the same method as
described previously (see Dataset section). To demonstrate the gradual morphing of two
faces we generated five morphs with a different blending value a ranging from 0.1 to 0.5 in
steps of 0.1. The 0.5 — a morph was then manually edited to remove obvious morphing
artifacts. In the video, the two original images (f and g) were displayed on either side of
their morph (my,). The six versions of the morph appeared sequentially, starting with
the 0.1 — @ morph. Each version of the morph remained on the screen for one second.
Participants viewed all four videos and were asked to indicate if they were able to see the
videos clearly. Participants then completed a practice trial consisting of a single image on
the screen, an original image or a mid-way morph.
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Figure 6.11: Catch trials used in Experiments 2a and 2b to ensure that participants
were paying attention to the task. (Original image sources: CVRL ND-Collections
B and D, and FRCG v.2.0 [image publication permitted under fair use policy| and
Pixy.org [CC BY-NC-ND 4.0].)

Following the practice trial, participants completed the 108 trials in blocks of 27 plus
one attention check trial per block, shown in a randomized order within each block. Blocks
were shown in one of eight possible counterbalanced orders. At the end of the session
participants were asked a few basic demographic questions.

Participants had an unlimited amount of time to indicate whether they thought that
the image was a morph or not. After responding to the morph or not question, participants
rated their confidence in their decision using a 6-point Likert-type scale, from 1 (Guessing)
to 6 (Absolutely certain).

Results

The average accuracy of identifying a face as a morph or not was 54.1%, corresponding
to a sensitivity of d’ = 0.21 and bias of 8 = 0.98. The accuracy for original /morphed faces
was 50.0%/58.1%. As in Experiments la and lc, average participant accuracy was similar
across all levels of confidence, again suggesting that participants are not well calibrated in
their response and confidence, Figure 6.12(2a).

Discussion

The results of this experiment suggest that human participants cannot reliably determine
when a facial image has been morphed and when it is an original image. Two possible
explanations for this result are that (1) the morphed faces are of high enough quality
that there are no artifacts that can be reliably perceived by human participants; or (2)
participants are unaware of the artifacts to look for in morphed faces. To try to determine
which of these two possibilities best accounts for our results, in the next experiment we
replicate Experiment 2a but before attempting the task, participants completed a short
training session that highlights some common morphing artifacts to look for in the images.
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Experiment 2a Experiment 2b

Figure 6.12: Confidence-accuracy curves for Experiment 2a and 2b. The dashed line
represents perfect accuracy-confidence calibration.

6.4.6 Experiment 2b: classification (original or morph) with
training /feedback

Methods

One hundred workers on Amazon’s Mechanical Turk (AMT) completed the experiment.
The participants self-reported as: 58 men, 41 women, 1 prefer not to say; between 24—68
years of age (u = 39.7; 0 = 9.9); 81 White, 9 South Asian, 4 African American, 2 East
Asian, and 4 other/prefer not to say. As in the previous experiments, participants received
$5 for completing this experiment. As an incentive to encourage effort on the task, a $5
bonus was offered and paid for those achieving an accuracy in the top 20 percentile. A
further five participants were excluded because they responded incorrectly on at least one
of the attention check questions. There was no overlap between the participants in this
experiment and Experiments la, 1b, lc, or 2a.

Other than the inclusion of a training session as described below and accuracy feedback
after each trial, the design, underlying stimuli, and procedure were identical to that used in
Experiment 2a.

After viewing the four videos demonstrating how two faces can be digitally combined
to create a morph of those two faces participants completed a short training. The training
provided information about common morphing artifacts that may be helpful to look for
when deciding if the facial images were morphs or not. Participants were told that:

1. Morphed faces tend to look less sharp: the complexion of a morphed face is usually
smoother with a more uniform appearance.

2. Morphing hair can be difficult, and morphs often have fewer wayward strands of hair
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and ghosting (a ghost-like outline of another person’s hair).

3. When morphing images of two people with different postures or different clothing/hair
coverage, the editing process might make the neck line appear unnaturally straight
and flat.

To check that participants paid attention to the training, they were then asked to select
the three artifacts from a list of six possible options, where the three incorrect answers were
easily identifiable as they were not mentioned in the training. Participants were given the
option to view the training session a second time if they were unsure of the correct options.
The other change from Experiment 2a was that after responding on each trial, participants
were provided with feedback indicating whether their response was correct or not.

Results

The average accuracy of identifying a face as a morph or not was 60.4%, corresponding
to a sensitivity of d’ = 0.53 and bias of 8 = 0.92 (cf Experiment 2a: 54.1%, d’ = 0.21,
B =0.98, Table 6.1). The accuracy for original /morphed faces was 54.6%/66.2%. Average
accuracy was only slightly higher at the higher levels of confidence (4-6) than the lower
levels (1-3) of confidence suggesting participants had a limited ability to calibrate their
response and confidence, Figure 6.12(2b).

Discussion

The results of this experiment indicate that raising awareness of morphing artifacts and
providing feedback led to only a small improvement in participants’ accuracy in determining
whether a facial image has been morphed or not. Even with this training, participants
struggled to reliably identify a face as having been morphed relative to an unknown face.

Taken together, the results of our five experiments suggest that people are unable to
reliably detect face morphing, neither by distinguishing identity nor by classifying a face as
having been morphed. Next we examine whether computational approaches can be used to
detect face morphing.

6.4.7 Crowd Wisdom

To determine whether groups are more accurate in the detection of face morphing than
individual decision makers we next examined whether there is “wisdom in the crowd” [131].
For each experiment, we aggregated the 100 participant responses for each of the 108 trials
using a majority rules criterion.

Using this crowd-based approach in Experiment la resulted in an average accuracy
of 53.8% for identifying a facial image as the same person or not, which was not reliably
different to the average of individual responses (59.2%). In Experiment 1b, however, average
accuracy using the crowd-based approach was 16.4% higher than the averaged individual
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responses (97.2% vs. 80.8%, 95% CI [12.7%, 20.1%]). In addition, in Experiment Ic,
where participants received training, the crowd-based approach resulted in an average
accuracy similar to the individual approach (58.3% vs. 59.2%). The improved accuracy in
Experiment 1b suggests that participants make different mistakes and so pooling across
multiple responses improves overall accuracy.

In Experiment 2a, accuracy in classifying images as original or morphs was similar when
averaging individual (54.1%) and crowd (58.4%) responses. When participants received
training and feedback (Experiment 2b), the crowd-based approach resulted in an average
accuracy 12.2% higher than the individual approach (60.4% vs. 72.6%, 95% CI [6.1%,
18.4%]). Without any training (Experiment 2a) participants typically made the same
mistakes but having received training (Experiment 2b) there was greater variation in which
of the trials participants responded correctly on. This result suggests that with training
and feedback the crowd becomes wiser.

It is possible that aggregating across identity verification decisions of multiple passport
officers might lead to greater accuracy in real-world passport issuance. Of course, this
additional effort might not be feasible and we also note that when people know a decision
is group-based it can lead to social loafing [131].

6.4.8 Computational Identification

The results of Experiments 1la and lc show that participant’s ability to determine
whether two facial images, one original and one morphed, are of the same person or
not is limited. We next examine whether computational techniques can perform this
task. A standard convolutional neural network [67] was used to extract a low-dimensional,
perceptually meaningful [108,109], representation of each face in our dataset of 108 face
pairs and their corresponding mid-way morph. This is the same VGG representation used
earlier to determine the similarity between two faces and to compute the mid-way morph.

For each of the 54 pairs of faces of the same individual taken at different times (h and
B), the similarity between these faces was measured as the Euclidean distance between
the VGG representation of the two original faces. Similarly, the distance was computed
between the VGG representation for each of the 54 pairs of different individuals (f and g)
and their mid-way morph (my,).

Shown in Figure 6.13(a) is the receiver operating curve (ROC) plotted as the true
positive rate (correctly identifying the same individual) as a function of the false positive
rate (incorrectly identifying an individual and their mid-way morph as the same). The
area under the curve (AUC) is 0.38, where a chance classifier would have an AUC of 0.5,
showing that even a state-of-the-art, machine-learning, face recognition algorithm is not
able to perform this identification task. We note that, in a flipped classifier, this result
effectively corresponds to an AUC of 0.62, still illustrating a fairly limited performance.
Interestingly, however, the below chance AUC result indicates that a morphed face is highly
similar to the source faces; a finding that we draw on in the subsequent Computational
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() (b)

Figure 6.13: Receiver-operating-characteristic curves for (a) same individuals (true
positive) and different individuals and their mid-way morph (false positive). (b)
same individuals (true positive) and different individuals (false positive).

Classification section.

We next evaluate if this computational approach can perform the task of face recognition
outside of the issue of morphing (as in Experiment 1b). The distance was computed between
the VGG representation for each of the 54 pairs of faces of two different individuals (f
and ¢g). Shown in Figure 6.13(b) is the ROC for this task, now with an AUC of 0.90.
Although VGG-based facial recognition is generally effective in distinguishing between
different individuals, it struggles to distinguish between morphed faces, reinforcing just how
difficult this task is.

Facial recognition systems have been shown to perform worse at recognizing faces of
women and Black individuals [132,133]. We next examined whether these biases were
present when using the VGG-based face recognition algorithm to perform our identification
task. When identifying pairs of faces of the same individual taken at different times (h
and h) and the 54 pairs of different individuals (f and g) and their mid-way morph (m,)
the face recognition algorithm performed worse on Black faces (AUC = 0.00) than East
Asian (AUC = 0.29), South Asian (AUC = 0.61), or White (AUC = 0.29) faces. The
algorithm performed slightly better for women (AUC = 0.43) than for men (AUC = 0.33).
In addition, in the absence of morph faces, the VGG-based facial recognition performed
worse for Black faces (AUC = 0.75) than for the other races (all AUCs > 0.90). There was

no difference in face recognition performance for women and men.
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6.4.9 Computational Classification

In the previous sections, we saw that a mid-way morph between two different people
looks similar enough to each person so as to cause consistent misidentification by human
participants and state-of-the-art facial recognition. In this section, we attempt to leverage
the unusual similarity between two photos of a person as a possible indication that one of
the photos is a mid-way morph.

Consider, for example, the use of a mid-way morph in identity theft in which person f
is attempting to steal person ¢’s identity, and submits a request for a new passport with
a mid-way morph photo my,. The passport office will compare the original photo g with
the new photo my, to make sure that it is the same person. Per our earlier results, and
assuming a high-quality morph, the faces will look similar enough to match. The two photos
g and m 4, however, will share significant geometric and photometric properties because
the morphed image my, is composed of one half of the original image g, as compared to a
completely new photo of person g which will almost certainly differ somewhat in terms of
head pose, facial expression, lighting, etc.

We hypothesize, therefore, that a pair of images of an individual, one of which is
a morph, will be more geometrically and photometrically similar than two separately
photographed images of an individual. Each of the original images was registered to
the morphed image using a standard local and nonrigid registration (using Matlab’s
imregdemons), parameterized as a local 2-D motion field (v,,v,). The magnitude of the
geometric distortion between two images is quantified as the average magnitude of the

gradient of the underlying motion field (4 /v2 + fug) Once aligned, the photometric similarity

between two images is quantified as the mutual information [134] on the luminance channel.

Shown in Figure 6.14 are the geometric and photometric measurements for morphed
(filled red circles) and original (open blue circles) images. Each original data point corre-
sponds to the average difference h aligned to i~z, and h aligned to h, where h and h correspond
to distinct images of the same person. Each morphed data point corresponds to the average
difference between f aligned to my,, and g aligned to my,, where f and g correspond to
images of different people. The morphed images are distinctly more photometrically similar
(having a higher luminance mutual information) and more geometrically similar (having a
smaller warp-field gradient). This, again, is as it should be given how the morphed image
is created.

Because all of the images in our dataset are passport-style photos, this unusually
high similarity among the morphed images is not simply an artifact of the style of the
photographs. This unusual similarity can, therefore, be used as a cue to flag potentially
suspicious similar images.
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Figure 6.14: Photometric and geometric measurements between two distinct images
of the same individual (original) and an image of an individual and a mid-way morph
to another individual (morph). A lower geometric measure corresponds to a higher
degree of similarity, and a higher photometric measure corresponds to a higher degree
of similarity.

6.5 Discussion

Images synthesized by StyleGAN2 are realistic enough to fool naive observers. Even
when told about specific synthesis artifacts, observers are unable to reliably discriminate
the real from the synthetic. Similarly, in case of morphed faces, human participants showed
a limited ability to detect face morphing, both by distinguishing identity (Experiment
la) and by classifying a morphed face (Experiment 2a). Training did not significantly
improve performance in the identification task (Experiment 1c¢) and training and feedback
resulted in only a small improvement in performance in the classification task (Experiment
2b). Additionally, we found that even a state-of-the-art, machine-learning, face recognition
algorithm could not reliably distinguish one person from a mid-way morph. We did, however,
identify a computational technique to leverage the unusual similarity between a pair of
images when one is a mid-way morph. This technique could be implemented at passport
issuance to help in flagging suspicious applications for further processing.

As synthetic media continues to improve in realism and sophistication, it will become
increasingly more difficult to visually discriminate between the real and the fake. It seems,
therefore, that the possible advantage of training people to look for certain artifacts may be
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of limited value. Going forward it is important to develop robust computational techniques
and stricter policies to protect people from these types of attacks.
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Chapter 7

Conclusions and Discussion

Each of the forensic techniques presented in this dissertation exploit an intrinsic flaw in
deep-fake videos. The first two person-specific techniques described in Chapters 2 and 3
exploit the fact that deep-fake videos are often driven by an impersonator who is not the
person depicted in the video. As a result, the facial mannerisms distinct to an individual
are disrupted. This type of soft-biometric model, built over long temporal windows, is
difficult to circumvent in the current per-frame deep-fake synthesis techniques.

While these two techniques exploit facial mannerisms, other soft-biometric features are
violated in the creation of deep fakes. Because deep-fake synthesis focuses exclusively on
the facial region, other parts of the head are left unattended. In Chapter 4, we leverage
human ear biometrics and show that the ears in face-swap deep fakes can be identified as
the impersonator’s, and not the person it purports to be.

These biometric cues are most effective when an impersonator is used in the synthesis of
deep fakes, primarily face-swap and puppet-master deep fakes. Lip-sync deep fakes, on the
other hand, preserves most of the biometric cues, but other physiological properties may
be violated. In Chapter 4 we exploited inconsistencies between the movement of the mouth
and ear. In Chapter 5 we exploited inconsistencies between the shape of the mouth and
the underlying audio signal. These inconsistencies arise because the mouth is synthesized
independent of the rest of the face and head.

However, there are limitations to these detection techniques. Similar to many other
forensic techniques, most of the above methods also rely on some manual intervention. This
limits their scalability for use in automatic detection on large-scale platforms. As a result,
online users are often tasked with deciding whether an image or video is real or not. In
Chapter 6, therefore, we turned our attention to understanding the limits of the human
visual system to recognize manipulated faces. It was shown that humans are only slightly
better than chance at detecting synthetic faces, both those generated by state-of-the-art
deep-fake synthesis and those generated by more traditional manipulation techniques.

Current deep-fake videos, even though highly realistic, often ignore many aspects of a
person’s identity. In the future, the person-specific techniques presented in this dissertation
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can be augmented with other biometric cues. To create convincing deep-fake video, for
example, it is necessary to accompany it with convincing audio. Currently, deep-fake
videos are associated with either 1) an impersonator’s voice or 2) a synthesized voice. As
a result the audio signal can be used as a biometric cue to detect person-specific deep
fakes. Additionally, the face-swap deep fakes using an impersonator’s body can leave other
tell-tales like impersonator’s hand or body motion or gait which, in the past, have been
shown to provide biometric information.

Additionally, in most deep-fake videos people are made to say things they have never
said. This can disrupt the statistical properties of the underlying text of the speech. For
instance, a public speech given by a world leader is generally pre-meditated and in many
cases written by a professional speech writer. Therefore, similar to author attribution, an
analysis of spoken text can also provide important biometric signals. The knowledge about
the person’s identity behind the words can be valuable in high-stake cases like political
speeches. Additionally, we may be able to use textual and visual cues together to extract
high-level semantic relationships between the two modalities. The current audio-based
synthesis techniques, however, may not understand such semantics of the underlying text
and the commonly associated gestures with it.

Lastly, it is also important to simultaneously understand the human perceptual ability
to detect deep-fake videos. In Chapter 6, experiments were performed on static faces and
many interesting research questions are still unanswered for deep-fake video perception.
For example, there are multiple types of deep-fake videos, each of which pose a different set
of forensic challenges. However, it is not known which of the three types of deep fakes are
the most difficult to detect perceptually. This analysis can help researchers to calibrate
their focus on specific types of deep fakes. One of the most popular type of deep fakes on
the internet are face-swaps, on which the biometric-based forensic techniques are shown
to work the best. However, it is not known if humans can also be trained to recognize
person-specific cues to detect face-swaps. More generally, do we become less susceptible to
deep fakes when we know the person in the fake? If yes, then what are the person-specific
cues that help us recognize the fakes? Such perceptual studies can guide the development
of biometric-based detection algorithms.

Often I'm asked if detection will eventually win the ongoing cat-and-mouse game of
synthesis and detection. The simple answer here is "probably not"; historically synthesis
techniques have always been able to evolve and avoid detection. What then makes the
detection techniques interesting? The democratization of deep-fake synthesis tools is one of
major concerns around these sophisticated manipulated media. The ease of availability of
these tools enable an average user to create, for example, a deep-fake video of a celebrity
or a national leader saying or doing things they never said or did. I believe the detection
techniques, like the ones presented in this dissertation, mitigate this problem by discovering
non-trivial inconsistencies in the deep fakes. This makes it more difficult and time-consuming
for an average person to create a convincing fake that can fool an expert’s eye. The forensic
techniques, which are computed over long temporal windows, provide an edge over the
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per-frame synthesis methods that fail to simulate temporal consistency. Additionally, each
of the high-level features used here are shown to be robust against the common laundering
operations like compression or resizing. This robustness is valuable for the analysis of online
videos which are often poor quality and low resolution.

Given the limited scalability of forensic techniques and poor performance of the human
visual system, let us now briefly discuss other potential solutions. The problem of deep fakes
is multifaceted and is only a small part of the larger misinformation ecosystem. Even though
forensic techniques provide valuable tools for expert analysis, there are other problems:
1) the widespread availability of sophisticated synthesis techniques, 2) the promotion of
fake content on social media platforms reaching billions, and 3) consequently, the growing
mistrust in all forms of media threatening the existence of our society and democracy. The
main stakeholders in this ecosystem are the creators, the publishers, and the consumers, each
of which needs to take cohesive actions to fight this plague of misinformation. Described
below is one potential measure that can bring all these pieces together.

The Content Authenticity Initiative (CAI) [32], in collaboration with Adobe, Twitter,
Qualcomm, and Truepic, is developing a standard for media attribution and provenance.
The new standard will enable trustworthy media with verifiable information including when,
where, and how the media was created and edited. This glass-to-glass attribution, starting
from the camera lens and ending at the user’s screen, will be associated with all pieces of
recorded media. Because this approach has shifted the burden from the consumer to the
producer, it holds larger potential to operate at internet scale. These efforts, however, are
only effective if they are adopted by all stakeholders in the information ecosystem. The
social media platforms, who currently favor user engagement over content authenticity,
need to adjust their approach and promote truth. Their recommendation algorithms can
use the above attribution to favor authoritative and trustworthy content. Content creators
need to become more accustomed to creating verifiable content through secure hardwares
and softwares. Lastly, as consumers of online content, we all need to be responsible towards
seeking authentic content and validating before sharing. Going a step further, even the
researchers and the developers of Al tools can proactively adopt solutions to mitigate the
misuse of their technology. For instance, artificially fingerprinting the generative models
can help in identifying and tracing the source of GAN images and deep-fake videos [33,34].
I believe a shared understanding of truth in imagery is essential for everyone to regain trust
in the media we see every day.
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