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Abstract

On the Robustness of Learned Task Weights in Cross-modal Retrieval

by

David Nahm

Master of Science in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Gerald Friedland, Chair

Multi-task learning has proven to be effective when applied to cross-modal retrieval, the process of making a query in one modality and retrieving relevant results in a different modality. However, the performance of multi-task learning can vary greatly depending on hand-tuned task weights. These task weights determine how much each task in the cross-modal retrieval model contributes to the model’s overall loss function and training process. Recent studies have shown that these task weights can be learned during a model’s training process. The learned task weights are a measure of the amount of uncertainty in each task, as the model should learn to de-emphasize more uncertain tasks and focus its learning on tasks with less uncertainty. These learned task weights can be particularly useful in the setting of cross-modal retrieval because multimedia datasets commonly contain large amounts of label noise and uncertainty, so task weights should reflect this uncertainty accordingly. However, the behavior of the model with learned task weights could be very unpredictable in the presence of label noise. In this report, we first show how learned task weights react to noisy polynomial data with added label noise, and we compare these results to a multi-task learning model with hand-tuned weights. We also analyze the conditions in which learned task weights are robust to label noise in image classification tasks. We then apply these findings to a cross-modal retrieval model to better understand how factors such as the complexity of the tasks and the modalities being used affect how robust the learned task weight model is to label noise. We find that with high noise datasets, uncertainty-based learned task weights are insufficient when learning task weights and that task complexity must also be considered. Task complexity should also be accounted for in the form of dimensionality reduction or as a learned parameter when learning task weights with noisy data.
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Chapter 1

Introduction and Motivation

Cross-modal retrieval is the process of making a query in one modality and retrieving relevant results from a different modality. Cross-modal retrieval models are commonly trained on multimedia datasets such as YFCC100M which contain multiple modalities such as images, text, and videos [1]. Having to deal with multiple modalities makes cross-modal retrieval a more difficult task than traditional retrieval tasks with one modality. The cross-modal retrieval model must be able to relate data that are similar conceptually regardless of what modality they belong to. For example, a cross-modal retrieval model must be able to learn that an image of a dog and a text description of the dog represent the same concept despite being from different modalities. Cross-modal retrieval has proven to be useful in many different settings dealing with several modalities. Several recent applications of cross-modal retrieval include matching images of faces with audio of voices and searching for videos with audio snippets [2, 3].

Multi-task learning is a specific technique that has improved cross-modal retrieval performance [4]. Multi-task learning models learn by simultaneously learning from several tasks. By doing this, the model should be able to learn more general representations that apply to all of the tasks instead of simply overfitting to one task. This idea of learning more general representations fits naturally with cross-modal retrieval because we are trying to learn general concepts that appear in the data regardless of modality. We can also use the idea of multiple tasks to take advantage of more data in our cross-modal retrieval model. When training our cross-modal retrieval model in a multi-task setting, we train each task with a different dataset. For example, task A of our multi-task learning model would try to perform cross-modal retrieval on dataset A, while task B would try to perform cross-modal retrieval on dataset B. By allowing the model to learn from multiple datasets, we would hope that the model could learn more general features instead of overfitting to one dataset.

While multi-task learning has proven to be useful, it can be hard to obtain the best performance because it is difficult to optimally choose how we weigh the tasks in a multi-task learning model. Prior work has shown that multi-task learning model performance
is particularly sensitive to how tasks are weighted [5]. How we choose to weigh the tasks is crucial because this decides which tasks the model will focus its learning on during the training process. Tasks with smaller task weights contribute less to what the model learns, while tasks with larger task weights are emphasized more in the learning process. In order to hand-tune these task weights, we must perform an expensive and tedious hyperparameter search over all of the possible task weights. Not only is this a time-consuming process, but these hand-tuned task weights also tend to be biased towards whole numbers or to one decimal point. However, if we could learn these task weights while training our model, we would not need to spend time on hyperparameter searches for the optimal task weights and we could also possibly see benefits in model performance. [5] proposes a specific method of learning task weights based on uncertainty that we focus on in this report. The task weights are included as additional learned parameters for the model to learn while being trained. By learning these task weights, the model can learn how to weigh the uncertainty of each task instead of relying on a hyperparameter search to find the best task weights. In addition, the learned task weights are able to achieve a level of granularity that a programmer would not be able to achieve.

In order to apply the idea of learned task weights to cross-modal retrieval, it is important to understand how the learned task weight model will behave under different noisy settings. Many of the multimedia datasets used in cross-modal retrieval have significant amounts of label noise. These datasets have become increasingly large, so extensively verifying the label of each observation is impractical. Since each task uses a different dataset as mentioned earlier, each learned task weight should reflect the amount of noise in the dataset used for that task. With the amount of label noise in mind, we must ask several questions before determining if learned task weights can effectively be used for cross-modal retrieval models trained on these large multimedia datasets. Will learned task weights still be able to be learned effectively in large multimedia datasets with substantial amounts of label noise? At what level of label noise would the model no longer be able to accurately learn how to weigh tasks. Ideally, we would know the limits of a learned task weight model in the presence of label noise and actually understand how the model will behave. This report explores to what extent and the circumstances in which learned task weights in a multi-task learning model are robust to label noise. In particular, we apply a learned task weight model to increasingly difficult problems to ultimately observe how well learned task weights can perform on noisy multimedia datasets. By doing this, we hope to better understand the behavior of learned task weights in the presence of label noise so that we can reliably apply this technique to larger multimedia datasets with more noise.

In this report, we start by first providing background on the topics that are addressed in this project. In particular, we discuss the background behind cross-modal retrieval, multi-task learning, and learned task weights in order to inform the reader of the theory behind these topics that are used in our experiments. We then use a learned task weight model on noisy polynomials of different degrees. We wanted to first start with polynomials for our
initial experiments because the noise was easier to control and we could see general patterns in behavior more clearly. We examine if the learned task weights are still able to reliably weigh the model’s tasks as we vary the amount of noise in the tasks. After conducting these experiments with noise polynomials, we then furthered our experiments by applying a learned task weight model to image datasets while varying the amount of random label noise. We wanted to extend our experiments to images because this was a more complex task than predicting polynomials, but not nearly as hard as performing cross-modal retrieval. In both the noisy polynomial and image experiments, we see the learned task weight model perform as well or better than a traditional multi-task learning model with hand-tuned weights up until a certain level of label noise. While the learned task weight model can perform just as well or better, we do observe a tradeoff of longer convergence times when compared to a fixed-weight multi-task learning model. Finally, we train a cross-modal retrieval model using learned task weights. We observe that the learned task weights are still robust to certain levels of label noise in this cross-modal retrieval setting. We find that this level of label noise is dependent on several factors, such as the complexity of the task and the modalities we are dealing with.
Chapter 2

Related Work

Since cross-modal retrieval can be used with many different modalities, there are many practical applications of cross-modal retrieval. This includes applications such as video-text retrieval [6], image captioning [7], and retrieving audio samples given a video query [8]. In this report, we focus on a joint representation learning approach to cross-modal retrieval where we attempt to learn a common subspace between all of the modalities. In the common subspace, embeddings representing the same concept should be close together regardless of what modality they come from. This general methodology is commonly used in cross-modal retrieval work [9, 10, 11, 12]. Once we learn this common subspace, we can efficiently perform retrieval between modalities in this new common subspace.

Multi-task learning was first introduced by [13] as a learning strategy to learn more general features from data. Multi-task learning has been used in a variety of different applications, not just limited to multimedia computing. The concept has shown to be effective when applied to a wide range of topics such as computer vision [14], natural language processing [15], and speech recognition [16]. In all of these applications, multi-task learning has proven to be helpful in learning more general representations and avoiding overfitting. While multi-task learning is an established technique that has been used for a while, learning the task weights in multi-task learning is a newer problem with more recent work being done. [5] proposes learning task weights by considering the uncertainty of each task as the model is being trained. This work shows how learned task weights can improve performance on semantic and instance segmentation tasks. This report primarily focuses on the uncertainty-based learned task weights from [5], but there are also other literature on the topic of learned task weights. [17] proposes a dynamic task prioritization approach to learning how to weigh tasks. They use the focal loss function to emphasize more difficult observations while learning. [18] tries to weigh how the model learns from each task by dynamically tuning gradient magnitudes as the model is learning. These techniques to learn task weights all achieve model performance that exceeds or matches the performance of a hyperparameter search such as grid search.
Multi-task learning has been effective in various applications of cross-modal retrieval. [19] uses a multi-task learning framework to perform image annotation, while [20] uses multi-task learning for image-text retrieval. These prior work use multi-task learning with hand-tuned task weights that were found through a hyperparameter search. The work by Choi et al. shows how learned task weights in multi-task learning can improve the performance of cross-modal retrieval systems with text, image, and video modalities [4]. We build on this work by studying how learned task weights in cross-modal retrieval systems react in situations with significant label noise in order to get a better understanding of model behavior.

There has also been significant prior work in learning in the presence of label noise. One of the common approaches to dealing with label noise is modifying the loss function. [21] propose a modified hinge loss to counteract symmetric label noise. There have also been various approaches to dealing with label noise that modify the network architecture or training process. [22] uses a “co-teaching” approach where two networks are trained and communicate to each other about which observations should be utilized in training. By doing this, the two networks can teach each other how to focus on observations that help the model learn. [23] propose modifying the network architecture by adding an additional layer at the end of the network which specifically aims to learn the distribution of the label noise.
Chapter 3

Background

3.1 Cross-modal Retrieval

Cross-modal retrieval is a specific application in multimedia computing where learned task weights can be particularly helpful. The idea behind cross-modal retrieval is to make queries in one modality and retrieve results in a different modality. For example, in a cross-modal retrieval system, one could retrieve relevant video results given an image query or find image results given a text query. While machine learning models have become very good at dealing with single modalities (e.g. finding similar images to a given image query), cross-modal retrieval across several different modalities is a more difficult task. The model must be able to learn how to relate data across modalities which is an added layer of complexity for the model to deal with. Cross-modal retrieval has many practical applications because of its multi-modal nature. Some applications of cross-modal retrieval include matching faces with voices, music retrieval, and image captioning [2] [24] [25]. Cross-modal retrieval is especially relevant in multimedia computing today because of cross-modal retrieval’s ability to take advantage of several modalities. Multimedia datasets frequently contain multiple modalities. Image datasets frequently have text captions or user tags and videos contain valuable information in their text descriptions. Cross-modal retrieval provides us with a method to take advantage of this additional data that is stored in different modalities.

Cross-modal retrieval is commonly learned through joint representation learning. In this report, our cross-modal retrieval model uses a joint representation learning approach, so we will focus on this method of learning cross-modal retrieval models. The main difficulty when dealing with multiple different modalities is that each modality most likely has different dimensions and is formatted differently. This makes it difficult to build a model that can take in several modalities that are each structured differently. In order to avoid this issue, our goal is to learn a common subspace where embeddings from each modality can be easily compared to each other. There are two steps in learning this common subspace: intramodal optimization and intermodal optimization.
In intramodal optimization, our goal is to first learn the best embeddings within each modality. We would want the model to first be able to properly group similar concepts together without considering any of the other modalities. For example, after intramodal optimization for the image modality, we would want the model to understand that different images of dogs should be similar (close in Euclidean distance) to each other and that images of computers should be dissimilar (far in Euclidean distance) from those dog images. In order to perform intramodal optimization, we can take advantage of pre-trained networks to embed the raw input. Pre-trained networks are useful for this stage because pre-trained networks, such as pre-trained ResNet-18 or BERT, have already been optimized to numerically represent raw input as embeddings. These pre-trained networks can be fine-tuned as the cross-modal retrieval model is trained or additional layers can be added to the model to improve upon the pre-trained embeddings.

![Figure 3.1: Triplet loss will encourage the model to pull the positive example closer to the anchor while pushing the negative example away from the anchor [26].](image)

Once each modality is individually tuned using intramodal optimization, we can perform intermodal optimization to learn across different modalities. We can utilize loss functions such as the triplet loss to allow the model to learn embeddings for each modality in a common subspace. The “triplet” in triplet loss refers to input triplets of an anchor (A), positive example (P), and negative example (N). The positive example is an observation sampled from the same class as the anchor but from a different modality. The negative example is an observation sampled from a different class from the anchor and also from a different modality. The idea behind triplet loss is to pull the anchor and positive example together (despite them being from different modalities) and push the anchor and negative example farther apart. This concept can be visualized in Figure 3.1. Triplet loss is defined as:

$$L(A, P, N) = \sum_{i=1}^{n} \max(\|f(A^{(i)}) - f(P^{(i)})\|^2 - \|f(A^{(i)}) - f(N^{(i)})\|^2 + \alpha, 0)$$

where $\alpha$ refers to the margin used in triplet loss, and the size of the training data is $n$. The
triplet loss will only be non-zero for a particular triplet if

\[ \| f(A^{(i)}) - f(P^{(i)}) \|^2 > \| f(A^{(i)}) - f(N^{(i)}) \|^2 - \alpha \]

In other words, the model should only incur a loss from this triplet if the distance between the anchor and the positive example is greater than the distance between the anchor and the negative example with some additional leeway provided by the margin \( \alpha \). By incurring a loss when the anchor is closer to the negative example than the positive example, the model is able to learn and pull the positive example closer to the anchor while pushing the negative example away from the anchor. By doing this, we can learn a common joint embedding space where embeddings are grouped by the concept they represent. As a result, embeddings from separate modalities, but representing the same concept, can still be near each other. This can be observed in Figure 3.2 as it is initially difficult to compare text and images when they are in separate subspaces, but it is easier to compare them in a common subspace.

![Figure 3.2: Learning a common subspace helps group conceptually similar embeddings despite being from different modalities [27].](image-url)

Once we have completed this intermodal optimization, conducting queries can easily be done in this new common subspace. New queries can be mapped to this new learned subspace by passing the query through the network and evaluating where this query should lie in the learned subspace. Since embeddings are grouped by concept in this new learned subspace, we can use techniques such as k-Nearest Neighbors (k-NN) to find the closest results for a given query. As a result, retrieving results for a new query can be done efficiently because we would just have to perform one forward pass through the network, then perform k-NN.

**Difficulties with Multimedia Datasets**

When discussing the topic of cross-modal retrieval, it is important to think about the data that the models will be trained on. The quality of the cross-modal retrieval results can
depend heavily on the noisiness of the training data. Multimedia datasets tend to include large amounts of label noise and uncertainty because of the scale of these datasets and the difficulties in correctly labeling training data when these datasets are originally created. These datasets can contain millions of images, videos, or audio clips, so ensuring that each training observation is correctly labeled is impractical. As a result, many of these datasets, such as image datasets with captions, rely on user tags or labels which can be very subjective and at times inaccurate. Since there can be significant levels of label noise in these multimedia datasets, it is critical to understand how a model will behave in the presence of label noise before applying various machine learning techniques. If a cross-modal retrieval model cannot be relied upon to be robust to a certain level of label noise, then it becomes very difficult to predict how the model will behave on different multimedia datasets.

### 3.2 Multi-task Learning

Multi-task learning is an approach that allows a model to learn from multiple tasks simultaneously. In a traditional machine learning setting, the model is solely focused on one task when trying to learn how to solve a problem. In a multi-task learning setting, the model is able to benefit from learning from multiple tasks because information can be shared between tasks. The model can share information through either hard parameter sharing or soft parameter sharing. As depicted in Figure 3.3, soft parameter sharing allows each task to have its own model. This approach differs from simply training $k$ separate models independently (where $k$ is the number of tasks) by enforcing constraints on the parameters of the models. The model parameters can be constrained so that the parameters for each task are close in distance (i.e. L2 norm) to the parameters for each of the other tasks.

![Figure 3.3: Example of a multi-task learning model with soft parameter sharing](image)

Hard parameter sharing differs in that a model with hard parameter sharing has shared layers that remain the same across all tasks. As shown in Figure 3.4, each task uses the same
shared layers. After the shared layers, each task has a task head that is specific to each task. By doing this, hard parameter sharing can learn a general representation for all of the tasks in the shared layers, then learn more task-specific features in the individual task heads. This project will focus specifically on learned task weights for hard parameter sharing models, and multi-task learning models mentioned from this point on will be assumed to be hard parameter sharing models. In a model with hard parameter sharing, learning is still similar to a traditional single task machine learning model. The loss for the model is computed as a linear combination of each of the individual task losses.

\[ L(x) = \sum_{i=1}^{T} \lambda_i L_i(x) \]

\( T \) is the total number of tasks used, \( \lambda_i \) is the weight on each task, and \( L_i(x) \) is the loss for task head \( i \). Each task weight, \( \lambda_i \) is chosen manually through a hyperparameter search such as grid search. Learning is commonly done by first computing each task loss, summing them, then backpropagating on this summed loss.

One of the main benefits of multi-task learning is its ability to avoid overfitting. By learning from multiple tasks, multi-task learning models are capable of learning more general patterns and representations. The additional tasks can help the model avoid overfitting to noise and generalize better because the model is not able to solely focus on one task. By using multiple tasks when learning, the model is able to take advantage of more data. In doing this, the model can learn a more general feature representation that takes all of the
tasks into account. Instead of simply overfitting to noise that appears in the data for a specific task, the model should be learning more representative features that appear across all or most of the tasks. Learning more general features should not only help avoid overfitting, but also help the model learn features that a single task would not have been able to learn.

**Drawbacks of Multi-Task Learning**

While multi-task learning has many benefits, it has several drawbacks that can greatly impact model performance. One of the main issues with multi-task learning is the need to manually select and tune task weights. The weight that each task is given in the overall loss function significantly influences what the model learns during training. Prior work has empirically shown how sensitive model behavior can be with regards to slight changes in task weights. For example, [5] has shown that training a multi-task learning model to perform instance and semantic segmentation tasks results in a model that is very sensitive to task weight selection.

In addition to needing hand-tuned task weights, multi-task learning requires manual tuning to find the optimal number of tasks to use for the given problem setting. While adding more tasks can help the model avoid overfitting as discussed earlier, adding too many tasks could confuse the model and cause the model to underfit. It is difficult to know which specific tasks are contributing to the model and which tasks are hindering the model’s performance without re-training the model with many different permutations of tasks. Ideally, we would be able to have some idea of the uncertainty of each task so that we could gain a better understanding of how many tasks are actually necessary to get the best model performance.

**3.3 Learned Task Weights**

Learned task weights can help resolve the issues with multi-task learning that were presented earlier. When we manually select task weights in a multi-task learning problem, we are inherently telling the model which tasks we believe have the most uncertainty. If we give a task a lower weight, the model treats this task as having more uncertainty by emphasizing this task less in the training process. If we give a task a higher weight, the model views this task with more certainty and allows this task to influence the model’s learning more in the training process. Instead of requiring hand-tuned task weights, we can learn these task weights while the model is being trained.

**Theory**

In order to learn task weights, we need to modify the traditional multi-task learning loss function. Most of the following derivation of the modified loss function can be found in
We present the following derivation in order to justify why we use the loss function that is used throughout this report. We discuss the probabilistic derivation and also the natural intuition behind the loss function that follows. We will show the derivation of the loss function for 2 regression tasks. In this 2 task setting, our likelihood must account for the likelihood of each task occurring. We have input data $x$, and the output of the $i$th task head can be represented by $y_i = f(x; \theta_i) + \sigma_i^2$, where $f(x; \theta_i)$ is the output of the model at task $i$ before noise is added to the output. $\theta_i$ refers to the parameters of the model to obtain the output at task $i$. In the case of a neural network, $\theta_i$ refers to the weights of the network used to get the output for task $i$. We can also express the probability of obtaining outputs $y_1$ and $y_2$ at tasks 1 and 2 given our network as $P(y_1, y_2 | f(x; \theta))$. Then, we can write the likelihood of the multi-task model as:

$$L(x; \theta) = P(y_1, y_2 | f(x; \theta))$$

If we assume $\sigma_i^2 \sim N(0, \sigma_i^2)$, then we know the distribution of $y_i | f(x; \theta_i) \sim N(f(x; \theta_i), \sigma_i^2)$ from the definition of $y_i$ stated earlier. Therefore, we can write the likelihood as:

$$L(x; \theta) = P(y_1 | f(x; \theta_1)) \cdot P(y_2 | f(x; \theta_2)) = N(f(x; \theta_1)) \cdot N(f(x; \theta_2))$$

We can then compute the log likelihood, $l(x; \theta)$:

$$l(x; \theta) = \log(N(f(x; \theta_1)) \cdot N(f(x; \theta_2)))$$

$$\propto -\frac{1}{2\sigma_1^2} \|y_1 - f(x; \theta_1)\|^2 - \log(\sigma_1^2) - \frac{1}{2\sigma_2^2} \|y_2 - f(x; \theta_2)\|^2 - \log(\sigma_2^2)$$

Once we have this log likelihood, we can find the negative log likelihood:

$$-l(x; \theta) = \frac{1}{2\sigma_1^2} \|y_1 - f(x; \theta_1)\|^2 + \log(\sigma_1^2) + \frac{1}{2\sigma_2^2} \|y_2 - f(x; \theta_2)\|^2 + \log(\sigma_2^2)$$

We can then use $-l(x; \theta)$ as the loss function for our model, and the model will try to minimize this negative log likelihood to learn $\sigma_1^2, \sigma_2^2, \theta_1$, and $\theta_2$. For $T$ tasks, this negative log likelihood can be written more generally as:

$$-l(x; \theta) = \sum_{i=1}^{T} \left( \frac{1}{2\sigma_i^2} \|y_i - f(x; \theta_i)\|^2 + \log(\sigma_i^2) \right)$$

This loss function intuitively makes sense because if task $i$ has large amounts of noise, $\sigma_i^2$, then task $i$’s contribution to the model’s loss function will approach zero. The $\log(\sigma_i^2)$ term...
helps penalize large values of $\sigma_i^2$ in order to prevent the model from simply learning large $\sigma_i^2$ to trivially send the loss to zero. From this loss function, we can see how the uncertainty of task $i$, $\sigma_i^2$, is directly related to the weight placed on the $i^{th}$ task’s loss function. The loss function for classification tasks can be derived similarly. The only difference arises from the fact that the Softmax function is used to normalize the output of the model into a probability distribution in a classification setting. After deriving this loss function, we can now start applying the idea of learned task weights to different models and datasets.
Chapter 4

Learned Task Weights with Noisy Polynomials

Before experimenting with learned task weights on more complex multimedia datasets, we first wanted to experiment with datasets where we could easily control the level of noise added. The first experiment focused on observing whether learned task weights could result in improved performance on synthetic polynomials. We wanted to first show that a multi-task learning model with learned task weights could perform well on synthetic datasets (polynomials) before experimenting with real image datasets. The source code for these experiments and following experiments can be found at https://github.com/davidnahm/retrieval-learned-task-weights.

4.1 Experimental Setup for Noisy Polynomials

The polynomials were of the form:

$$f_i(x) = c_1x^d + \ldots + c_dx + c_{d+1} + \sigma_i^2$$

The degree $d$ and noise $\sigma_i^2$ of the polynomials were varied to observe how the behavior of the learned task weights changed as the degree and noise level of the polynomials changed. The polynomials are generated with 2,500 training points and 200 validation points. A fully-connected network was used to solve this regression problem. The network had one shared layer of size 1x512 and two layers for each individual task head of size 512x512 and 512x1. ReLU activation was used after the first two fully connected layers (of size 1x512 and 512x512). The network architecture can be seen in Figure 4.1. The ADAM optimizer was used, and we found that a learning rate of 0.1 led to the best results.

\[1\] We decided on the network architectures used in this report based on our experimentation and prior related work. A simpler network with fewer parameters could be able to obtain equal or better performance, but we decided to leave this as an experiment for future work.
Figure 4.1: Network architecture used in the polynomial experiments.

The loss function of the learned task weight model is a linear combination of each individual task loss, weighted by the learned task weights. Mean squared error (MSE) was used as the loss function for each individual task. For the learned task weight model, the network learns the weights of the polynomial as well as the log($\sigma_i^2$). The network attempts to learn the log of the task weight to maintain numerical stability.

$$L(x) = \sum_{i=1}^{T} \left( \frac{1}{2\sigma_i^2}(\hat{f}(x) - f(x))^2 + \log(\sigma_i^2) \right)$$

A hyperparameter search was performed in order to find the best hand-tuned task weights for the control multi-task learning model. Each model was trained until convergence, and early stopping was used (with patience = 30 epochs) to prevent the model from overfitting.

### 4.2 Experiments with Noisy Polynomials

The first set of experiments was performed with varied values of $\sigma^2$ for each task. In order to observe how the model performance changes as $\sigma_i^2$ changes, we set up two experiments.
Figure 4.2: Average minimum validation loss on polynomials of degree 5, 8, and 10 as we increase the amount of noise. The performance of a hand-tuned multi-task learning model is overlaid as a baseline.

In the first experiment, we start with a two task multi-task learning model with $\sigma_1^2 = 1$ and $\sigma_2^2 = 2$. We train this model and measure the minimum validation loss the model achieves on a holdout set generated from the same polynomial. These minimum validation loss values are then averaged over 10 random seeds. We then add an additional task to the model with $\sigma_3^2 = 3$ and repeat the same process of training and computing the average minimum validation loss. We iteratively set $\sigma_i^2 = i$ and measure the model’s performance until $i = 6$. By simultaneously increasing the values of $\sigma_i^2$ and increasing the number of tasks, our goal was to observe if the benefits of the added tasks outweighed the drawbacks of increasingly noisy data.

From Figure 4.2, we can observe how model performance changed as the number of tasks
and the amount of noise changed. As the number of tasks increased with increasing amounts of noise, we can see how the model remained relatively robust to the noise from the added tasks for the degree 5 and degree 8 polynomials. For the degree 10 polynomial, the model was robust up to 4 tasks, but then saw a large increase in the validation loss for more tasks. This decrease in performance could have been due to the model requiring more epochs to train. A degree 10 polynomial could also be too complex for the model to handle. The model was not strong enough to learn both the task weights and how to fit the polynomial in the presence of a task with noise $\sigma^2 = 5$. We can see in Table 4.1 that the model was able to identify that the fifth task of the degree 10 polynomial experiment was noisy, but it underestimated the level of noise. For the degree 5 and degree 8 polynomials, the model was still able to improve its performance despite learning from increasingly noisy data. In these cases, the additional data helped the model more than the added noise hurt the model. Ordinarily, the additional data would hurt the model’s performance because the added noisy data would simply confuse the model. However, we can see that because the model is able to learn how to properly weight the additional data, it can take advantage of the data without sacrificing model performance.

Our next experiments also varied the values of $\sigma^2$ but for a fixed number of tasks. In these experiments, we set the number of tasks to be 3. We also fix $\sigma^2_1 = 1$ and $\sigma^2_2 = 2$. We then vary $\sigma^2_3 = 1, \ldots, 5$ to observe how the model behaves when only the noise in task 3 is changing. We repeat this process for polynomials of degree 5, 8, and 10. We can observe the results in Figure 4.3. We use the same network architecture that was used in the previous polynomial experiments.

We see in Figure 4.3 that is mostly robust to noise that varies from $\sigma^2_3 = 1, \ldots, 5$. This tells us that the model is correctly able to downweight this noisy task while learning, relying instead on tasks 1 and 2 which only have $\sigma^2_1 = \sigma^2_2 = 1$. We do see a slight decline in performance for the degree 8 polynomial with $\sigma^2_3 = 3$, then a return to better performance for $\sigma^2_3 = 4$. This dip in performance could be due to the fact that $\sigma^2_3 = 3$ is large enough to throw off the learning process, but small enough so that the model is still trying to learn from this task. The model could be having more difficulty with moderate noise as opposed

<table>
<thead>
<tr>
<th>$\hat{\sigma}^2_1$</th>
<th>$\hat{\sigma}^2_2$</th>
<th>$\hat{\sigma}^2_3$</th>
<th>$\hat{\sigma}^2_4$</th>
<th>$\hat{\sigma}^2_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0015</td>
<td>1.9827</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9993</td>
<td>2.0231</td>
<td>3.0126</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9956</td>
<td>2.0353</td>
<td>3.0242</td>
<td>4.0123</td>
<td>-</td>
</tr>
<tr>
<td>0.9622</td>
<td>2.0088</td>
<td>2.9653</td>
<td>3.8892</td>
<td>4.2234</td>
</tr>
</tbody>
</table>

Table 4.1: Example learned task weights for a degree 10 polynomial averaged over 10 random seeds.
to extreme values of noise. However, aside from this one example of a performance dip, the model seems to be fairly robust to an increasingly noisy task. We also see that this is true for polynomials of degrees 5 and 8, but with the degree 10 polynomial, we do start to see a decrease in model performance as we increase the noise. As with our first experiments, this is likely due to the polynomial being more complex and the model being unable to both learn the task weights while fitting the polynomial simultaneously. The complexity of the task at hand affects how much noise the learned task weights are ultimately able to handle and still obtain good model performance.

Figure 4.3: Average minimum validation loss on polynomials of degree 5, 8, and 10 for a fixed number of tasks with increasing noise.
Takeaways from Polynomial Experiments

From these experiments with noisy polynomials, we can observe that the degrees of the polynomials played a role in how robust the learned task weights are to label noise. While the learned task weights consistently correctly modeled the uncertainty in each task for lower degree polynomials (degree 5 and degree 8), we see that the network’s performance declines in the presence of higher noise for a more complex polynomial (degree 10 polynomial). We see that learned task weights are indeed impacted by the complexity of the tasks and that only modeling the uncertainty of each task may not be sufficient for more complex tasks. After conducting these experiments with polynomials and observing these findings with regards to task complexity, we wanted to progress our experiments to image datasets that more closely resembled the multimedia datasets that we encounter in cross-modal retrieval.
Chapter 5
Learned Task Weights with Image Datasets

After observing the benefits of learned task weights on synthetic polynomial datasets, we then wanted to experiment with more complex image datasets. In order to vary the amount of noise and difficulty of this image classification problem, we experimented with randomly sampled label noise to test the robustness of the learned task weights.

5.1 Experimental Setup with MNIST Dataset

The first step in our experimental setup was to determine how to create label noise in our data. We decided to use a randomly sampled label noise approach that takes the following approach. For every observation in the data used for task $i$, we draw from a $N(0, \sigma_i^2)$ distribution. If the absolute value of that draw is greater than 1.96, then the label of this observation is randomly changed to a different class. The class to be changed to is chosen uniformly from the remaining $n - 1$ classes. This results in approximately 5% of labels being changed for $\sigma_i^2 = 1$, approximately 16.5% of labels being changed for $\sigma_i^2 = 2$, approximately 25% of labels being changed for $\sigma_i^2 = 3$, and approximately 32% of labels being changed for $\sigma_i^2 = 4$. Since the true labels for a given class under randomly sampled label noise could be in any of the $n$ classes, randomly sampled label noise was a difficult type of label noise to overcome. Symmetric noise is another common approach to adding label noise to a dataset. We considered using symmetric noise, but we felt that randomly sampled label noise was more representative of the label noise that would occur in real multimedia datasets. Symmetric noise simply flips labels between class $i$ and class $n - i - 1$ with probability $p$. We felt that label noise in real datasets would be dispersed throughout all $n$ classes and not just be flipped symmetrically.

Our first experiments involved learning from the same dataset with different amounts of random pairwise label noise. For example, to build a 3 task multi-task learning model
trained on the MNIST dataset, we created 3 different versions of the MNIST dataset, each with a different amount of random label noise. Each task is still trying to classify the MNIST dataset, but each task is using a different noisy version of the same dataset. We can then train the model so that each task has the same input data but different noisy labels. The MNIST dataset consists of 60,000 training images and 10,000 testing images of handwritten digits. There are 10 classes in the dataset which represent the digits 0 through 9.

We used a fully-connected network to classify images from the MNIST dataset. The network has two shared layers of size 784x128 and 128x64 and one task-specific layer for each individual task of size 64x10. The network architecture can be seen in Figure 5.1. ReLU activations were used after each layer. In order to train the model, experiments were conducted with both stochastic gradient descent (SGD) and ADAM optimizers, but we found that using SGD resulted in better performance.

![Network Diagram](image)

Figure 5.1: Network used to classify MNIST images.
Experiments with MNIST Dataset

In order to make a fair comparison between the learned task weight model and the hand-tuned task weight model, we first compared their performance in a setting where we increased the level of noise with each additional task added. The first configuration was with 2 tasks and with $\sigma_1^2 = 1$ and $\sigma_2^2 = 2$. We trained a model on this two task problem over 10 random seeds and calculated the best test accuracy achieved on the MNIST test dataset for each random seed. We then averaged these best validation accuracies to calculate an average best test accuracy. We then added an additional task with $\sigma_3^2 = 3$ and repeated the training and evaluation process. We continued this setup one more time with $\sigma_4^2 = 4$. By setting up our experiments like this, we could examine how the behavior of the learned task weights and how the model’s performance was affected as the amount of label noise and the number of tasks varied. In order to find the best baseline hand-tuned multi-task learning model, we used a grid search over several different combinations of task weights to see which set of task weights performed the best. The results of these MNIST experiments can be seen in Figure 5.2.

![Figure 5.2: MNIST performance with increased levels of noise and increasing number of tasks.](image)

We can see in Figure 5.2 that the learned task weight model is able to perform as well or better than the model with hand-tuned task weights for 2 and 3 task models, but the performance drops off once the 4th task is added. For the model with 3 tasks, we actually see an improvement in performance over the hand-tuned model. We see the dropoff in performance when the 4th task is added because this amount of noise is too much for the learned task
weights to learn effectively. 3 tasks with $\sigma^2_3 = 3$ seems to be the most noise the model can be expected to learn through for these experiments where we are increasing the number of tasks as we increase the noise.

Our next experiments involved fixing the number of tasks at 3 and fixing $\sigma^2_1 = 1$ and $\sigma^2_2 = 1$. We then varied the value of $\sigma^2_3 = 1, \ldots, 4$. By doing this, we could see how the learned task weights affected the model’s performance for a fixed problem size. For each model trained with a different $\sigma^2_3$, we record the best test accuracy achieved by the model on the MNIST test images. We repeat this over 10 random seeds and plot the average maximum test accuracy for each value of $\sigma^2_3$. We can observe these results in Figure 5.3 as we can see how the learned task weight model performed with varying levels of noise on the MNIST image labels.

![Figure 5.3: MNIST performance with increased levels of noise on a model with 3 tasks.](image)

We can see in Figure 5.3 that the learned task weight model is particularly robust to label noise for $\sigma^2_3 = 1$ and $\sigma^2_3 = 2$. In these cases, the model is actually able to slightly outperform the model with hand-tuned task weights because the learned task weight model can learn more specific, non-whole number task weights that would be too granular for a grid search to find. For $\sigma^2_3 = 3$, we see that the learned task weight model starts to dip in performance compared to the hand-tuned task weight model. This is likely due to the longer training times required for the learned task weight model which is discussed below. Once $\sigma^2_3 = 4$, we see a drastic drop in performance in both the learned task weight and hand-tuned task
weight model as neither model is able to overcome this much label noise.

While the learned task model performs well, we did observe a tradeoff in the number of epochs the learned task model required to converge. As seen in Figure 5.4, the learned task model learned more gradually. As the noise, $\sigma_3^2$, grew larger, the model required more epochs to converge. We can see in Figure 5.4 that for $\sigma_3^2 = 3$, the model required around twice as many epochs to converge as it did for lower values of $\sigma_3^2$. One of the reasons for this is that we found that using a lower than usual learning rate resulted in more consistent convergence. With more parameters to learn in the learned task model, the model had to be more careful while learning. Taking large steps with a larger learning rate often resulted in the model overcompensating and adjusting the task weights too much. This led to the task weights being too sensitive to certain batches of data and not being able to recover and approach the optimal task weight.
Takeaways from MNIST Experiments

One of the main takeaways from our MNIST experiments was that the learned task weight model was able to perform as well or better than the hand-tuned model, but only up to $\sigma_2 = 3$. Once the noise surpassed this amount, we saw a clear decline in performance in the learned task weight model as the model was not able to effectively learn the uncertainty in each task. We also noticed in our experiments that lower learning rates were required to get our model to converge for higher levels of noise. With these findings and the findings from our experiments with polynomials, we then moved on to observing how learned task weights behaved in a cross-modal retrieval network trained with real multimedia datasets.
Chapter 6

Cross-modal Retrieval with Learned Task Weights

After experimenting with image datasets, we wanted to further our experimentation with a cross-modal retrieval model using multimedia datasets with more than one modality. In these experiments, we experiment with the image and text modalities to understand how learned task weights will react to label noise. The same methodology of adding noise to our datasets that was used in the MNIST experiments is used for these datasets.

6.1 Datasets

We experimented with two datasets to observe the performance of the learned task weights on a cross-modal retrieval model. One of the datasets we experimented with was IAPR TC-12 [29]. IAPR TC-12 consists of 20,000 natural images with 255 different classes. Each image also has a text caption, which is in the form of a sentence. We also experimented with the MIRFlickr-25K dataset [30]. The MIRFlickr-25K dataset contains 25,000 images from Flickr with 20 classes. This dataset also has captions in the form of user tags that describe briefly what is in the image. Sample data from IAPR TC-12 and MIRFlickr-25K can be seen in Figure 6.1.

6.2 Loss Formulation

Triplet loss is commonly used to train cross-modal retrieval models because it can be interpreted naturally when trying to learn joint embeddings. Triplet loss is defined as:

\[
L(A, P, N) = \sum_{i=1}^{n} \max(\|f(A^{(i)}) - f(P^{(i)})\|^2 - \|f(A^{(i)}) - f(N^{(i)})\|^2 + \alpha, 0)
\]

We set the margin to be \(\alpha = 1\). For observation \(i\) in a dataset of size \(n\), triplet loss takes three inputs: an anchor \(A^{(i)}\), a positive example \(P^{(i)}\), and a negative example \(N^{(i)}\). In our
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(a) “two light brown church towers with pinnacles on all four sides”

(b) “building, city, sky”

Figure 6.1: Sample images and captions from the IAPR TC-12 (left) and MIRFlickr-25K datasets (right) [29] [30].

experiments where we are dealing with image and text modalities, our triplets would consist of (anchor image, positive text, negative text) and (anchor text, positive image, negative image). The positive example is randomly sampled from the same class as the anchor but from the opposing modality the anchor is from. In order to apply the learned task weights to a cross-modal retrieval model with triplet loss, we can use triplet loss as the loss function for each task. Therefore, the loss function for a multi-task learning model where each task uses triplet loss can be written as:

\[
L(A, P, N) = \sum_{i=1}^{T} \left( \frac{1}{2\sigma_i^2} L_i(A, P, N) + \log(\sigma_i^2) \right)
\]

\[
= \sum_{i=1}^{T} \frac{1}{2\sigma_i^2} \sum_{j=1}^{n} \max\left( \|f(A(j); \theta_i) - f(P(j); \theta_i)\|^2 - \|f(A(j); \theta_i) - f(N(j); \theta_i)\|^2 + \alpha, 0 \right) + \log(\sigma_i^2)
\]

6.3 Network Architecture

Our network consists of two sub-networks: an “image network” and a “text network”. The image network takes in raw images as input and learns embeddings for these images. Similarly, the text network takes in the raw captions as input and learns embeddings for the text. We used pre-trained networks to embed the input images and text from the datasets. For images, we used a pre-trained ResNet-18 model (trained on the ImageNet dataset). This pre-trained ResNet model embeds the raw input images as 512-dimensional embeddings. For the text input, we used a pre-trained, open-source BERT model from [31]. Each cap-
tion is passed through the pre-trained BERT model and embedded as a 768-dimensional embedding. Once we have these image and text embeddings, we can project these image embeddings onto a common subspace where embeddings from different modalities can easily be compared. This projection is learned for image embeddings using a fully connected shared layer of size $512 \times 128$ followed by ReLU activation. This is then followed by a layer of $128 \times d$ for each task head, where $d$ is the dimensionality of the learned joint embeddings in the common subspace. The projection for text embeddings is learned using a fully connected shared layer of size $768 \times 128$ followed by ReLU activation. This is then followed by a layer of $128 \times d$ for each task head. We varied $d$ to see how our model performance changes as we increase the dimensionality of the joint embeddings. The full network architecture can be seen in Figure 6.2. An ADAM optimizer with a learning rate of 0.00001 was used to train the model.

Figure 6.2: Network used to perform cross-modal retrieval. $d$ is the dimensionality of the common subspace and is varied from $d = 16, 32, 64$. 
6.4 Model Evaluation

In order to evaluate the performance of the cross-modal retrieval model, we use Mean Average Precision (MAP). MAP is defined as the mean of the average precision scores for each query:

\[
\text{MAP} = \frac{\sum_{q=1}^{Q} \text{AveP}(q)}{Q}
\]

where \(Q\) is the total number of queries and \(\text{AveP}(q)\) is the average precision given query \(q\). The average precision for a given query can be computed as:

\[
\text{AveP}(q) = \sum_{i=1}^{K} p(i) \cdot r(i)
\]

\(p(i)\) is the precision of the top \(i\) ranked retrieved items. \(r(i)\) measures the relevance of the \(i^{th}\) ranked retrieved item — \(r(i) = 1\) if the \(i^{th}\) ranked retrieved item is relevant to the current query (if they share the same label) and \(r(i) = 0\) otherwise.

6.5 Results

In order to measure the performance of the model in the presence of label noise, we fixed the amount of label noise for one task and varied the amount of label noise for the other task. The amount of label noise added to the IAPR TC-12 data is \(\sigma_{\text{IAPR}}^2\), and the amount of label noise added to the MIRFlickr-25K data is \(\sigma_{\text{MIR}}^2\). To measure how well the task using IAPR TC-12 data performed with added noise, we fixed \(\sigma_{\text{MIR}}^2 = 1\) and varied \(\sigma_{\text{IAPR}}^2 = 0, ..., 3\). Similarly, to measure how well the task using MIRFlickr-25K data performed with added noise, we fixed \(\sigma_{\text{IAPR}}^2 = 1\) and varied \(\sigma_{\text{MIR}}^2 = 0, ..., 3\). We then trained our cross-modal retrieval model for each pair of \(\sigma_{\text{IAPR}}^2\) and \(\sigma_{\text{MIR}}^2\) and computed the MAP for each model. These MAP values are recorded in Table 6.1. By feeding the model with one slightly noisy dataset and one dataset with increasing noise, we hope to see if the model can learn which dataset to weigh more in its learning process. The model should emphasize its learning on the dataset with fewer swapped labels, and it should adjust its task weights accordingly.

There are several observations we can make from the model performance seen in Table 6.1. The first observation we can see is that the model still performed well through significant amounts of label noise up to \(\sigma_{\text{IAPR}}^2 = 2\) for IAPR TC-12 on both image-to-text and text-to-image retrieval. Without any prior knowledge of the noise in each task, the model was still able to use the learned task weights to properly weigh the tasks. We saw this was true in the cases of synthetic polynomials and image datasets, but these results on IAPR TC-12 and MIRFlickr-25K show how those results can be extended to more complex multimedia
Table 6.1: MAP scores for IAPR TC-12 and MIRFlickr-25K datasets. $d$ is the dimensionality of the joint embeddings used in the common subspace.

<table>
<thead>
<tr>
<th></th>
<th>IAPR TC-12</th>
<th></th>
<th>MIRFlickr-25K</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>$\sigma^2_{\text{IAPR} = 0}$</td>
<td>$\sigma^2_{\text{IAPR} = 1}$</td>
<td>$\sigma^2_{\text{IAPR} = 2}$</td>
<td>$\sigma^2_{\text{IAPR} = 3}$</td>
</tr>
<tr>
<td>Image $\rightarrow$ Text</td>
<td>16</td>
<td>0.4732</td>
<td>0.4563</td>
<td>0.4135</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.4892</td>
<td>0.4704</td>
<td>0.4380</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>0.4934</td>
<td>0.4756</td>
<td>0.4439</td>
</tr>
<tr>
<td>Text $\rightarrow$ Image</td>
<td>16</td>
<td>0.4877</td>
<td>0.4493</td>
<td>0.4135</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.4962</td>
<td>0.4721</td>
<td>0.4306</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>0.5029</td>
<td>0.4753</td>
<td>0.4379</td>
</tr>
<tr>
<td>Image $\rightarrow$ Text</td>
<td>16</td>
<td>0.6836</td>
<td>0.6472</td>
<td>0.6120</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.6914</td>
<td>0.6731</td>
<td>0.6379</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>0.6982</td>
<td>0.6790</td>
<td>0.6411</td>
</tr>
<tr>
<td>Text $\rightarrow$ Image</td>
<td>16</td>
<td>0.7268</td>
<td>0.6737</td>
<td>0.6004</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.7311</td>
<td>0.6905</td>
<td>0.6184</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>0.7384</td>
<td>0.6964</td>
<td>0.6233</td>
</tr>
</tbody>
</table>

datasets. We see slight dropoffs in model performance as the noise initially increases, but the model is still able to learn well. We do see that MIRFlickr-25K performance seems to be affected negatively slightly more by the added noise. This is likely because the MIRFlickr-25K dataset is a noisier dataset than IAPR TC-12, so it will be less robust to added noise. We can also see how text-to-image retrieval performance in MIRFlickr-25K falls faster than any of the other tasks. This was likely due to the fact that the raw input text itself already contained noise that the model could not account for. The captions in the MIRFlickr-25K dataset are noisier than the IAPR TC-12 captions because they are user captions from Flickr and contain noise such as spelling mistakes or possibly irrelevant user tags. As a result, the modality we are looking at can have a large effect on whether the learned task weights will be robust to label noise. Some modalities, such as text, tend to have more noise on the raw input that must be taken into account when using learned task weights.

In general, we also see that for larger joint embeddings ($d = 32$ and $d = 64$), the model can perform better in the presence of noise. When noise is added to the model with $d = 16$, we see the model shows higher drops in performance than with $d = 32$ or $d = 64$. These differences can primarily be seen with $\sigma^2 = 1$ and $\sigma^2 = 2$. Once $\sigma^2 = 3$, the noise is large enough that all of the joint embedding sizes seem to perform equally. The higher dimensionality of the joint embedding space likely leads to better results because the model is able to learn more features to differentiate different concepts. Performing cross-modal...
retrieval with larger embeddings is a less complex problem to solve because the embeddings are able to capture more of the features in the input images and text. As a result, based on our results from polynomial and image datasets, we would expect the learned task weights to perform better on the less complex task to solve.

**Takeaways from Cross-modal Retrieval Experiments**

There are several main conclusions we can take away from these cross-modal retrieval experiments. One takeaway is that while uncertainty-based task weights performed well with low levels of noise, only learning task weights based on uncertainty is not sufficient for higher levels of noise. We saw large dropoffs in performance once the label noise in a dataset grew too large, suggesting that we need to consider more than just the uncertainty of each task for high levels of noise. We also see that the modality used when performing retrieval matters when looking at the robustness of the learned task weights. We saw that text suffered more from added label noise than images did. With these findings and our takeaways from our experiments with polynomials and images, we can present some actionable conclusions on learning task weights for cross-modal retrieval with noisy datasets.
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Conclusion

7.1 Lessons Learned

There are several main lessons that were learned through our experiments with learned task weights on noisy datasets. One of the main lessons is that we saw how the complexity of the problem being solved affected how robust the learned task weights are to added noise. This is most clearly displayed in our experiments with polynomials where we compare the performance of the learned task weight model with polynomials of increasing degree. In our polynomial experiments, we started seeing a dropoff in performance for the degree 10 polynomial when large amounts of noise were added to the data. For the same amount of noise, the less complex polynomials (degree 5 and degree 8) did not see the same dropoff in performance. When we added smaller amounts of noise, we did not see the degree of the polynomial affect the robustness of the learned task weights. Our experiments show that while learning task weights solely based on the amount of uncertainty in each task may be effective in lower noise settings, the complexity of the tasks must also be considered in higher noise settings. There are several ways that this could actually be implemented and incorporated into the learning process. One possible direction is to decrease the dimensionality of our input data through different dimensionality reduction techniques. By reducing the dimensionality of our data, we can control the complexity of each task before using our uncertainty-based learned task weights. As a result of handling the complexity issue as part of a pre-processing step, we can then focus solely on learning the uncertainty of each task because we have already controlled the complexity of each task. Alternatively, instead of dealing with complexity as a pre-processing step, we could also deal with complexity as part of the learning process. Our work suggests that learning uncertainty and complexity simultaneously would be a reasonable step towards provide more robustness for learned task weights when using high noise datasets. Whether we deal with task complexity as a pre-processing step or in the form of learned parameters, it is important that cross-modal retrieval models using learned task weights take this into account. Multimedia datasets commonly contain large amounts of noise, so dealing with task complexity is crucial if we want to be confident
in the behavior of a cross-modal retrieval model with learned task weights.

Our experiments with cross-modal retrieval suggest that the robustness of learned task weights in high noise settings also varies based on the modalities being used. In our experiments, we saw that text-to-image retrieval suffered more from increased label noise than image-to-text retrieval. This was likely due to the fact that the text modality tends to have more noise in its raw input than the image modality, adding to the complexity of learning how to embed text data. This decrease in performance in the more complex task further shows how task complexity should be taken into account when learning task weights. There are several possible solutions to this that we addressed earlier. One way to alleviate this problem is to perform stronger dimensionality reduction on more complex modalities as a pre-processing step. For example, if we knew the text modality is more complex and is more difficult to embed than the image modality, then we could reduce the dimensionality of the raw text input more than the dimensionality of the raw image input. By doing this, we would hope to balance out the complexity between the two modalities so that we would only have to use uncertainty-based learned task weights in our training process. In addition, we could try to learn the complexity of each modality as part of our training process to account for the differences in modality.

In addition to our takeaways regarding the complexity of each task, we also learned some useful guidelines for training learned task weight networks. We commonly saw that the learned task weight model required lower than average learning rates to converge in high noise settings. While we expected the training time to be slightly longer due to the increased number of parameters the model needed to learn, we did not expect the model to require lower than average learning rate sizes. From our experiments, we observed that using lower learning rates allowed the model to learn more gradually and provided better results empirically.

If we can confidently use learned task weights in multimedia computing, there would be many possible benefits. One clear benefit is that learned task weights would simply reduce the amount of time and effort spent on model selection with multi-task learning models. Additionally, learned task weights are not prone to the same biases that programmers have when trying to select task weights manually. A programmer would never be expected to select task weights to the granularity and specificity that learned task weights could learn. Programmers would be naturally biased towards choosing task weights that are whole numbers when the optimal weights likely are not whole numbers. Learned task weights also give us a natural insight into how the model is learning and which tasks it is focusing its learning on. The learned task weights provide an easily interpreted measure of how much uncertainty each task contains. While there are many benefits of learned task weights, it is important to understand their behavior and how they will react to learning in noisy environments. As discussed in this report, there are several primary factors that affect the robustness of the learned task weights to large amounts of label noise, such as the complexity of the tasks and
7.2 Future Work

There are several areas of future work that we would like to pursue. One main area of future work is exploring other forms of learned task weights. We saw in this report that only considering the uncertainty of each task has its limitations in high noise settings. There are several alternatives to learning task weights that could result in better performance in the presence of large amounts of noise. One alternative is to consider task difficulty in addition to task uncertainty when learning task weights. This would allow the model to understand the uncertainty in each task while also taking the difficulty of each task into consideration when learning how to weigh each task. We could also further extend this idea by increasing the granularity of our learned task weights to the observation level. Our current approach only focuses on weighing each task as a whole, but future work could build on this by also learning how to weigh the uncertainty and difficulty of classifying each observation. This would add an additional level of knowledge that the model can use to learn how to weigh each task.

Another area of future work to explore is extending the number of modalities that we are dealing with. This work focused on image-to-text and text-to-image retrieval, but it would be interesting to examine the behavior of the learned task weights on other modalities such as video or audio. All of these modalities vary in how well they are labeled, resulting in different performance for each modality. These modalities also vary in how noisy their respective inputs are. For example, text datasets might contain substantial spelling mistakes or slang terms that a model might struggle to learn how to deal with. Audio datasets could contain input noise in the form of background noise or multiple voices speaking simultaneously.

Finally, we would like to study how large of a network we really need to effectively learn task weights. In this report, we based our network sizes on prior work and our own experimentation, and we did not make varying the size of the networks a priority in our analysis. A smaller network could be able to learn task weights that are more robust to label noise. For example, we could ask how many neurons it would actually take to properly learn task weights. We could then examine the behavior of networks of varying sizes to see if smaller networks are able to learn task weights properly and if they learn better task weights. In addition to possibly providing better performance and more accurate task weights, this would help decrease the amount of time required to train our models. As discussed earlier, one of the main motivations for using learned task weights is the reduced amount of time spent on hyperparameter searches. By learning networks with smaller networks, we would most likely see the added benefit of spending less time training the model which can be of
great use when training models on the large multimedia datasets that are commonly seen in cross-modal retrieval.
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