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Abstract

Multi-Task Learning Architectures and Applications

by

Andy Yan

Master of Science in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Joseph Gonzalez,

Doctor Xiaolong Wang,

Multi-task learning fundamentally involves utilizing multiple tasks to assist with generalization.
In this report, we first investigate the motivation for research in multi-task learning, showing
that when training multiple tasks together on the same neural network, performance may
benefit if the tasks are related and suffer if the tasks are not. We then study multi-task
architectures and evaluate in depth a mixture-of-experts model. We show that in experiments
on the CIFAR-100 MTL domain, multi-clustering outperforms prior architectures in accuracy
and computation time. Next, we apply multi-task learning to the object detection task using
the BDD100K dataset. We explain our method of training the object detection task with
the self-supervised tasks of angle and distance prediction and colorization, demonstrating
performance benefits. Lastly, we demonstrate our work in few-shot learning, where we
proposed a method to train a task to which we have little to no data by exploiting the task’s
compositionality.
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Chapter 1

Introduction

1.1 Background to Multi-Task Learning
Multi-task learning fundamentally involves utilizing multiple tasks to assist with generalization.
In the biological context, humans utilize multi-task learning in day to day tasks. For instance,
when learning to play a song on different instruments such as a guitar and a piano, aspects of
the song such as the melody can be generalized between the instruments. Therefore, playing
the song on the guitar can assist with playing the song on the piano. The same intuition may
be applied to deep learning. Given two tasks that are similar to each other, co-training the
two tasks on the same neural network can help the network to generalize learning of certain
features.

Given a single task, generally reasonable performance can be obtained by optimizing for
that task by collecting data and training a network to optimize for it. However, limitations
may arise as data collection may be costly. In addition, collecting enough data for a certain
task to cover edge cases may also be difficult if those edge cases are rare. Another problem
that arises with training using a single task involves training time and resources, as training
complicated tasks may require significant and expensive computational resources.

Multi-task learning can assist in these cases. In the context of generalization, although it
may be difficult to collect diverse data for a single task, utilizing multiple tasks may help
alleviate some of these issues by providing more data in general and more diversity in data.
For instance, in the case of image digit classification, consider two datasets of digits from
different domains such as MNIST and SVHN, where the former contains black and white
digits while SVHN contains digits that appear on street house numbers. Digits found in
MNIST are drawn in a different font style than SVHN, so multi-task learning could potentially
aid in generalizing across different digit styles, resulting in a more robust classifier.

The digit classification domain is a relatively easy domain. However when tasks become
more difficult, multi-task learning can help with minimizing computational resources. An
example for this is ImageNet pretraining, which is a common strategy in vision where a
neural network is initialized using the parameters obtained after training on ImageNet [1].
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Figure 1.1: Testing accuracy of three architectures after training on two different synthetically
generated datasets. The left depicts the dataset generated using shared features and the right
depicts the dataset generated using separate features.

The network is then fine-tuned, requiring a smaller amount of training time. Thus, the use of
multiple tasks can reduce the required amount of computational resources.

In this report, we explore architectures for multi-task learning and then some applications
of multi-task learning including co-training for object detection and few-shot learning for
image classification.

We first review previous architectures and then introduce a novel architecture that
outperforms previous architectures. We present exploration of our novel architecture on the
CIFAR-100 multi-task learning (MTL) dataset and evaluate performance benefits that our
architecture presents, including generalization and compute. We then investigate the use
of multi-task learning on a self-driving dataset to improve the object detection task using
self-supervised tasks. These include tasks such as angle distance prediction and colorization.
Lastly we explore the application to few-shot learning and discuss an approach of using
multiple tasks to train a generator to generates synthetic data that assists with training of
new tasks.

Prior to discussing these explorations, we first show a toy example that depicts the
potential benefits of multi-task learning. Intuitively, using multiple tasks may be beneficial
when the tasks are related but also harmful when tasks are not. Thus, we first explore
artificially creating tasks that are related and unrelated.

We randomly generate a dataset, where each data point is a binary string of length 20
with a label determined by the task labeling functions below.
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In the first case, we utilize two tasks that share features, task 0 (t0) and task 1 (t1).

de f t0 ( x ) :
r e turn x [ 0 ] == 1 or sum(x [ 1 . . 1 0 ] ) % 2 == 0

de f t1 (x ) :
r e turn x [ 0 ] == 0 or sum(x [ 1 . . 1 0 ] ) % 2 == 0

These two tasks use the same features, as they are a function of the first 10 bits of 20.
However, the task labels differ in that although they use the same features, task 0 outputs 1
when x[0] is 1 while task 1 outputs 1 when x[0] is 0.

We contrast this to a different setting, where tasks use separate features. Task 0 uses the
first 10 bits while task 1 uses the last 10 bits.

de f t0 ( x ) :
r e turn x [ 0 ] == 1 or sum(x [ 1 . . 1 0 ] ) % 2 == 0

de f t1 (x ) :
r e turn x [ 1 0 ] == 0 or sum(x [ 1 1 . . 2 0 ] ) % 2 == 0

The results of using different architectural choices to learn these tasks are in Figure 1.1,
where we use three different architectures, multi-task, single-task, and cross-stitch.

The multi-task architecture involves the sharing of a single backbone of parameters, shown
in Figure 2.1, whereas the single-task architecture uses two separate backbones. Cross-stitch
involves a simple architectural adjustment that connects together two separate backbones,
allowing tasks to learn whether they should use the same backbone or not.

We observe that when tasks use the same features, using the multi-task and cross stitch
network outperform single-task whereas when tasks use different features, using single-task
outperforms both multi-task and cross-stitch. The figure depicts testing accuracy, showing
differences of around 10% when using the appropriate architecture.

As a result, we observe that the multi-task architecture can help when features are shared,
but when features are not shared, the multi-task architecture could hurt performance. This
motivates exploration in studying when and how to train tasks together in order to maximize
performance.



4

Chapter 2

Related Work

2.1 Multi-Task Architectures
Extensive research has been done in multi-task learning, seeking to improve task performance
[17, 22] and reduce the requirement of computational [27] and memory resources [15]. As a
result, many creative models and algorithms have been proposed, including ones that cluster
tasks in a top-down fashion [13], learn relationships between tasks using matrix priors [11],
and more [26].

Two basic models involve fully sharing the same backbone between tasks and fully
separating tasks with different backbones. These are depicted in Figure 2.1, where the
left side depicts the fully shared architecture and the right side depicts the fully separated
architecture. In the fully shared architecture, each task uses the same backbone but different
task-specific layers afterwards, while in the fully separated architecture, each task uses
different backbones and task specific parameters. We note here that as the number of tasks
increases in the fully shared architecture, the number of backbones scales linearly, posing
potential memory issues.

We proposed a model that uses the mixture-of-experts (MoE) principle for multi-task
learning. Two related models are the cross-stitch network [17], where outputs from all experts
are mixed together by a task-specific linear combination, and the routing network [25], where
one expert per gating layer is selected, depending on the input and the task. Routing and
cross-stitch networks can be viewed as two extremes of a spectrum, with the former making
gating decisions that are hard (yes / no) and sparse (exactly one expert), and the latter
performing soft and dense “gating”. Our method enjoys the best of both approaches, by
learning how many experts to select for each task, as well as task-specific linear combinations
that mix the selected experts. Our exploration in architecture only studies networks with
a single gating layer, but our method can be straightforwardly extended to multiple gating
layers.

A similar approach is taken in [27] in the single-task setting, where the gating layer
selects a predetermined number of experts. In contrast, we learn a task-specific number of
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Figure 2.1: Architectures for fully sharing and fully separating. The input passes through
the backbone, which is depicted by the first two layers in this figure. Fully sharing uses the
same backbone whereas fully separating uses two backbones.

Figure 2.2: Three architectures for multitask learning. The left is our proposed model, the
middle is the cross-stitch model [17], and the right is routing networks [25]. Cross stitch
involves using soft blending of backbone outputs. Routing networks takes the task as input
and selects selects which backbone to use for that task through hard gating. We note that
these architectures each can be viewed as multi-task units and stacked together.
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experts in the multi-task setting, which requires a different mechanism for expert selection
(Section 3.1). During training time, our gating is a variant of dropout [28] in which entire
experts are dropped out rather than single neurons, and the dropout probabilities are learned
and task-specific rather than fixed.

Another MoE model for the single-task setting is DeepMoE [29], which uses ReLU
activation to encourage sparsity in input-dependent gating weights. In contrast, we make
discrete gating choices using a probabilistic model that is conditioned only on the task. After
training, we fix the set of experts that contribute to each task, facilitating efficient model
deployment, and improving the model’s interpretability (Section 3.5).

2.2 Applications to Vision
As we investigate applications to the object detection task of self-driving, we use prior object
detection architectures such as Faster R-CNN [24].

We use the BDD100K dataset [35], a self driving dataset. This self driving dataset consists
of videos taken by drivers from multiple cities on their phone cameras. Besides the video
data, the phone camera in addition contains data such as gps data, which we use to create
self-supervised tasks. This data can be considered self-supervised, as it comes for free because
phones can automatically record this data while recording video.

Multi-task learning has been applied to the task of object detection both through pre-
training and co-training. As for pre-training, networks are commonly pretrained using the
ImageNet [1] classification task. Other tasks are summarized in [8], which groups these tasks
into four categories, generation-based, context-based, free semantic label-based, and cross
modal-based. We investigate a task from the generation-based category, colorization [10]. We
note that in contrast to our studies, these studies use these tasks for pre-training whereas we
train these tasks simultaneously with the detection task. As for co-training, tasks such as
Mask R-CNN [5] have shown success in improving generalization. However, we also note that
Mask R-CNN uses supervised data, whereas in our studies we use self-supervised data.

2.3 Applications to Few Shot Learning
We additionally explore multi-task learning applications to few-shot learning, where we
attempt to learn a new task with little to no data samples using the tasks related to the new
task. We investigated a generative approach in [31], where we learn to generate features to
assist with training a classifier on a new task.

Constructing task-conditional feature representations has been largely adopted in the
recent work [16, 30, 18, 23]. The investigated tasks are tasks to classify some entity that
composes of a variety of properties. One such composition is object and attribute. Wang
et al. [30] and Purushwalkam et al. [23] creates task-aware feature representations by re-
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configuring the network to be conditioned on attribute-object compositions. Nagarajan and
Grauman [18] proposes to use attributes as operators to modify the object features.

In contrast to the existing works, we take a generative perspective, focusing on feature
synthesis for compositional learning. We hypothesize that if a generator is capable of
synthesizing feature distributions of the seen compositions (compositions to which we have
data), it may be possible to transfer to novel compositions by producing synthetic features
that are informative enough to train a classifier without needing real images.
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Chapter 3

Multi-Task Learning Architectures

3.1 Task Multi-Clustering
A task is a tuple xX ,Y , P,Ly, with X and Y, respectively, input and output domains, P a
distribution over X ˆY , and L : Y ˆY Ñ R a loss function. We say that a model m : X Ñ Y
achieves good performance if it has low expected loss Epx,yq„P

rLpmpxq, yqs. In multi-task
learning (MTL), we assume some distribution Q over a set of tasks T , and a dataset of tuples
pt, x, yq, such that t „ Q and px, yq | t „ P

t

. In our experiments, Q is the uniform distribution
over N tasks.

We propose a mixture-of-experts (MoE) model for MTL in which the tasks in T are
clustered into M experts. The binary gating variables b

i

ptq P t0, 1u are functions of the task
representation t indicating whether task t is clustered into expert i. Intuitively, we would like
a subset of the tasks T

i

“ tt|b
i

ptq“1u to be clustered into expert i if these tasks, and only
these tasks, share useful features f

i

pxq of the input x. The expert should learn to extract
such features. A visual representation is presented in Figure 2.2. Here, the input is fed into
each expert / backbone. Task 1 selects the first 4 experts, while task 2 selects the last 3.
After the features are passed through the experts, only the outputs of the first 4 experts
are combined through soft gating for task 1 and only the outputs of the last 3 experts are
combined through soft gating for task 2.

Given the expert featurizations f
i

pxq and the multi-clustering b
i

ptq, we compute for each
task t a task-specific representation zpt, xq as a mixture of the experts into which it is clustered

zpt, xq “

ÿ

i

b
i

ptqw
i

ptqf
i

pxq, (3.1)

where w
i

ptq are the mixture weights. We learn a task head g mapping from the latent
representation zpt, xq to the output

mpt, xq “ gpt, zpt, xqq.
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Our training objective is to minimize the expected loss between the predicted output and the
true output

min

b,w,f,g

E
t„Q

Epx,yq„PtrLt

pmpt, xq, yqs. (3.2)

We note that, during both training and evaluation time, only the experts of the mixture (3.1)
for which b

i

ptq “ 1 need to be called. Sparsity of the multi-clustering can therefore yield
significant computational efficiency.

To perform gradient-based optimization of the objective (3.2), we can choose differentiable
parametrizations of all w

i

’s, f
i

’s, and g as neural networks. Unfortunately, the multi-clustering
indicators b

i

are inherently discrete. To relax this modeling assumption, we introduce the
probability p

i

ptq that expert i will be used for task t, and have b
i

ptq „ Bernoullipp
i

ptqq. This
makes zpt, x; bq and mpt, x; bq random variables, requiring special care in the optimization.

Because the discrete gating variables are not differentiable, in order to optimize the
gating distribution, we can either relax it into a reparametrizable distribution using the
Gumbel–softmax trick [7], or use the score-function trick to sample from the same gating
distribution that we optimize. Sampling from a relaxed gating distribution generates soft
gating values b

i

ptq P p0, 1q, and does not enjoy the computational benefits of sparsity during
training time. We therefore choose the score-function trick

rE
b„pptqrLt

pmpt, x; bq, yqs “ E
b„pptq

«
rL

t

` L
t

ÿ

i

r log p
i

pb
i

; tq

�
, (3.3)

where p
i

pb
i

; tq is p
i

ptq if b
i

“1, else 1´p
i

ptq. To estimate the gradient (3.3) in each optimizer
step, we sample a single gating combination b for each element of the mini-batch.

We define the density of each task as the expected number of experts used in its com-
putation, kptq “

∞
i

p
i

ptq, and refer to its complement M ´ kptq as the sparsity. We desire
sparser representations for faster training and evaluation, as long as task performance does
not degrade much.

To our optimization objective, we add the expected task density, in our case the mean
1
N

∞
N

t“1 kptq, as a regularization term, namely L1 regularization on p. The coefficient of this
term, �, can be viewed as the relative marginal cost of computing one expert and incurring a
unit of loss. By tuning �, we can control the trade-off between computation and loss.

During evaluation time, given an input x for task t, we wish to keep the same task density
kptq as in training time. Moreover, efficient model deployment and computation may require
a fixed, deterministic multi-clustering b. We therefore round kptq to the nearest integer, and
pick the set of kptq most likely experts

argmax

b:
∞

i biptq“kptq

ÿ

i

b
i

ptqp
i

ptq. (3.4)

Other approaches to choosing the fixed multi-clustering b from the learned distribution p
could be rounding the probabilities to 1 or 0, or sampling from them. However, rounding
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would induce a different expert density at evaluation time than in training time, which
may create a covariate shift for the downstream network, and sampling from the gating
distribution may not select the most likely experts, thus degrading performance.

As a result of our gating discretization technique (3.4), the model computation time is
Opkq, where regularization induces selection of only k experts. This is generally much more
efficient than mixing all M experts in OpMq computation time. As the diversity of the set of
tasks T increases, we must also increase the total number of experts M , but not the task
density k, contributing to the advantage of the multi-clustering method over naive MoE.

3.2 Experiments
We evaluate our method on the CIFAR-100 MTL dataset, in which each task is to classify an
image into one of 5 classes, with cross-entropy loss between the true class and the predicted
class distribution. There are N “ 20 tasks, corresponding to 20 non-overlapping super-classes
(fish, flowers, etc.). Each image in the dataset is involved in exactly one task and has exactly
one true label for that task.

The deep network architecture of each of the experts f
i

pxq is four sequential convolutional
layers, each with 32 filters, ReLU activation, and 2 ˆ 2 max pooling. Each task head gpt, zq

is a fully connected layer that takes the mixture of experts zpt, xq and outputs classification
logits. Two N ˆ M matrices represent w

i

ptq and the logits of p
i

ptq, with each element of w
initialized by a standard Gaussian, and p initialized uniformly as 0 logits. We optimize the
mean task loss (3.2) using Adam with an initial learning rate of 10´3.

We present three experiments: (1) a comparison between different gating techniques in
terms of accuracy, (2) a comparison between different ways to select experts during evaluation
time; and (3) a qualitative evaluation of the multi-clustering similarity between tasks.

3.3 Comparison of Gating Techniques
To compare with cross-stitch networks [17], we generalize their method to have more than
2 tasks and 2 experts by representing the mixture weights as an N ˆ M matrix. This is
equivalent to setting b ” 1 in our model, and compares sparse gating to dense, ungated MoE.

The results are summarized in Figure 3.1. With sufficient data, multi-clustering outper-
forms ungated MoE with the same number of parameters. While MoE is largely insensitive
to the number of experts in a wide range (20–100), multi-clustering benefits from sparser
gating as the amount of data decreases, presumably due to a regularization effect. Our results
consistently outperform those reported in rosenbaum2017routing: routing networks achieve
60% accuracy, whereas our model with � “ 0.1, using the same architecture, achieves 62.7%
accuracy.
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Figure 3.1: Accuracy of models trained with different amounts of data. Task multi-clustering
with sufficiently large sparsity coefficient � outperforms ungated mixture-of-experts, when
sufficient data is available. Some 1-std error bars are too small to be visible.

3.4 Expert Selection during Evaluation Time
We turn to the question of how task-specific subsets of experts should be selected during
evaluation time, based on the learned distribution p. We wish to fix the multi-clustering after
training to deploy a fixed model for each task with only the selected experts. This has the
potential to make the model more computationally efficient and interpretable.

Prior works predefined the number of experts per task as a hyper-parameter k. In
shazeer2017outrageously, the k experts with the largest (noisy) weights are selected. In
contrast, we choose the task-specific kptq to be the expected number of experts selected
during training time for task t. We speculate that this choice of kptq reduces the covariate
shift in the distribution of zpt, xq experienced by the task head gpt, zq, thus improving its
performance. Given kptq, we select the maximum-posterior subset of experts for the task,
which is the kptq most likely experts.

We compare this method of selecting the final multi-clustering to choosing k to be mean
expected number of experts over all tasks. The results, summarized in Figure 3.2, suggest
that choosing task-specific kptq outperforms choosing the mean k. We speculate that the
performance degradation is more pronounced in sparser multi-clustering because this increases
the risk of having too few features for tasks that need more features than the average.
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Figure 3.2: Performance over number of experts used during evaluation time on the full
dataset of 50K images. Using task-specific selection of kptq, the number of experts per task,
outperforms using mean k over all tasks and ungated mixture of all experts.

Figure 3.2 also compares the performance of ungated MoE as a function of the total
number of experts M . Performance is largely insensitive to the number of experts, if there
are sufficiently many, but forcing all M experts to be mixed does degrade performance. This
suggests that tasks do benefit from our discrete multi-clustering formulation.

3.5 Task Similarity
Using hard gating enables interpretable task relatedness involving how similarly tasks share
experts. In our evaluation of this property, after adding sparsity regularization with coefficient
� “ 0.1, we find that some tasks have a strong preference for some experts, as depicted in
Figure 3.3. The left maps show the probabilities of the M experts being used for the N tasks.
The right maps display the normalized correlation in gating probabilities between pairs of
tasks (rows in the left maps). With the larger dataset (bottom), there is a clear correlation
in gating probabilities between tasks, such as tasks 3 and 6, which are “food containers” and
“household furniture”, respectively. With the smaller dataset (top), such correlations between
tasks are unclear.
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Figure 3.3: Gating representations for multi-clustering with sparsity regularization coefficient
� “ 0.1, trained on 12.5K (top) and 50K (bottom) data points. Left: probabilities of selecting
each expert for each task. Right: normalized correlation between the tasks.

3.6 Conclusion
In multi-task domains, tasks are often partially related, in the sense that they benefit from
sharing some but not all of their latent representation with other tasks. We presented a
method for discovering a multi-clustering of tasks into feature-extracting experts, such that
each task uses a mixture of the experts it selected. Through these experts, the task shares
each portion of the parameters in its model with a different cluster of partially related tasks.

The discovered structure of the multi-clustering facilitates more efficient learning, in
terms of both task performance and computational efficiency. The model’s sparsity allows
evaluating only a subset of the experts per task, both during training and evaluation time.
By fixing the multi-clustering after training, we enable deployment of smaller models per
task, which only involve the most useful experts. Finally, with sufficient data, the model’s
performance is robust to significantly increasing the sparsity through regularization.

The single multi-clustering gating layer presented in this work can be extended to models
with multiple such layers. This extension may require techniques that reduce the considerable
variance of the score-function gradient estimator (3.3). Our method should further be
evaluated on a variety of domains and architectures.
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Chapter 4

Applications to Vision

4.1 Introduction
In this section, we survey some potential methods of improving the object detection task
on the BDD100K dataset. In addition, we provide some details in the ways we configured
self-supervised tasks to train with the object detection task.

To begin with, we discuss the task of object detection and the architecture we use as well
as the BDD100K dataset.

In object detection our goal is to be able to, given an image, predict the bounding boxes
and classifications of every object in the scene. This process is done by using a region proposal
network to obtain the region proposals, and then using these proposals to predict bounding
boxes and classifications.

In this process, a backbone extracts features that are used in this pipeline. We use

Figure 4.1: Architecture used in the co-training of object detection and self supervised tasks.
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Figure 4.2: Sample images from a driving video in the BDD100K dataset, to which we have
GPS labels visualized on the left side. The actual angle and distance labels are depicted in
white text on the bottom left of the video images.

ResNet-50 as the backbone, but other architectures can be substituted similarly. We share the
features of the backbone between tasks, using the intuition that if the features extracted by
the backbone are useful for self-supervised tasks, they may be useful for the object detection
task. Specifically, we choose to share the stem and first 3 blocks of the ResNet-50 architecture.
Beyond the first 3 blocks of the ResNet-50 architecture, the central object detection task
replicates the last block of the ResNet-50 architecture and thus shares different task-specific
parameters. This is depicted visually in Figure 4.1.

We use the BDD100K dataset, where some samples are depicted in Figure 4.2. The
BDD100K dataset contains driving videos from many diverse situations such as different
cities, different times of day, and different weather conditions. These driving videos are
labeled with bounding boxes and classes for the object detection task. The videos themselves
provide enough information for our exploration on the colorization task. Because these videos
are recorded on a phone, the phone also provides self-supervised data. This includes course,
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which is a global indication of angle of travel, and longitude and latitude. These are the fields
we use for the angle distance prediction task.

4.2 Task Exploration
We explore two different tasks, including angle distance prediction and colorization.

Angle Distance Prediction

The angle or distance prediction task involves predicting the change in trajectory that a car
has undergone given a start and end point from a driving video.

The intuition is that in order to predict the angle change and distance change between
frames in a video, one must observe how objects in the frames have moved. If a still object
has increased in size between the first frame and the second frame, it suggests that our car
has moved forward. Thus, a network that can extract features important for this classification
task may also extract features relevant for the object detection task.

First, we discuss how we extract angle and distance labels from the provided data. Given
an image sampled from a video in the dataset, we sample another image nearby. With the pair
of images, we should have information, knowing the direction of time, to predict the change
in angle and distance between those two images. Distance is computed using the gps signal,
where given the latitude and longitude of two points, we can compute the euclidean distance
between them. Angle is computed using the course data. Course is a number between 0 and
360, indicating global direction. However, given an image pair, we desire the local change in
course. We compute the local change by using the start and end course. However, given two
course numbers, such as 30 and 180, it is ambiguous whether the car has turned 150 degrees
clockwise or -210 degrees counter-clockwise. Given the small difference in time between the
two frames, however, we assume that the car has turned in the less extreme manner. Thus in
the case given, we decide that the car has turned 150 degrees clockwise. As a result, angles
are bounded between -180 and 180.

Examples from each label are shown in Figure 4.3, though we note that instead of using
an image pair, we use 4 images between the two sampled time-steps.

In terms of the implementation, we feed the images from the frames in the video through
the shared backbone, through the self-supervised block 5, and then concatenate the features
to feed through a final fully connected layer in order to output logits for classification. The
self-supervised loss, computed using cross entropy loss, is scaled by 0.1.

We draw images from the videos with a delta of 10 at 5 fps, meaning that if we sample
frame n from a video, we will also sample frame n+10 in order to perform classification. The
difference in time between these two frames is also 2 seconds.

However, we note that an image pair may not provide information. For instance, if the
car has turned too much, the objects in the scene between the two frames may completely
change. Thus we include more than just 2 images between the start and end frame. For
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Figure 4.3: Examples of data points for each angle and distance change category.

example, between image n and n+10 in a sequence, we use images n, n+3, n+6, n+9 instead
of n and n+10.

Another consideration we took into account is that the batch size for object detection is 2
per GPU due to memory constraints. However, a batch size of 2 may not be large enough for
a stable signal for training angle and distance classification. Thus, we use a batch size of
16 per GPU due to time and memory constraints, which we observe to be enough to reduce
training loss to near 0.

However, we only observed minor performance gain co-training with the angle and distance
tasks, as shown in Table 4.1. The baseline number is obtained by running the object detection
pipeline with the angle and distance loss scales to 0. We show the AP of the object detection
task after training with just the angle task, just the distance task, and both angle and
distance tasks. In the future, we plan to investigate modifying the training procedure further
in order to amplify the potential gains.
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Table 4.1: Effect of co-training with angle and distance tasks on object detection AP.

Configuration AP

Baseline 30.72
Angle 30.796
Distance 31.025
Angle + Distance 30.88

Colorization

Colorization in previous works have attempted to predict the HSL values of an image as a
auxillary task. [10] in particular uses hypercolumns, each of which consists of the features
corresponding to a certain pixel in the original image stacked together. This means that the
output features of each convolutional layer are upsampled to the size of the original image,
stacked together, and fed through a fully connected layer to output color values. Instead
of predicting HSL values, we choose to predict RGB values and only use the MSE loss on
predicted and true color values with a scale of 0.1. Qualitatively, this has worked well in
terms of learning to predict colors, as shown in Figure 4.4. We observe that we are able to
accurately predict colors such as black/white car colors, building colors, road and sky colors,
and light brightness. However, some colors are missing in our predictions that differ from the
truth, such as the red in the stoplight. Instead, a white light is predicted, likely because the
network is confusing the stoplight for a street light. We also observe that the true videos
are tinted slightly different colors due to the glass window of the car. For example, the first
row shows a blue tint while the third image shows a green tint. The predicted colors do not
reflect these colors, likely because the appearance of these colors are vehicle specific and the
network predicts the colors in the general case.

An important training detail we note here is that we did not have enough GPU memory
to predict the colors of images of the original size. As a result, we instead downsampled the
images to 1/4th of the original width and height for the self-supervised task.

We again observe a small benefit in co-training with colorization, shown in Table 4.2.
However, the difference in AP is small and could be due to noise, so in the future we would
like to investigate methods to further attain the benefits of co-training with colorization.
We note that we do not use the same baseline number as angle distance, as the baseline
numbers are computed by setting the scale of the self-supervised task loss to 0. In addition,
the training configurations are slightly different for colorization and angle distance, as not all
images have angle and distance labels. These images are filtered out for the angle distance
prediction task but not for the colorization task, which may have an effect on the final results.
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Figure 4.4: Qualitative results for colorization, where we have the black and white input
images which are colorized by our network. We also have the original colored image.

Table 4.2: Effect of co-training with the colorization task on object detection AP.

Configuration AP

Baseline 30.3045
Colorization 30.775

4.3 Conclusion
In this section, we show important training details to take into account when co-training with
the angle distance prediction and colorization tasks as well as some preliminary results in
improving performance. For the angle distance task, we noted the significance of batch size
and the number of images between two sampled frames. For colorization, we noted a necessary
workaround to memory constraints by downsampling the images. For both tasks, we showed
minor benefits in AP for the object detection task when training with the self-supervised
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tasks, and in the future we would like to investigate ways to enlarge these benefits.
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Chapter 5

Applications to Few Shot Learning

5.1 Introduction
In this section, we explore compositional learning of tasks. In attempting to learn a new task
to which we have limited data, we use tasks to which we have data to generate data for the
new task. We then train a classifier on the generated data for the new task.

At its root, this breaks down to exploiting task compositionality [16]. For example, we may
not have data of any examples of a red elephant (novel composition) but instead we have data
of red apples or red tomatoes, as well as big elephants. We study the zero-shot compositional
learning task, where the model needs to recognize novel attribute-object compositions of
which no training images are available by transferring knowledge from seen compositions.

Big Elephant

Young Cat

Small Elephant

Old Cat

Red Car

Young Bear

Red Elephant

?

Old Bear

?

Figure 5.1: The task of zero-shot compositional learning is to build a classifier for recognizing
visual concepts represented by an attribute-object pair (e.g., old bear) where no training
images of the composition are available. Our model generates synthetic features for novel
compositions, transferring knowledge from the observed compositions (e.g., old cat, young
bear). The synthetic features are used for training the classifier directly.
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Figure 5.2: The task-aware deep sampling architecture studied here, during training, synthe-
sizes features conditioned on the word embeddings of the composition, which is used to train
a classifier for recognizing the seen and novel compositions. The discriminator is introduced
to distinguish the real and synthetic features of the seen compositions. The classifier is used
after training on the generated data.

In [31], we proposed a task-aware feature generation approach, consisting of a task-aware
feature generator, a discriminator, and a classifier (Figure 5.2). During training, the feature
generator synthesizes features conditioned on the word embeddings of the compositions
(namely, task descriptions) and the discriminator is trained to distinguish the synthetic and
real features of the seen compositions. The classifier is jointly trained to recognize the novel
compositions using only the synthetic features. During inference, we just use the trained
classifier to directly recognize features of novel compositions as if it were trained on the real
features.

This is task-aware deep sampling, where the generator adopts the task description as input
and task conditional randomness is incorporated incrementally at each level.
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5.2 Zero-Shot Compositional Feature Synthesis
More formally, we are given a vocabulary of attributes a P A and objects o P O as well as a
set of image features �pX q extracted by some pre-trained feature extractors (e.g., ResNet [4]).
A visual concept (a.k.a. category) is represented as an attribute-object pair c “ pa, oq P C
and each image is associated with one composition c. Moreover, C “ S YU , where the images
in the training set associate with the compositions in S and not with the compositions in
U . We refer compositions in S as the seen compositions and the compositions in U as novel
compositions. Following the tradition of classic zero-shot learning [32], the goal is to build a
classifier f which classifies an image feature z : �pxq P Z using the labels in set of the novel
compositions c P U (close world setting) or using the labels in the set of all compositions
c P C (open world setting). We use the concatenation of word embeddings (t P T ) of each
attribute-object pair c as the task description for recognizing the composition c and T is
available during training.

5.3 Task-Aware Feature Generation
We view the zero-shot compositional learning task from the generative modeling perspective.
The key insight is to learn a projection from the semantic space T to the image feature
space Z via feature synthesis, rather than projecting the two sources of inputs (z and t)
independently into one common embedding space and building a model to leverage the
compatibility between the two modalities [30, 18, 16].

We now introduce our task-aware feature generator design G : T Ñ Z for image feature
synthesis. As illustrated in Figure 5.2, the task description t P Rd (d “ 600 using the
GloVe [20] to obtain the word embedding of the compositon) is used as the input to G
(instantiated as a stack of fully-connected (FC) layers). At the i-th layer of G, random
Gaussian noise n

i

„ N p0, 1q is sampled and then transformed by a sub-network of 2 FC
layers, Ei

n

, obtaining transformed noise Ei

n

pn
i

q. The task description t transformed by Ei

t

(also
a single FC layer) is multiplied with the transformed Ei

n

pn
i

q to obtain the task-conditioned
noise, which is then added to the immediate output of the i-th layer of G. Specifically, ẑi`1,
the input of the pi ` 1q-th layer of G, is obtained by

ẑi`1
“ ẑi ` Ei

t

ptq ˚ Ei

n

pn
i

q. (5.1)

The feature synthesis procedure can be viewed as using task-aware deep sampling ; different
sets of task-conditioned noise are sampled at different levels of the generator, which progres-
sively injects task-driven variation to the immediate features of the generator. Intuitively,
the noise injected to the generator is sampled from a task constrained space, which reduces
the number of samples necessary to learn the projection from the task space T to the image
feature space Z. We empirically show that our generator design has better sample efficiency
than the alternative in the experiment section.
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5.4 Overall Objective
The overall model pipeline is composed of a generator G, a discriminator D and a classifier f
as illustrated in Figure 5.2. The discriminator is used during training to distinguish whether
the input feature of seen compositions is real or fake. We use a simple logistic regression
model as our classifier. All three components are jointly trained in an end-to-end manner and
only the trained classifier is used during testing. The overall objective is described below.

Classification Loss

The synthetic features are tailored to help the classifier generalization. We include a typical
multi-class cross-entropy loss part of the objective function. Specially, the classifier f takes
the synthetic features ẑ “ Gpt, nq as input (n “ tn

i

„ N p0, 1q|i “ 1 . . . Ku, K ` 1 is the
number of layers of the generator) and output the class prediction ŷ “ fpẑq. The classification
loss is defined as

Lcls “ ´E
ẑ„pẑ

rlogP py|ẑ; ✓qs, (5.2)

where y is ground truth composition that associated with the task description t. P py|ẑ; ✓q is
the conditional probability predicted by the classifier f parameterized by ✓.

Adversarial Training

We include a GAN loss to help train the generator. We extend the WGAN [3] by integrating
the task descriptions t to both the generator and the discriminator. The extended WGAN
loss can be defined as

Lwgan “ E
z„prrDpz, tqs ´ E

ẑ„pg rDpGpt, nq, tqs, (5.3)

which approximates the Wasserstein distance commonly used in the GAN literature to improve
training stability compared to the original GAN loss [2]. p

r

and p
g

denote the real feature
distribution and the generated feature distribution respectively. We add gradient penalties to
the discriminator to enforce the discriminator to be a 1-Lipschitz function following [3, 33].
The overall adversarial loss is defined as

Ladv “ Lwgan ´ �gpEp} 5
z̃

Dpz̃, tq}2 ´ 1q

2
s, (5.4)

where z̃ “ ↵z ` p1 ´ ↵qẑ with ↵ „ Uniformp0, 1q. Following [3, 33], we set �gp “ 10 in our
experiments.

Under the zero-shot learning context, only image features of the seen compositions S
are available during training; therefore, the adversarial loss Ladv is only applied to the seen
compositions.



CHAPTER 5. APPLICATIONS TO FEW SHOT LEARNING 25

Clustering Loss

To circumvent the challenges of estimating the image feature distribution, we add a regu-
larization term to make the synthetic features of the seen compositions closer to the cluster
center of the true feature distribution. Intuitively, in the extreme case where no randomness
is introduced to the generator, G learns a mapping from t to a “prototypical” image feature
z̄ P Z . We find this regularization term reduces the complexity of modeling the target image
feature distribution.

We realize the mapping by introducing a soft-clustering term with L2 regression loss.
Specifically, we randomly sample a real image feature z of the composition c P S, and
regularize the generated feature ẑ to be close to z. By sampling multiple image features,
we regularize the generated feature closer to the cluster center of the real image feature
distribution. Similar to Ladv, the prototypical loss term, defined as

Lcluster “

Kÿ

k

}ẑ
k

´ z
k

}

2, (5.5)

where K features from the seen composition c are sampled.

Overall Objective

The overall objective is a weighted sum of the three components shown as

min

G,C

max

D

Lwgan ` �Lcls ` µLcluster, (5.6)

and we adopt � “ 0.01 and µ “ 10 if not specified. Ablations of � and µ are provided in the
supplementary material.

5.5 Training and Testing
Figure 5.2 shows the different components of the our model: the generator G, the discriminator
D and the classifier f . The generator G and the discriminator D are only used to assist
the training of the downstream classifier. If G can generate samples that capture the data
distribution of the novel composition by transferring the knowledge from the seen compositions,
a classifier trained with the synthetic features should generalize to the real features of the
novel compositions during testing. To this end, we train all three components (G, D and
f) jointly and during testing, we directly feed the real features of the novel compositions
extracted by the pretrained feature extractor to the trained classifier.

5.6 Experiments
We present the experimental evaluation of TFGon three zero-shot compositional learning
(ZSCL) benchmark in Section 5.7. Our method outperforms the previous discriminative
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Figure 5.3: Data samples of the MIT-States and UT-Zap50K datasets. An attribute-object
composition is associated to each images. Only a subset of the composition is seen during
training. Both MIT-States and UT-Zap50K are fine-grained recognition datasets where
images in MIT-States come from natural scenes while images in UT-Zap50K are mostly with
white background, depicting shoes with different materials.

models by a large margin. In Section 5.8, we evaluate our model on the new data splits
introduced by the recent work [23] in the generalized ZSCL setting. We find our model is
able to improve the previous methods by over 2ˆ, establishing a new state of the art.

5.7 Zero-Shot Compositional Learning
We conduct experiments on three datasets: MIT-States [6], UT-Zap50k [34] and Stanford-
VRD [12]. For MIT-States, samples of which are shown in Figure 5.3 left, each image is
associated with an attribute-object pair, e.g., modern city, sunny valley, as the label. The
model is trained on 34K images with 1,292 labeled seen pairs and tested on 34K images
with 700 unseen pairs. The UT-Zap50k dataset (samples shown in Figure 5.3 right) is a
fine-grained dataset where each image is associated with a material attribute and shoe type
pair (e.g., leather slippers, cotton sandals). Following [18], 25k images of 83 pairs are
used for training and 4k images of 33 pairs for testing. We also consider compositions that
go beyond attribute-object pairs. For StanfordVRD, the visual concept is represented with
a SPO (subject, predicate, object) triplet, e.g., person wears jeans, elephant on grass.
The dataset has 7,701 SPO triplets, of which 1,029 are seen only in the test set. Similarly
to [16], we crop the images with the ground-truth bounding boxes and treat the problem as
classification of SPO tuples rather than detection. We obtained 37k bounding box images for
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Figure 5.4: Top-1 accuracy of unseen compositions in compositional zero-shot learning on
MIT-States (700 unseen pairs), UT-Zap50K (33 unseen pairs) and StanfordVRD (1029
unseen triplets). TFG(the first bar in each group) achieves state-of-the-art results on all
three datasets with four different feature extractors (ResNet-18, ResNet-101, DLA-34 and
DLA-102).

training and 1k for testing.

Experimental Details

In the experiments, we extract the image features with ResNet-18 and ResNet-101 [4]
pretrained on ImageNet following [16, 18, 30] and also include the more recent DLA-34 and
DLA-102 [36] for benchmarking. We report the top-1 accuracy of the unseen compositions
following [16, 30]. We use Glove [20] to convert the attributes and objects into 300-dimensional
word embeddings. In practice, the raw word embeddings of attributes and objects are
transformed by two 2-layer FC networks �

a

and �
o

with the hidden unit size of 1024. �ptq is
the concatenation of �

a

paq and �
o

poq used as input to both G and D.
The discriminator D is a 3-layer FC networks with hidden unit size of 1024. For the

generator G, we use a 4-layer FC network where the hidden unit size of the first three layers
is 2048 and the size of the last layer matches the dimension of the target feature dimension.
E

t

is a single layer FC network with no bias and hidden unit size matching the corresponding
feature layer size of the generator. E

n

is a 2-layer FC network where the hidden unit size is
1024 in the first layer, matching the corresponding feature layer size of the generator in the
second layer. The classifier f is a simple soft-max classifier with one FC layer. We adopt the
Adam [9] optimizer with an initial learning rate of 10´5 for the embedding network � and
10

´4 for the other parameters. We divide the learning rate by 10 at epoch 30 and train the
network for 40 epochs in total, reporting the accuracy of the last epoch. The batch size is
128.
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Quantitative Results

We present the top-1 accuracy of the unseen attribute-object pairs in Figure 5.4 following [16,
18, 19, 30]. We consider three top performing models as our baselines. Redwine [16] leverages
the compatibility of extracted generic image features Z and the task descriptions T with a
simple binary cross entropy (BCE) loss. AttOperator [18] proposes to use attributes features
to modify the object features building on top of the extracted features. It also adopts a
metric-learning approach to score the compatibility of transformed image feature as well as the
task embeddings. In our experiments, we report the results of these two methods on different
backbone feature extractor using the open-sourced code from Nagarajan and Grauman [18]1.
TAFE-Net [30] is a recent method that learns a task-aware feature embeddings for a shared
binary classifier to classify the compatibility of task-aware image feature embeddings and
the task embeddings. We obtain the benchmark results using DLA as the feature extractor
through the released official code2. Our classifier is directly trained on the synthetic image
features of the unseen compositions and at testing time, only the real image features of the
unseen compositions are fed into the classifier, not combined with the task descriptions as
the existing approaches do.

We present the qualitative results in Figure 5.4. As we can observe from the bar charts,
our model (denoted as the green bar, the first bar in each group) outperforms the other
baseline methods by a large margin on both MIT-States and UT-Zap50k. Extending from
attribute-object pairs to (subject, predicate, object) triplets, our model also outperforms
all the considered baselines. This indicates that TFGeffectively synthesizes the real image
feature distributions of the novel compositions and helps the classifier generalize to novel
concepts without using real image features.

5.8 Generalized Zero-Shot Compositional Learning
In this section, we provide evaluation on the generalized zero-shot compositional learning
recently introduced by Purushawakam et al. [23]. As pointed by Purushawakam et al., the
previous zero-shot compositional learning benchmark does not carefully evaluate the overall
system performance when balancing both the seen and unseen compositions. Therefore, they
introduce new data splits of the MIT-States and UT-Zap50k datasets and adopt the AUC
value as the evaluation metric to examine the calibrated model performance. Our model is
able to outperform the previous methods by a large margin with an over 2ˆ accuracy on the
MIT-States dataset.

1
https://github.com/Tushar-N/attributes-as-operators

2
https://github.com/ucbdrive/tafe-net

https://github.com/Tushar-N/attributes-as-operators
https://github.com/ucbdrive/tafe-net
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Data Splits

In this generalized ZSCL task, the two datasets (MIT-States and UT-Zap50k) have the same
images as used in the ZSCL task. In the new data split, the training set of MIT-States has
about 30K images of 1262 compositions (the seen set), the validation set has about 10K
images from 300 seen and 300 unseen compositions. The testing set has about 13K images
from 400 seen and 400 unseen compositions. On the UT-Zap50K dataset, which has 12
object classes and 15 attribute classes, with a total of 33K images. The dataset is split into a
training set containing about 23K images of 83 seen compositions. The validation set has
about 3K images from 15 seen and 15 unseen compositions. The testing set has about 3K
images from 18 seen and 18 unseen pairs.

Metric

Instead of using the top-1 accuracy of the unseen compositions, Purushawakam et al. [23]
introduce a set of calibration biases (single scales added to the scores of all unseen pairs) to
calibrate the implicit bias imposed to the seen compositions during training. For a given value
of the calibration bias, accuracies of both the seen and unseen compositions are computed.
Because the values of the calibration bias have a large variation, we draw a curve of the
accuracies of seen/unseen compositions and the area blow the curve (AUC) can describe the
overall performance of the system more reliably.

Quantitative Results

Table 5.1 provides comparisons between our model and the previous methods on both the
validation and testing sets. The network structures of our model is the same as those used in
the ZSCL task and the best training epochs are decided by the validation set. As Table 5.1
shows, our model outperforms the previous methods by a large margin. On the challenging
MIT-States dataset which has about 2000 attribute-object pairs and is inherently ambiguous,
all the baseline methods have a relatively low AUC score while our model is able to double
the performance of the previous methods, indicating the effectiveness of our model.

Alternative Generator Designs

We analyze two central differences of our task-aware deep sampling (TDS) strategy: deep
sampling and multi-step task conditioning. We considered four generator designs using
other sampling strategies as depicted in Figure 5.5. The leftmost, shallow sampling (SS)
takes noise and the task as input once at the beginning whereas our TFGrepeatedly injects
task-conditioned noise at each layer. Unconditional Deep Sampling (UDS) in contrast injects
noise at each layer but does not use the task information at each layer. Two other variants,
shallow sampling with multi-step task conditioning (SS-MTC) include SS-MTC`, which
adds task information at every layer to the generator, and SS-MTC˚, which adopts an affine
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Table 5.1: AUC in percentage on MIT-States and UT-Zap50K. Our model outperforms the
previous methods by a large margin, doubling the performance of the prior art on MIT-States.

MIT-States UT-Zap50K

Val AUC Test AUC Val AUC Test AUC
Model Top kÑ 1 2 3 1 2 3 1 2 3 1 2 3

AttOperator [18] 2.5 6.2 10.1 1.6 4.7 7.6 21.5 44.2 61.6 25.9 51.3 67.6
RedWine [16] 2.9 7.3 11.8 2.4 5.7 9.3 30.4 52.2 63.5 27.1 54.6 68.8
LabelEmbed+ [18] 3.0 7.6 12.2 2.0 5.6 9.4 26.4 49.0 66.1 25.7 52.1 67.8
TMN [23] 3.5 8.1 12.4 2.9 7.1 11.5 36.8 57.1 69.2 29.3 55.3 69.8

TFGTDS [31] 8.9 18.0 25.5 6.5 14.0 20.0 41.1 65.3 78.1 32.4 58.1 70.9
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Figure 5.5: Depictions of various architectures, SS, UDS, TDS, SS-MTC+, SS-MTC*. SS,
shallow sampling, does not inject noise at each layer while the rest do. The right three,
the task-aware deep sampling (TDS), SS-MTC+, and SS-MTC* inject the task embedding
at each layer but only TDS injects task and noise at each layer. We find that our chosen
generator design using TDS in the middle of the figure obtains the highest classification
accuracy compared to other designs.

transformation of the features conditioned on the task at each level inspired by FiLM [21]
and TAFE-Net [30].

In Table 5.2, we present the top-1 accuracy of the unseen compositions on the three
datasets using ResNet-18 as the feature extractor. We observe that both SS-MTC` and
SS-MTC˚ have better performance than the vanilla shallow sampling (SS) with single step
task conditioning and that SS-MTC˚ has better performance than SS-MTC` due to the
more complex transformation. In addition, we find the unconditioned deep sampling (UDS)
is better than SS, though both of them use single step task conditioning. In all cases, the
proposed TDS, which utilizes both deep sampling and multi-step conditioning, achieves the
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Table 5.2: Top-1 Accuracy of unseen compositions. SS-MTC` and SS-MTC˚ utilizing multi-
step conditioning have better performance than SS. UDS with deep sampling achieves higher
accuracies than SS. Overall, Task-aware deep sampling (TDS) achieves better performance
than all the alternatives.

Sampling MIT-States UT-Zap50K StanfordVRD
Strategy Top-1 Acc. (%) Top-1 Acc. (%) Top-1 Acc. (%)

SS 12.4 40.0 8.3
UDS 14.8 41.4 8.7
SS-MTC` 18.3 43.4 9.3
SS-MTC˚ 19.2 44.3 10.1

TDS 20.9 49.0 12.7

best results among all the considered variants.

5.9 Qualitative Results

Visualization of Synthetic Features

Observing Figure 5.6 which depicts the real and generated features of the novel compositions
on MIT-States, we can see that the synthetic features (in blue) overlap with the real features
(in red). The synthetic features form rough clusters compared to the real features, which may
make training of the classifier easier. Zooming in to check different regions of the feature

Wet Moss (generated) 

Wet Moss (real) 

Wet Forest (generated) 

Wet Forest (real) 

Other
generated feature

real feature

Large Bottle (generated) 

Large Bottle (real) 

Other

Large Cabinet (generated) 

Large Cabinet (real) 

Figure 5.6: Feature visualization of real and generated features of images in the testing set.
The center depicts real features, represented as red points, and generated features, represented
by generated features visualized using UMAP. Within different regions, we observe in the left
and right, that the generated feature distribution closely matches the real feature distribution,
and that distributions of different classes are separated.
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distributions (in the windows on both sides of Figure 5.6), we find that though semantically
closer compositions are also closer in the image feature space, e.g., wet moss and wet forest in
the window on the left, the synthetic features still closely cover the real feature distribution
and form cleaner cluster boundaries between different compositions than the real features.

Figure 5.7: T-SNE visualization of the unconditioned noise used in UDS (left) and task-aware
noise injected in the last layer of TFG(right) of 33 unseen attribute-object compositions on
UT-Zap50K. The task-aware noise is clustered based on the task while the unconditioned
noise is mixed in one cluster.

Visualization of Task-Conditioned Noise

As discussed in the previous section, the task-aware deep sampling (TDS) used in our
generator design is one of the key components that allow the model to achieve better sampling
efficiency. TDS is different from the unconditional deep sampling (UDS) mainly because of
the injection of the task-conditioned noise, which allows for sampling from a task-adaptive
distribution.

In Figure 5.7, we visualize the noise injected to the last layer of the generator in UDS and
TDS with t-SNE [14] of the 33 unseen compositions on UT-Zappos. We can observe from
the figure that the task-aware noise is clustered based on the task while the unconditioned
noise is mixed in one cluster. We hypothesize that the task-relevant samples injected to the
generator help the generator to estimate the target image feature distribution.

5.10 Conclusion
In this section, we reviewed our zero-shot compositional learning task with a compositional
feature synthesis approach in [31]. We proposed a task-aware feature generation framework,
improving model generalization from the generative perspective. We designed a task-aware
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deep sampling strategy to construct the feature generator, which produces synthetic features
to train classifiers for novel concepts in a zero-shot manner. The proposed TFGachieved state-
of-the-art results on three benchmark datasets (MIT-States, UT-Zap50K and StanfordVRD)
of the zero-shot compositional learning task. In the generalized ZSCL task recently introduced
by Purushawakam et al. [23], our model is able to improve the previous baselines by over 2ˆ,
establishing a new state of the art. In addition, a visualization of the feature distributions
showed the generated features closely model the real image feature distributions with clearer
separation between different compositions.
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Chapter 6

Conclusion and Future Direction

In this report, we studied multi-task learning architectures, applications to object detection
in self-driving, and applications to few-shot learning. We were able to propose and study
a new architecture of multi-task learning, investigate co-training of different tasks with the
object detection task and discuss some important training details, and study a generative
method for synthesizing features to help train new tasks.

Given time limitations, we were not able to fully explore applications to object detection.
For instance, the method of sharing we used simply involved naively sharing portions of
the ResNet backbone. In the future, an investigation of using different multi-task learning
architectures such as the one we proposed may assist with the co-training of object detection
and self-supervised tasks. Further, other multi-task learning methods could have been
investigated such as distillation, which has been shown to be useful in place of hard sharing
of network parameters. In terms of our study on architecture, we note that our study is
limited to using a single layer of gating. In the future, we would like to investigate our results
on test accuracy and interpretability when stacking together multiple gating layers.
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